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Abstract
Intrusion detection has played a major role in ensuring the cybersecurity in various net-
works. Literature works deal with several cyber attacks in the data through designing vari-
ous supervised approaches, but have not considered the size of the database during the 
optimization. Since, the data increases in size exponentially, it is necessary to cluster the 
database before detecting the presence of an intruder in the system. This work has con-
sidered these challenges and thus, has introduced a Crow based Adaptive Fractional Lion 
(Crow-AFL) optimization approach. The proposed intrusion detection system clusters the 
database into several groups with the Crow-AFL and detects the presence of intrusion in 
the clusters with the use of the HSDT classifier. Then, the compact data is provided to the 
deep belief network trained with Crow-AFL for identifying the presence of intrusion in 
the entire database. The simulation of the proposed Crow-AFL algorithm is done with the 
DARPA’s KDD cup dataset 1999. The metrics, accuracy, TPR, and TNR, measure the per-
formance of the proposed Crow-AFL algorithm, and it has shown better performance with 
the value of 96%, 95%, and 96%, respectively.

Keywords Intrusion detection · Cyber security · Clusters · DBN · DARPA’s KDD cup 
dataset 1999

1 Introduction

Cybersecurity has emerged as the major concern nowadays since large number intruders 
try to access the information present in the networks [1]. Various researchers have opted 
IDS for detecting the presence of the cyber attacks in the networks [2]. The private and 
the government firms have the cyber analysts to analyze the passage of the information 
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over the network and to identify the intruder, but the main challenge arises during the dif-
ferentiation of the normal activity from the intrusion [3]. Nowadays IDS have gained pop-
ularity among the companies for detecting the presence of the intrusion in the network 
[4]. Various applications, such as optical networks [5], Cyber-Physical Systems (CPS) [6], 
and Mobile Cyber-Physical System (MCPS) [7], have used the IDS for detecting the pres-
ence of the cyber attacks [8]. The IDS is usually implemented in the dynamic and high 
dimensional environment, and hence, it should provide better robustness [9, 10]. Litera-
ture has reviewed the intrusion detection in two categories, namely anomaly detection, and 
signature-based detection systems [11]. In the anomaly detection model, the presence of 
the intrusion in the network is identified through the alarm based system and thus, provides 
continuous learning and less maintenance, whereas the signature-based IDS performs the 
intrusion detection through the signature matching schemes [12]. The intrusions in the net-
work can be categorized as Denial of Services (DoS), Remote to Local, User to Root, and 
Probe [13, 14].

Detection of the intrusion discussed in the literature falls under two major categories, 
and they are 1) supervised classification, and 2) unsupervised classification. The super-
vised models perform the classification of the intrusion through the training of the labeled 
database, while the unsupervised classification approaches perform the training of the 
unlabelled data [13]. Literature has introduced various machine learning, like Artificial 
Neural Networks (ANN), decision trees, fuzzy logic [15], Principle Component Analysis 
(PCA) [16], Bayesian networks, K-Nearest Neighbor (KNN) [17, 18], multimodal classifier 
[19], for the intrusion detection.

Boulaiche and Adi [4] presented the IDS by automating the process of signature genera-
tion, and for this purpose, they have utilized the honeypot traffic data analysis. They iden-
tified the presence of intrusion in the data by building the intrusion database. One of the 
major advantages of this scheme is the high detection rates and small false positive rates. 
Acharya and Singh [2] presented the Intelligent Water Drops (IWD) algorithm for identi-
fying the suitable features for the intrusion detection. Along with the SVM classifier, the 
IWD algorithm performed the suitable selection of intrusion in the data in the network, and 
it provided low misclassification rate. Besides, the usage of the SVM based optimization 
approach had increased the computation time. Wu et al. [20] proposed the machine learn-
ing based schemes for the intrusion detection and for ensuring the cybersecurity. Raman 
et  al. [9] presented the adaptive scheme for the intrusion detection with the Hypergraph 
based Genetic Algorithm (HG-GA) model. The authors have also utilized the SVM based 
approach for the feature selection purpose. Even though the model has various advantages, 
such as robustness and adaptive, the scheme required high run time.

Folino and Pisani [8] proposed the distributed Genetic Programming (GP) framework, 
which can be categorized under the ensemble algorithm for the intrusion detection. The 
proposed framework has the parallel system for fast processing of the intrusion detection. 
Pajouh et al. [13] presented the naive Bayes and the k-NN based model for the intrusion 
detection, and was also opted for the dimensionality reduction. The algorithm has tried to 
overcome the presence of rare cyber attacks in the network through better feature selection 
schemes, but rather fails in identifying less dangerous attacks. Bamakan et  al. [21] pro-
posed the Time-Varying chaos PSO (TVCPSO) through the modification of the PSO. The 
model had considered the detection rate and false alarm rate, for the feature selection. Devi 
et al. [22] presented the Adaptive Neuro-Fuzzy Inference System for the intrusion detec-
tion in the KDD cup 99 data set.

Analysis of various techniques suggests that the Support Vector Machine (SVM) has 
good performance based on the efficiency and robustness since the SVM has a minimal 
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structural risk, high generalization ability, etc. [23]. However, SVM classifiers have poor 
performance, while performing the feature subset selection, parameter optimization and 
imbalanced dataset [9, 24]. Other literatures have suggested the Fuzzy min–max neural 
network and Particle Swarm Optimization (PSO) [25], decision tree [26], Deep learning 
[27] based schemes for identifying the nature of the cyber attacks on the network.

The contributions of this research work for detecting the intrusions in the networks is 
briefed as follows:

• Firstly, the paper proposes the Crow based Adaptive Fractional Lion algorithm (Crow-
AFL) algorithm by modifying the Adaptive Dynamic Directive Operative Fractional 
Lion algorithm (ADDOFL) algorithm with the Crow Search Algorithm (CSA). The 
proposed Crow-AFL algorithm acts as a clustering algorithm for dividing the database 
into several groups.

• Secondly, the proposed Crow-AFL algorithm is used for training the weights of the 
DBN network for providing the information about the presence of intrusion in the data.

The rest of this paper is organized as follows: Sect. 1 confers introduction to the IDS for 
ensuring the network from the cyber attacks and reviews the various techniques and ana-
lyzes the pros and cons for ensuring the cybersecurity. Section 2 provides the brief expla-
nation of the proposed Crow-AFL algorithm designed primarily for detecting the intru-
sions in the network affected from the cyber-attacks. The simulation results achieved by the 
proposed Crow-AFL algorithm are presented in Sect. 3, and Sect. 4 concludes the research 
work.

2  Proposed Method: Crow‑AFL Algorithm for the Intrusion Detection 
in the Networks

This section presents the proposed IDS for identifying the presence of the intrusion in the 
system, and also, the system guarantees the cybersecurity for the network users. Figure 1 
illustrates the proposed IDS model integrated with the Crow-AFL algorithm for finding 
the presence of the intruder in the system. The network contains numerous users, and they 
communicate with the other users or the servers with the use of the authentication key 
provided by the network server. The outsiders or the intruders enter the network and try 
to steal/hack the information present in the database. The proposed IDS system finds the 
presence of the intruder in the network by developing the DBN model and the training 
the weights within the DBN through the optimization approach. Initially, the database is 
subjected to the clustering with the help of the proposed Crow-AFL algorithm, since the 
database present in the networks has a large size. Then, the model uses the Hyperbolic 
Secant-based Decision Tree (HSDT) classifier for detecting the presence of the intrusions 
within each cluster, and the intrusion information from each cluster is collected together to 
form the compact data. Here, the DBN is used to provide the final information/intrusion 
class in the compact data, and this is done by training the weights of the DBN with the 
proposed Crow-AFL algorithm.
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2.1  Clustering the Data Using the Proposed Crow‑AFL Algorithm

Consider the network has Ynumber of users and each user pass over Q data samples in the 
network. From, the data collected from each user, the database I is constructed, and thus, the 
database I has the size of Y × Q . The data carried over the network has large size, and hence, 
the detection of the intrusion in the large database I is a complex process. Thus, this work clus-
ters the database into N number of clusters with the use of the proposed Crow-AFL algorithm 
for reducing the complexity of the IDS. In this section, the proposed Crow-AFL algorithm acts 

Fig. 1  Intrusion detection system based on the proposed Crow-AFL algorithm
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as a clustering algorithm for grouping the database into N clusters, each of size 1 × Y and the 
expression for the clusters from the Crow-AFL is described as follows,

where Xi refers to the data in the ith cluster

2.1.1  Solution Encoding for Finding the Optimal Cluster Centroids with the Proposed 
Crow‑AFL Algorithm

The proposed Crow-AFL algorithm tries to cluster the database into Q clusters, and thus, 
the database tries to find the Q cluster centroids for clustering the database. The database 
I subjected to clustering process is classified into N clusters, and the Crow-AFL algorithm 
aims to identify optimal cluster center points from the database for the clustering. The 
solution for the Crow-AFL algorithm for clustering the database is expressed as follows,

where fi is the ith optimal centroid for the clustering.

2.1.2  Algorithmic Description of the Proposed Crow‑AFL Algorithm

The proposed Crow-AFL algorithm is an optimization algorithm, which finds the solution 
cluster centroid point required for clustering the database. The proposed Crow-AFL algo-
rithm is the integration of the CSA [28] and the ADDOFL algorithm [29]. The ADDOFL 
algorithm has used the kernel based functions for clustering the database, and hence, the 
algorithm provides better accuracy for clustering the data. The CSA algorithm has the 
improved convergence rate when compared with the other optimization algorithms, such as 
PSO, and GA. Since the use of the fractional calculus in the existing ADDOFL algorithm 

(1)I = {X1,X2,… , .Xi,… ,XN}

(2)f =
{
f1, f2,… , fi,… , fN

}

Fig. 2  Clustering the database using the proposed Crow-AFL algorithm
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increases the complexity of the process, the incorporation of the CSA makes the algorithm 
to achieve faster convergence. Figure  2 presents the architecture of the proposed Crow-
AFL algorithm for clustering the database.

The steps involved in the proposed Crow-AFL algorithm is described as follows,
Initialization of the population of the Crow-AFL for the clustering The proposed Crow-

AFL algorithm finds the optimal solution through the behavior of the lion, and hence, the 
optimization process considers three types of lions in the population randomly. The proposed 
Crow-AFL algorithm considers the male lion, female lion, and the nomadic lion same as the 
ADDOFL algorithm, and it is expressed as follows,

where PMale,PFemale, and PNomad indicate the population of the male lion, female lion, and 
the nomad lion, respectively.

Evaluation of fitness for optimization The optimal cluster centroid obtained through the 
proposed Crow-AFL algorithm need to satisfy some of the criteria, and the fitness function 
defines them. The fitness function defined for the proposed Crow-AFL algorithm is calculated 
based on the four kernel functions, and thus, the fitness for each cluster centroid is defined as 
the ratio of the fuzzy compactness and the fitness measure.

where aPMale and aP� refer to the required fuzzy compactness and the separation distance, 
respectively.

Calculation of the fertility measure of the male and the female lion Here, the fertility rate 
of both the male and the female lion is evaluated based on the measure of the fertility rate. For 
finding the fertility rate of the male lion, factors, such as laggardness rate, and the sterility rate 
are utilized, and based on that measure, the presence of the unfertile lion in the solution gets 
eliminated.

For the evaluation of the fertility rate of the female lion, the Crow-AFL algorithm uses the 
Dynamic Directive Operative Search (DDOS) algorithm. The expression for evaluating the 
fertility of the female lion is expressed in Eq. (5).

where the terms PFemale
m

 and PFemale
n

 are the vectors representing the fertility rate of the 
female lion. The DDOS angle considers the factors, namely pursuit angle, pursuit distance, 
and pursuit height, for calculating the required fertility rate of the female lion, and the 
expression for the fertility rate of the female lion is described in the following expressions,

(3)Solution =
{
PMale,PFemale,PNomad

}

(4)f =
aPMale

2 × aP�

(5)PFemale
m

=

{
PFemale
n

; if m = n

PFemale
m

; otherwise

(6)PFemale
m_angle

= PFemale
g

+ T .k.Kg(�g)

(7)PFemale
m_r

= PFemale
g

+ T .k.Kg

(

�g + K∗.
�max

2

)
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where K and K∗ represent the dynamic parameter and the random sequence involved in 
the DDOS for calculating the pursuit angle and the distance, respectively. �g is the pursuit 
angle at the direction g . k and �max are the maximum limit of the pursuit distance and the 
angle. The term Kg in Eq. (8) is the distance vector at the direction g.

Mating The updated fertility of the male and the female lion provides the expres-
sion for the mating. The mating process yields new solution based on the fertility rate. 
Moreover, the growth rate for each solution is also identified in this step.

Crossover The new solution obtained in the mating process is subjected to the cross-
over operation, and the crossover operation yields new solution represented as follows,

where Pc(w) is the new solution and Ww is the mask used for the crossover operation. The 
operation of the crossover yields the maximum of four solutions.

Mutation The solution from the crossover is subjected to the mutation process and 
hence, results in new solution. For each solution from the mutation process, the fitness 
value is computed, and the solution with the better fitness is retained throughout the 
optimization process.

Growth function for the solution The Crow-AFL algorithm uses the growth function 
to find the better solution and this process yields better mutation rate.

Update based on the fractional calculus and the CSA This work utilizes the first 
order (� = 1) fractional calculus and the CSA for formulating the growth of the male 
lion in the solution. The solution based on the male lion gets updated based on the frac-
tional calculus is represented as follows,

where the term � refers to the fractional order of the fractional calculus. Here, the position 
update equation of the CSA optimization is also utilized. The CSA algorithm updates the 
position by considering the position of the other solution. Now, based on the CSA algo-
rithm, the position update can be briefed as,

where h is the random value, JMale
w

 is the flight length of the wth solution, and ow is the 
memory. Solving Eq. (11),

From the above equation, the value of the PMale
w

 is found, and it is represented as 
follows,

(8)PFemale
m_r

= PFemale
g

+ T .k.Kg

(

�g − K∗.
�max

2

)

(9)Pc(w) =
(
Ww

)
× PMale +

(
Ww

)
× PFemale

(10)PMale
w+1

= � PMale
w

+
1

2
� PMale

w−1

(11)PMale
w+1

= PMale
w

+ h.J
w
∗ (ow − PMale

w
)

(12)PMale
w+1

= PMale
w

[
1 − h.JMale

w

]
+ j.JMale

w
∗ (ow)

(13)PMale
w

=
1

[
1 − h.JMale

w

]
[
PMale
w+1

− h.JMale
w

∗ (ow)
]
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Now substitute the value of the PMale
w

 in the Eq.  (10), for obtaining the required 
solution update. The solution update based on the proposed Crow-AFL algorithm is 
expressed as,

Rearranging the above equation, the final expression for the update of the male lion 
is obtained, and it is expressed as follows,

Territorial defense and the takeover As the solution contains the male lion and the 
nomad lion, the fitness of both the lions is computed. The male lion tries to defend its ter-
ritory from the nomad lion. If the fitness of the nomad lion is compared with the fitness of 
the male lion, the solution with the better fitness is replaced. Finally, when the fitness of the 
male cub lion is better than the male lion, the cub lion replaces the male lion.

Termination The optimization procedure is repeated until the end of the iteration, and 
the proposed Crow-AFL algorithm provides the optimal cluster centroids.

2.2  Decision Tree Construction Using HSDT Classifier

This work utilized the HSDT classifier for identifying the presence of the intrusion in each 
cluster identified to form the Crow-AFL algorithm. The HSDT classifier uses the secant 
entropy function for modifying the functional tangent probability utilized in work [30]. 
The entropy function based on the hyperbolic secant function is expressed as follows,

where the term aSech(.) refers to the hyperbolic secant function for the HSDT classifier. 
Based on the values of the entropy function defined in the Eq.  (16), the decision tree is 
built for each cluster data. This yields the required intrusion information in each cluster.

2.3  Generation of the Compact Data

The HSDT classifier provides the information about the presence of intrusion in each clus-
ter and based on that the compact data is constructed. The compact data comprises of the 
output of each HSDT classifier present in the cluster. The expression for the compact data 
is expressed as follows,

where Fi is to the information about the presence of intrusion in the cluster i as provided by 
the HSDT classifier, and the term N refer to the total number of clusters.

(14)PMale
w+1

= �
1

[
1 − h.JMale

w

]
[
PMale
w+1

− h.JMale
w

∗ (ow)
]
+

1

2
� PMale

w−1

(15)PMale
w+1

=
1 − h.JMale

w[
1 − h.JMale

w
− �

]

[
1

2
� PMale

w−1
−

� ∗ h.JMale
w

∗ (ow)

1 − h.JMale
w

]

(16)fn
(
probi

)
=

1

2

[
log

(
probi

)
− 2aSech

(
probi

)]

(17)F =
{
F1,F2,… ,Fi,… ,FN

}
;1 ≤ i ≤ N
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2.4  Detection of the Intrusion: Incorporating the Proposed Crow‑AFL with the DBN

This section presents the architecture of the DBN network along with the proposed Crow-
AFL algorithm for identifying the presence of the intrusion within the database. Figure 3 
presents the architecture of the DBN along with the proposed Crow-AFL algorithm for the 
intrusion detection. The DBN used in this work comprises of the two RBM layers and one 
MLP layers. The compact data obtained from the HSDT classifier is given as the input to 
the DBN architecture. The RBM layer present in the DBN has the input and the visible 
layer, in which the inputs are fed to the input layer, and then, the compact data multiplied 
with the weights are provided to the hidden layer of the RBM1. The output of the RBM1 
layer acts as the input to the second RBM layer.

The input layer present in the RBM layers is also represented as the visible layer, and the 
compact data is provided to the visible layer of the RBM layer1.

The hidden layer present in the RBM layer one is expressed as follows,

where D1
i
 refers to the ith neuron present in the first RBM layer of the DBN and A1

j
 is the 

jth neuron of the hidden layer. Both the input and the hidden layers in the RBM layer con-
tains the bias, and they are represented as p and q . For each neuron present in the RBM 
layer one the weights are present, and this value is used in the computation of the output. 
The expression (20) depicts the weights present in the RBM layer 1.

where the term Z1
ij
 represents the weights between the ith visible neuron and the jth hid-

den neuron in the first RBM layer. Based on the bias present in the hidden layer q and the 

(18)D1 =
{
D1

1
,D1

2
,… ,D1

i
,… ,D1

N

}
; 1 ≤ i ≤ N

(19)A1 =

{
A1
1
,A1

2
,… ,A1

j
,… ,A1

b

}
; 1 ≤ j ≤ b

(20)Z1 =

{
Z1
ij

}
; 1 ≤ i ≤ N; 1 ≤ j ≤ b

Fig. 3  Architecture of the DBN with the Crow-AFL algorithm
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weight value computed in the above expression, the output of the RBM layer one is com-
puted, and it is expressed as follows,

where the term � represents the activation function for the RBM layer 1, and the final out-
put of the RBM layer one is represented as follows,

The output of the RBM layer one is provided as the input to the RBM layer 2, and 
hence, the visible layer of the RBM layer 2 has b layers. The expression for the visible layer 
and the hidden layer of the RBM layer two is expressed by the following equations,

Similarly, as the RBM layer 1, the RBM layer 2 has the weight vectors, and they are 
represented as,

Based on the weights and the bias present in the hidden layer, the output of the RBM 
layer two is calculated, and the following equation expresses it,

where q2
j
 indicates the bias present in the jth neuron of the hidden layer in the RBM layer 2. 

Then, the final expression for the output of the RBM layer two is given as follows,

Then, finally the output of the RBM layer two forms the input layer of the MLP layer. 
The MLP layer comprises of the input layer, hidden layer, and the output layer. The input 
layer of the MLP layer is described in the expression (28),

where uj represents the jth input neuron of the MLP layer, and similarly, the hidden layers 
present in the MLP layer is represented as,

where y refers to the size of the hidden neurons present in the MLP layer. In this work, the 
presence of intrusion in the database is indicated through the output layer of the MLP, and 

(21)A1
j
= �

[

q1
j
+
∑

j

D1
i
Z1
ij

]

(22)A1 =

{
A1
j

}
; 1 ≤ j ≤ b

(23)D2 =
{
D2

1
,D2

2
,… ,D2

b

}
=

{
A1
j

}
; 1 ≤ j ≤ b

(24)A2 =

{
A2
1
,A2

2
,… ,A2

j
,… ,A2

b

}
; 1 ≤ j ≤ b

(25)Z2 =

{
Z2
jj

}
; 1 ≤ j ≤ b

(26)A2
j
= �

[

q2
j
+
∑

i

D2
i
Z2
jj

]

∀D2
i
= A2

j

(27)A2 =

{
A2
j

}
; 1 ≤ j ≤ b

(28)u =
{
u1, u2,… , uj,… , ub

}
=

{
A2
j

}
; 1 ≤ j ≤ b

(29)v =
{
v1, v2,… , vx,… , vy

}
; 1 ≤ x ≤ y
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thus, the class value in the output layer has only one neuron represented by C . For the com-
putation of the output neuron of the hidden layers, the MLP layers constitute of the weights 
both in the input and the hidden layer. The following expressions (30) and (31) represent 
the weights present in the input and the hidden layer.

where ZU
jx

 refers to the weight present between the jth input neuron and the xth hidden layer 
of the MLP layer. Besides the presence of the weight, the hidden layer of the MLP has the 
bias, and it is represented as follows,

where WU
jx

 is the weight of the jth input neuron and the xth hidden layer of the MLP, and Bx 
refers to the bias present in the hidden neuron of the MLP layer. The final expression for 
the output of the hidden layer is expressed as follows,

where the term ZV
x

 represents the weight present in each hidden neuron of the MLP layer.

2.4.1  Solution Encoding for the Weight Selection of DBN

The MLP layer present in the DBN contains the weights at both the input and the hidden 
neurons. The required weights for the input and the visible neurons of the MLP layer are 
trained using the proposed Crow-AFL algorithm. Here, the proposed Crow-AFL algorithm 
acts as an optimization algorithm to find the suitable weights for the MLP layer training.

2.4.2  Training Phase of the DBN with the Proposed Crow‑AFL Algorithm

The weights in the RBM layers and the MLP layer get trained with the use of the pro-
posed Crow-AFL algorithm. Initially, the DBN utilized the gradient descent- backpropa-
gation algorithm for finding the optimal weights, and this work uses the Crow-AFL for 
further refining the search process. The training of the weights in the two RBM layers is 
done through the gradient descent- backpropagation algorithm, whereas the training of the 
weights in the MLP layer is performed through the proposed Crow-AFL algorithm.

I. Training of RBM layer 1 with the gradient descent- backpropagation

The training procedure for obtaining the optimal weights in the RBM layer 1 is presented 
in the following steps,

(i) The compact data D is given as the input to the RBM layer 1, and the equivalent vec-
tor for the training of each input present in the training sample is generated based on the 
expression (18).

(30)ZU =

{
ZU
jx

}
; 1 ≤ j ≤ b; 1 ≤ x ≤ y

(31)ZV =
{
ZV
x

}
; 1 ≤ x ≤ y

(32)zx =

[
b∑

j=1

WU
jx
∗ uj

]

BX∀uj = A2
j

(33)C =

y∑

x=1

ZV
x
∗ zx
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(ii) Then, the equivalent probability value of each hidden neuron in the hidden layers of 
the RBM 1 is computed as follows,

(iii) The probability value of the hidden neurons relate to the positive gradient value of 
the RBM 1, and hence, it is expressed as follows,

The positive gradient of the hidden layer in the RBM 1 has the size of N ∗ b.
(iv) The reconstruction of the visible neurons in the visible layer of the RBM 1 con-

stitutes the probability of every visible neuron, and it is done through the sampling. The 
following expression describes the probability of each hidden neurons present in the 
RBM 1.

(v) In the next step, the probability of reconstruction of hidden neurons is found through 
resampling, and it is represented as,

(vi) The probability values computed in the above steps, are employed to find the nega-
tive gradient value of the RBM layer 1, and it is expressed as follows,

(vii) Based on the learning rate, positive and the negative gradients, the weights in the 
RBM layer one gets updated. The expression for the weight update in the RBM layer one is 
given as follows,

where the term � refers to the learning rate for updating the weights in the RBM layer.
(viii) Now, the weight update equation for the next iteration in the RBM layer one is 

expressed as,

The value of the ΔZij is obtained using Eq. (39).
(ix) Finally, the expression for the energy based on the computed weights for the visible 

and the hidden neurons is computed and is expressed as,

(34)P
(
A1
j
= 1

|||
D̄1

)
= 𝛽

[

q1
j
+
∑

i

D1
i
Z1
ij

]

(35)G+ = D1.PT
A

(36)P
(
D�1

i
= 1

|||
Ā1

)
= 𝜎

[

p1
i
+
∑

j

A1
j
W1

ij

]

(37)P
(
A�1
j
= 1

|||
Ā1

)
= 𝜎

[

q1
j
+
∑

i

D�1
i
Z1
ij

]

(38)G− = D�1
⋅ A�1T

(39)ΔZij = �
(
G+ − G−

)

(40)Z1
ij
(t + 1) = Z1

ij
(t) + ΔZij
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(x) The training procedure is repeated until the weights produce minimal energy, and 
finally, at the end of the iteration, the weight with the minimal energy is taken as the opti-
mal weight for the RBM layer 1.

II. Training the weights of RBM layer 2 with the gradient descent- backpropagation

The training procedure for obtaining the optimal weights for the RBM layer 2 is same as 
the training procedure for the RBM layer one, but the output of the RBM layer one is fed 
as the training input for the RBM layer 2. The optimal weights for the RBM layer two are 
expressed as Z2.

III. Training the weights of the MLP layer with the proposed Crow-AFL algorithm

The optimal weights of the MLP layer are obtained with the proposed Crow-AFL algo-
rithm, which is discussed in the Sect. 3.1. Based on the optimization procedure, the weights 
of the MLP layer is trained. The training procedure for obtaining the optimal weights in the 
MLP layer of the DBN is presented below,

(i) Initially, the weights present in the input ZU and the hidden layer ZV of the MLP is 
randomly initialized based on the Eqs. (30) and (31).

(ii) The output of the RBM layer two is provided as the input to the MLP layer, and 
hence, the training input to the MLP is represented as 

{
A2
j

}
.

(iii) Now, compute the values of zx based on the Eq.  (32) and the output C , 
accordingly.

(iv) From the output value C , compute the average error performance, which is the 
deviation of the actual performance from the desired response. The expression for the 
average error is given as follows,

where Ci refers to the output of the DBN and Oi is the desired response.
(v) The weights present in the MLP layer is computed based on the average error 

response, and hence, in this step, the weights present in the input and the hidden layer 
are computed, and they are represented as follows,

(vi) Now, based on the gradient descent backpropagation algorithm, the weight of the 
MLP layer is updated, and the updated expressions for the weights in the input and the 
hidden layer of the MLP are expressed as follows,

(41)M
(
D̄1, Ā1
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= −
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j
−
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i
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N∑
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(43)ΔZU
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(44)ΔZV
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(vii) In this step, the weights in the MLP layer are updated based on the proposed 
Crow-AFL algorithm. The Eq. (47) represents the updated weight in the input layer of 
the MLP using the Crow-AFL algorithm.

Similarly, the weights present in the hidden neurons of the MLP is updated based on 
the Crow-AFL algorithm, and it is given as follows,

(viii) Now, utilize the Eq. (42) for computing the error based on the output computed by 
the updated gradient descent backpropagation algorithm, and it is represented as,Ravg(back)

(ix) Compute the error function Ravg(Crow_AFL) based on the Eq.  (42), for the updated 
weights using the proposed Crow-AFL algorithm.

(x) The error value obtained from both the algorithms is compared, and the weight 
update provided by the algorithm with the minimal error is selected as the optimal weight. 
The expression for the optimal weight of the input and the hidden neurons in the MLP 
layer is given by the following equation,

(xi) The steps are repeated until the end of the iteration, and the optimal weights for the 
MLP layer is returned.

2.4.3  Testing Phase: Detection of Intrusion in the Test Data

The DBN algorithm provides the required intrusion information for the test data L , based 
on the optimal weights presented through the training process. The proposed Crow-AFL 
algorithm found the suitable weights and based on the weights, the DBN detects the pres-
ence of the intrusion information in the test data. The final output of the proposed algo-
rithm along with the DBN will be the intrusion class given as follows,
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where the term L represents the test data, and C refers to the intrusion class. The intru-
sion class provides the value as 1 for the presence of intrusion and the value 0 for other 
conditions.

2.5  Pseudo‑Code for the Proposed IDS with the Crow‑AFL Algorithm

The entire process involved in this work for detecting the presence of the intrusion in the 
database is briefed in the following pseudo-code. Table  1 briefs the pseudo code of the 

Table 1  Description of the proposed IDS using Crow-AFL algorithm

algorithm
28 Find the error based on the weights
29 Return the optimal weights 
30 End
31 //Testing phase
32 Begin
33 Input  the test data L
34 Find the intrusion class C based on the optimal weights 
35 End
36 End
37 Return the intrusion class C
38 End 

Sl. no Pseudo code: Intrusion detection using the proposed Crow-AFL algorithm 
1 Input: Database I
2 Output: Intrusion class C
3 Begin
4 Call the Crow-AFL algorithm 
5 Begin 
6 Define the fitness
7 Find the optimal centroids
8 Cluster the database into N clusters based on the optimal centroids obtained
9 End
10 Call the HSDT algorithm
11 Begin 
12 For each cluster (1 to N)
13 Identify the intrusion in the cluster 
14 Return the intrusion information in the class
15 End for 
16 End
17 Generate the compact data for all N
18 Call the DBN 
19 Begin
20 //Training phase
21 Begin
22 Input the training data
23 Initialize the weights and the bias of the RBM layer 1
24 Initialize the weights and the bias of the RBM layer 2
25 Initialize the weights and the bias of the MLP layer
26 Find the weights of the RBM layer 1 and RBM layer 2 with the gradient 

backpropagation algorithm
27 Find the weights of the MLP layer with the proposed Crow-AFL 
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proposed system with the Crow-AFL algorithm. Initially, the database I of size Y × Q is 
provided as the input to the proposed Crow-AFL algorithm for the clustering, and the clus-
tering process yields N data groups of size Y × 1 . The HSDT algorithm is enabled in each 
cluster to identify the intrusion information, and the compact data is generated from the 
output of the each HSDT classifier. The DBN is trained with the use of the compact data 
and provides the intrusion class C.

3  Results and Discussion

This section presents the experimental results achieved by the IDS model with the pro-
posed Crow-AFL algorithm. The simulation results achieved by the proposed Crow-AFL 
algorithm is compared with various existing algorithms, and the metrics, such as True 
Positive Rate (TPR), True Negative Rate (TNR), and Accuracy along with ROC curve, 
analyze the performance of each model.

3.1  Experimental Setup

The experimentation of the proposed intrusion detection algorithm is implemented in the 
MATLAB 2018.a. The experimentation of the proposed Crow-AFL algorithm required the 
PC with the configurations of Windows 10 OS, Intel I3 processor, and the 4 GB RAM. 
The experimentation is done under two criteria (without PCA and with PCA) using the 
DARPA’s KDD cup dataset 1999.

3.1.1  Dataset Description

The simulation setup used the DARPA’s KDD cup dataset 1999 [31] for the experimenta-
tion. The DARPA’s KDD cup dataset 1999 has been considered as the standard dataset for 
the intrusion detection, and it contains the data collected from the military environment, 
which is connected through the LAN. The dataset contains various cyber attacks, such as 
DoS, R2L, U2R, and the probing.

3.1.2  Evaluation Metrics

The intrusion detection done by the proposed Crow-AFL and the comparative models is 
analyzed under various metrics, TPR, TNR and accuracy, and their mathematical expres-
sion is given as follows,

TPR TPR defines the trueness of the algorithm to identify the actual intrusion informa-
tion in the database, and it is expressed as,

TNR TNR defines the correct prediction about the absence of the intrusion in the data-
base, and it is expressed by the following equation,

(52)TPR =
TP

TP + FN
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Accuracy The accuracy metric defines the efficiency of the algorithm to predict the 
intrusion information, and the mathematical expression for the accuracy is defined as 
follows,

where TP indicates the true positive, TN refers to the true negative, FN represents the false 
negative, and FP denotes the false positive achieved by the algorithms.

3.1.3  Comparative Models

The performance of the proposed Crow-AFL algorithm is compared with various tech-
niques, such as Intrusion Detection using ADDOFL and Hyperbolic Secant-based Decision 
Tree Classifier (I-AHSDT), ADDOFL + DT [29], C-ADDOFL + DBN [29], PSO + SVM 
[21], PSO + ANFIS [21], PSO + Naive Bayes [21], HML-IDS [32], and ICNN [33]. 
The I-AHSDT algorithm is developed through the modification of the HSDT with the 
ADDOFL algorithm. The ADDOFL + DT model is the combination of the ADDOFL 
with the decision tree, while the C-ADDOFL + DBN algorithm is the modified ADDOFL 

(53)TNR =
TN

TN + FP

(54)Accuracy =
TP + TN

TP + FP + FN + TN

Fig. 4  Comparative analysis of the dataset without PCA for varying training percentage based on a accu-
racy, b TPR, and c TNR
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algorithm along with the DBN. The existing models PSO + SVM, PSO + ANFIS, and 
PSO + Naive Bayes is the modified PSO algorithm with the SVM, ANFIS, and the naive 
Bayes, respectively.

3.2  Comparative Analysis of the Dataset Without the PCA

Here, the performance of the models is analyzed when implemented in the dataset without 
the application of the PCA.

3.2.1  Analysis of Crow‑AFL for Varying Training Percentage

Figure 4 shows the performance of each model for the varying training percentage of the 
dataset without the application of the PCA. Figure 4a presents the comparative analysis of 
the models based on the accuracy metric. At 90% training of the database, existing models 
I-AHSDT, ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive 
Bayes, HML-IDS, and ICNN have the accuracy values of 93.0433%, 93.0433%, 92.1396%, 
90.4526%, 92.6968%, 92.8923%, 92.2755%, and 92.4706%, respectively, while the 
proposed Crow-AFL algorithm has achieved better accuracy value of 96%. Figure  4b 
shows the comparative analysis of the model based on the TPR versus training percent-
age using the database without PCA. At 90% of the training data, the existing I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, 

Fig. 5  Comparative analysis of the dataset without PCA for varying crossfold validation based on a accu-
racy, b TPR, and c TNR
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HML-IDS, and ICNN models reached TPR value of 95%, 95%, 95%, 95%, 95%, 95%, 
92.2902%, and 93.5558%, respectively, and the proposed model has high TPR value of 
95%. Analysis based on the TNR is presented in the Fig. 4c, and from the graph, it is evi-
dent that the proposed Crow-AFL algorithm achieved maximum TNR value of 96%.

3.2.2  Analysis of Crow‑AFL for Varying Crossfold

Figure  5 shows the performance of each model for varying crossfold validation of the 
dataset without the application of the PCA. Figure  5a presents the comparative analy-
sis of the models based on the accuracy metric for varying crossfold values of the data-
base without PCA. At the crossfold value = 9 of the database, existing models I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, 
HML-IDS, and ICNN have the accuracy values of 92.9728%, 90.1979%, 92.9728%, 
92.0019%, 92.3749%, 89.5794%, 90.2991%, and 89.0735%, respectively, while the pro-
posed Crow-AFL algorithm has achieved the better accuracy value of 95.1185%. Figure 5b 
shows the comparative analysis of the model based on the TPR Vs crossfold validation 
under the database without PCA. When the crossfold value = 9, the existing I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, 
HML-IDS, and ICNN models reached low TPR value of 95%, 95%, 95%, 95%, 95%, 
95%, 94.7609%, and 94.8282%, respectively, and the proposed model has TPR value 
of 95%. Analysis based on the TNR is presented in the Fig. 5c, and from the graph it is 
evident that the proposed Crow-AFL algorithm achieved TNR value of 96% when the 
croofold value = 10, which is higher than that of the existing I-AHSDT, ADDOFL + DT, 
C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, HML-IDS, and 
ICNN have achieved the values of 96%, 95.3402%, 96%, 96%, 95.5728%, 95.7995%, 
94.8839%, and 93.1182%.

3.2.3  ROC Analysis Without PCA

Here, the performance of the models based on the ROC analysis for the database without 
PCA is analyzed and is shown in Fig. 6. For the FPR value of 20, the existing I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes 

Fig. 6  ROC analysis of the 
models under the dataset without 
PCA
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algorithm, HML-IDS, and ICNN have achieved the TPR value of 84.3591%, 85.21059%, 
84.6455%, 85.3484%, 83.9254%, 85.0253%, 80.7521%, and 81.5258%, respectively. The 
proposed Crow-AFL algorithm has achieved better TPR value than each comparative 
model with the values of 88.5461% at the FPR value of 20.

3.3  Comparative Analysis of the Dataset with the PCA

In this analysis, the performance of the models is analyzed by applying the PCA to the 
database.

3.3.1  Analysis of Crow‑AFL for Varying Training Percentage

Figure 7 shows the performance of each model for the varying training percentage of the 
dataset with the application of the PCA. Figure  7a presents the comparative analysis of 
the models based on the accuracy metric for the varying percentage of the database with 
PCA. At the 70% training of the database, existing models I-AHSDT, ADDOFL + DT, 
C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, HML-IDS, 
and ICNN have the accuracy values of 91.4827%, 91.4827%, 86.87919%, 89.4026%, 
87.3920%, 88.1649%, 90.5859%, and 84.3545%, respectively, while the proposed Crow-
AFL algorithm has the achieved better accuracy value of 91.8486%. Figure 7b shows the 

Fig. 7  Comparative analysis of the dataset with PCA for varying training % based on a accuracy, b TPR, 
and c TNR
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comparative analysis of the model based on the TPR Vs training percentage under the data-
base with PCA. For 70% of the training data, the existing methods, such as I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive Bayes, 
HML-IDS, and ICNN reached low TPR value of 79.4156%, 78.0569%, 79.4156%, 
76.6005%, 74.2337%, 77.6507%, 76.7774%, and 77.2869%, respectively, and the pro-
posed model has high TPR value of 81.2458% at the training percentage of 70. Analysis 
based on the TNR is presented in the Fig. 7c, and from the graph, it is evident that the 
proposed Crow-AFL algorithm achieved TNR value of 92.7242%, which is higher than 
the existing I-AHSDT, ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, 
PSO + Naive Bayes models, HML-IDS, and ICNN have achieved the values of 92.3548%, 
90.3105%, 90.0658%, 87.8426%, 90.3474%, 91.3797%, 91.3623%, and 89.6324%, for the 
database training of 70%.

3.3.2  Analysis of Crow‑AFL for Varying Crossfold

Figure 8 shows the performance of each model for the varying crossfold validation of 
the dataset with the application of the PCA. Figure 8a presents the comparative analy-
sis of the models based on the accuracy metric for the varying crossfold validation 
of the database without PCA. At the crossfold validation = 8 of the database, existing 
models I-AHSDT, ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, 

Fig. 8  Comparative analysis of the dataset with PCA for varying crossfold validation based on a accuracy, 
b TPR, and c TNR



2086 R. Ganeshan, P. Rodrigues 

1 3

PSO + Naive Bayes, HML-IDS, and ICNN have the accuracy values of 90.0146%, 
89.7694%, 89.6769%, 88.4637%, 86.5844%, 89.4257%, 88.1108%, and 87.4592%, 
respectively, while the proposed Crow-AFL algorithm has achieved better accuracy 
value of 91.0467%. Figure 8b shows the comparative analysis of the model based on the 
TPR Vs crossfold validation under the database without PCA. The existing I-AHSDT, 
ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, PSO + Naive 
Bayes models, HML-IDS, and ICNN reached low TPR value of 80.6803%, 78.15%, 
79.0412%, 77.0946%, 72.2983%, 76.4092%, 79.6437%, and 77.0167%, respectively, 
and the proposed model has TPR value of 82.1664% at the crossfold validation = 8. 
Analysis based on the TNR is presented in the Fig. 8c, and from the graph, it is evident 
that the proposed Crow-AFL algorithm achieved TNR value of 95%, which is higher 
than that of the existing I-AHSDT, ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, 
PSO + ANFIS, PSO + Naive Bayes models, HML-IDS, and ICNN have achieved the 
values of 95%, 92.7975%, 90.4319%, 93.1691%, 91.5348%, 95%, 92.2827%, and 
89.3475%, respectively, for the crossfold validation = 9.

3.3.3  RoC Curve Analysis with PCA

Here, the performance of the models based on the RoC curve analysis for the data-
base with PCA is analyzed and is shown in Fig. 9. For the FPR value of 20, the exist-
ing I-AHSDT, ADDOFL + DT, C-ADDOFL + DBN, PSO + SVM, PSO + ANFIS, 
PSO + Naive Bayes, HML-IDS, and ICNN have achieved the TPR value of 84.1808%, 
83.7566%, 84.1409%, 83.558%, 84.3592%, 84.0014%, 81.6932%, and 81.3579%, 
respectively. The proposed Crow-AFL algorithm has achieved better TPR value than 
each comparative model with the value of 84.3592%, at the FPR value of 20.

3.4  Comparative Discussion

Table  2 presents the comparative analysis of each model with the proposed Crow-AFL 
algorithm based on various evaluation metrics. This table discusses the best performance 
of the comparative models under different scenarios. From the comparative discussion, the 
Fig. 9  RoC analysis of the mod-
els under the dataset with PCA
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proposed model has achieved overall better performance with the value of 96%, 95%, and 
96%, for the accuracy, TPR and TNR, respectively, which is comparatively better than the 
other competing techniques.

4  Conclusion

The system has proposed the Crow-AFL algorithm by combining the CSA algorithm with 
the existing ADDOFL algorithm. The database containing the data from several users is 
subjected to the clustering using the proposed Crow-AFL algorithm. Then, the presence of 
the intrusion in each cluster is identified by the use of the HSDT classifier and the output 
of each HSDT classifier is collected together to form the compact data. Besides, DBN is 
trained using the compact data and the proposed Crow-AFL algorithm is integrated with 
the DBN for obtaining the optimal weights for the training process. The simulation of the 
proposed Crow-AFL algorithm is done with the DARPA’s KDD cup dataset 1999, which 
is one of the standard databases for the intrusion detection. The experimental results of the 
Crow-AFL are obtained through various training percentage and the crossfold validation, 
and the results are compared with the recent works. The metrics, accuracy, TPR, and TNR, 
measure the performance of the proposed Crow-AFL algorithm, and it has achieved better 
performance with the value of 96%, 95%, and 96%, respectively.
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