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Abstract
The most commonly used mechanism for establishing a connection between two commu-
nicating entities is transmission control protocol (TCP) that provides a reliable connection. 
Due to the latest developments in communication technologies, one can use multiple con-
nections in a network using Wi-Fi, LTE/HSPA, etc. Since the single path TCP (SPTCP) 
provides a single connection at a time, it cannot take the benefit of multiple connections. 
The multipath TCP (MPTCP) can this problem by dividing a flow into multiple subflows; 
each may use a different network connection. Thus, it has a great capability to achieve 
high throughput in comparison to the SPTCP. The existing MPTCP congestion control 
algorithms have different issues like TCP-friendliness, responsiveness, and load balanc-
ing. To address these issues, this paper proposes a new MPTCP congestion control algo-
rithm, named as optimal load balancing linked increased algorithm (OLBLIA), that con-
siders the congestion window corresponding to a path that is least congested. The window 
corresponding to the least congested path is increased with maximum size (i.e., nearly 
equal to the congestion window of SPTCP in the best path) that makes it more respon-
sive and friendlier towards the SPTCP. Experimentally and analytically it is shown that 
the proposed OLBLIA resolves the above mentioned issues and outperforms the existing 
MPTCP’s congestion control algorithms.

Keywords Congestion pricing · Congestion control · MPTCP · Throughput · Load 
balancing

1 Introduction

The end-user devices such as tablets, mobile phones, IoT (Internet-of-Things) devices, etc. 
have multiple interfaces (e.g. Wi-Fi, 4G/5G) that are supposed to provide various real-time 
next-generation services, like live data streaming, autonomous driving, etc. [1–3]. In order 
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to use real-time facilities, the underlying network should be more robust and have higher 
bandwidth and lower latency. The multipath TCP (MPTCP) [4] is a better mechanism to 
support these services by utilizing all available interfaces simultaneously and aggregating 
their bandwidth in a seamless manner [5–7]. It provides higher throughput and makes the 
network robust [8, 9]. Other major application of MPTCP can be in datacenter networks 
that have large number of switches and servers (nodes), which provide multiple paths 
between the nodes [10, 11]. The MPTCP is the protocol utilizes these paths simultaneously 
and aggregates their bandwidth in a seamless manner [12].

The multipath TCP may be considered as an extension of the normal TCP (i.e., single-
path TCP (SPTCP) like TCP Reno) [13, 14]. The Internet Engineering Task Force (IETF) 
has an MPTCP working group that has standardized it [15]. The MPTCP breaks a TCP 
connection into multiple sub-connections according to available networks/interfaces to 
the user. It considers a sub connection corresponding to each interface as an individual 
path and each path has its round-trip-time (RTT) and congestion window (CW) [16, 17]. 
The CW of each path is decided by an MPTCP congestion control algorithm. An MPTCP 
congestion control algorithm follows the same phases as the SPTCP to update the CW of 
each path: in the slow-start phase, the CW increases exponentially and in the congestion 
avoidance phase linearly. According to Raiciu et  al. [18], an MPTCP congestion control 
algorithm should fulfill three basic goals: (1) Do not harm, (2) Improve throughput, and 
(3) Balance congestion. The combined effect of these goals makes the MPTCP as TCP-
friendly, less aggressive towards SPTCP, and more responsible [13, 19].

According to the working mechanisms of MPTCP congestion control algorithms, they 
may be categorized into three groups: uncoupled Congestion Control, semicoupled conges-
tion control, and coupled congestion control algorithms.

• Uncoupled congestion control (UCC) algorithms The basic idea in these types of algo-
rithm is that each subflow is treated as individual TCP connection and the CW of each 
subflow is changed without having any information about other paths. This solution is 
however not satisfactory because it has various types of problems like aggressiveness, 
fairness, etc.

• Semi-coupled congestion control (SCC) algorithms The basic idea of the semicoupled 
congestion control algorithms is to increase the CW of each subflow of the same source 
by a common factor at the same time. However, these types of algorithms have the 
problem of load balancing [20].

• Coupled congestion control (CCC) algorithms The basic idea in these types of algo-
rithms is that each subflow has information about other subflows while deciding its CW 
that takes care of the congestion in other subflows. By doing this, load balancing is 
automatically taken care of and the MPTCP is less aggressive towards the normal TCP 
(SPTCP).

The existing research shows that the coupled congestion control (CCC) algorithms out-
perform the uncoupled congestion control (UCC) algorithms and semi-coupled congestion 
control (SCC) algorithms. Thus, the CCC algorithms are best-suited for MPTCP. There 
have been discussed some algorithms in literature; the important ones include the balanced 
linked adaptation (BALIA) [21], opportunistic linked increase algorithm (OLIA) [22], and 
linked increase algorithm (LIA) [18]. The LIA does not provide efficient load balancing 
[20]. In the congestion avoidance phase, for each ACK of a subflow, the LIA increases its 
CW by either the maximum of the incremental term of the Kelly and Voice or the inverse 
of the CW [23]. For packet loss scenario, the CW is halved. The process of increasing the 
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CW for each ACK in the subflows of MPTCP results in performance degradation of the 
SPTCP, which shares the corresponding MPTCP subflows. This results in forced trade-
off between the load balancing and responsiveness; further making it unfriendly for the 
SPTCP.

The OLIA [22] addresses the problem of load balancing, but like the LIA, it also suffers 
from the problem of unresponsiveness [19, 20]. The OLIA can be considered as an alterna-
tive to the coupled algorithm discussed in [24] for friendliness. For a subflow the CW in 
OLIA is increased by considering the incremental term of the Kelly and Voice [23]. The 
incremental term of the Kelly and Voice forming the responsiveness factor in the OLIA 
is the reason for unresponsiveness during the network changes. The timely reaction to 
the changes in network conditions can be characterized by responsiveness for an MPTCP 
algorithm.

The BALIA, a generalization of the LIA and OLIA algorithms, considers the TCP-
friendliness, windows oscillation, and responsiveness. The fluctuations in the window size 
around the equilibrium point are characterized as the windows oscillation. In BALIA, a 
responsiveness factor (normalized factor) is multiplied with the incremental term of the 
Kelly and Voice. This is how the CW of a subflow in BALIA is increased for each ACK. 
In the packet loss scenario, the CW of a subflow is nearly halved [21]. The responsiveness 
factor increases the CW considerably for low data rate subflows. The low data rate in a sub-
flow exists due to the bandwidth sharing with other TCP connections. This may result in 
high packet drop rate and the SPTCP can suffer from the aggressiveness and unfriendliness.

In next section, the proposed work is introduced that addresses the above mentioned 
problems of aggressiveness, responsiveness, TCP-friendliness, and load balancing.

2  Proposed Work: Optimal Load Balancing Linked Increased Algorithm

The MPTCP may be considered as an extension of the SPTCP that uses multiple networks 
for data transmission. As discussed in previous section, the existing MPTCP congestion 
control algorithms have many issues like load balancing, unresponsiveness, and friendli-
ness. In order to mitigate these problems, a new MPTCP congestion control algorithm, 
named as Optimal Load Balancing Linked Increased Algorithm (OLBLIA), is proposed 
that addresses three basic goals, i.e., Balance Congestion, Do not Harm, and Improve 
throughput. Further, the OLBLIA provides better responsiveness, less aggressiveness 
towards SPTCP, high TCP-friendliness, and adequate load balancing. The proposed 
OLBLIA MPTCP algorithm adjusts its CW of each subflow during the congestion avoid-
ance phase as follows:

• Increase window size wr for each ACK of subflow r by

• Decrease window size wr for each packet loss of subflow r by

(1)wr = wr +

⎧⎪⎨⎪⎩

wr

rtt2
r�∑

p∈R

wp

rttp

�2
α2
r

⎫⎪⎬⎪⎭

(2)wr = wr −
wr

2
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where αr =
∑

p∈R xp

max{xp}
 , and xp =

wp

rttp
.

The increment term in (1) is the product of two terms. The first term is wr

rtt2
r

��∑
p∈R

wp

rttp

�2

 , 

which is the Kelly and Voice’s increment term, that is used to make the algorithm to fulfill 
“Do not harm” condition. The second term is α2

r
 that makes it TCP-friendly and more 

responsive towards the SPTCP.
The symbols used in this paper are listed in Table 1.
The first term of the increment term in (1) can be written as

since 
(
1 +

w1

rtt1
+

w2

rtt2
+⋯+

wn

rttn
wr

rttr

)2

≥ 1 , it can be written as follows:

Equation (4) shows that the first term in the increment term in (1) never takes more value 
than the inverse of CW of that subflow, i.e. 1

wr

 . This 1
wr

 is the incremental term of the SPTCP 
(TCP-Reno) for each ACK. This proves that the first term in the increment term in (1) 
makes the proposed algorithm to less aggressive towards the SPTCP.

The second term in the increment term in (1) is α2
r
 and the value of α is always greater 

than one. For the best path, increment term in (1) is very close to the SPTCP for each 
ACK. The increment term in (1) can be written as follows:

(3)
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≤
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Table 1  Symbols used in paper Symbols Description

s Source
R Set of routes
r Subflow
rttr Round-trip-time of subflow r
wr Congestion window of subflow r
xr Data rate of subflow r
α
r

Responsiveness factor
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Assuming the RTT for each subflow nearly the same, Eq. (5) can be written as follows:

We consider two cases to find the upper and lower bounds of CW in the proposed 
mechanism:

(a) Case 1 Among all subflows, the CW for rth subflow wr is maximum. Eq. (6) can be 
written as follows:

As evident from (7), for each ACK, the proposed algorithm ensures that the increment 
in CW of a subflow is equal to the inverse of the CW of the subflow that has maximum 
data rate. Thus, it never takes more bandwidth than the SPTCP in case of the best path.

(b) Case 2 Among all sublows, CW of rth subflow wr is minimum. Eq. (6) can be written 
as follows:

From (8), it can be seen that the increment term in (1) is upper-bounded by the inverse 
of the CW of that subflow. Thus, the proposed algorithm satisfies “Do not harm” condition, 
as shown in (7) and (8).

In (1), α helps managing the change in the current CW for load balancing during the 
congestion avoidance phase. It helps in distributing more load via the best path and mini-
mum load via the worst path. So, it tries to provide the data load in each subflow up to its 
optimum capacity, without affecting the performance of other SPTCP flows shared with 
MPTCP’s subflows.

(5)
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The fundamental concept of the proposed algorithm is that the CW of each subflow of a 
multipath TCP is increased according to the available bandwidth of the link shared by that 
subflow. It increases in the least amount the CW of a subflow corresponding to the lowest 
data flow rate (most congested path) and increases in the maximum amount the CW cor-
responding to the subflow that has maximum data flow rate (least congested path). Thus, 
it reduces the flappiness (during the availability of multiple good paths, randomly flipping 
the traffic among the paths is termed as flappiness). When it detects that the congested path 
becomes free by getting the more available bandwidth, it increases the data rate by increas-
ing the window size with a higher rate of that flow. Thus, it overcomes the congested flow 
very quickly and becomes more responsive. In next subsection, a model is discussed to 
understand the proposed mechanism in better way.

2.1  Proposed Model

Consider a network with a set of links L =
{
l1, l2,… , ln

}
 and ci as the finite capacity of link 

li . The links in L are shared by a set of sources S =
{
s1, s2,… , sm

}
 . Each source s ∈ S is a 

fixed collection of subflows/paths Rs ⊆ R , where R = {r|r ∈ Rs, s ∈ S} denotes the collec-
tion of all subflows. Each subflow r ∈ Rs uses a set of links Lr ⊆ L . let Alr be a N × R rout-
ing matrix defined as follows:

Let source s ∈ S maintain a congestion window wr and data transmission rate 
xr = wr∕rttr , for subflow r ∈ Rs at some particular time, where rttr denotes the RTT of 
subflow r . Let pr be the congestion price at that time associated with link l . Denote the 
aggregate price on subflow r as qr =

∑
l∈L Alrpl and the aggregate traffic rate on link l as 

yr =
∑

r∈R Alrxr . For subflow r ∈ RS , xr , wr , qr represent the corresponding state variables 
and for source s ∈ S , xs , ws , qs represent the corresponding state variables such that xs = xr , 
ws = wr , qs = qr , for r ∈ Rs , s ∈ S.

In the MPTCP model, let each source transmit the data by different subflows at trans-
mission rate xr using subflow r . For each successful ACK, the CW is increased by Ir

(
ws

)
 

and, for each loss, the CW is decreased by Dr

(
ws

)
 on subflow r, where ws represents the 

vector of window sizes on different subflows of the source s . For each increment/decre-
ment, the maximum loss based the MPTCP algorithm is given by following:

• For each ACK on subflow r , wr = wr + Ir
(
ws

)
.

• For each packet loss on subflow r , wr = wr + Dr

(
ws

)
.

Source s transmits xr packets per unit time on subflow r and receives positive/negative 
ACK at almost same rate, assuming every packet is acknowledged. The source s receives 
xr
(
1 − qr

)
 as the number of positive ACKs per unit time on subflow r and each positive 

ACK increases the CW by Ir
(
ws

)
 . It receives xrqr as the number of negative ACKs per unit 

time on subflow r and each negative ACK decreases its CW by Dr

(
ws

)
 . According to Low 

[25], for each RTT, the net change in CW, �wr , on subflow r is roughly given by

Alr =

{
1, if l ∈ r

0, otherwise

�wr =
(
Ir
(
ws

)(
1−qr

)
− Dr

(
ws

)
qr
)
wr
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The above equation estimates the change in CW that helps the proposed algorithm to 
tradeoff among load balancing, TCP-friendliness, and responsiveness. Next section intro-
duces maximization of the utility function to show that the proposed algorithm has optimal 
solution.

2.2  Utility Maximization

An utility function is associated to each subflow of the MPTCP source, which needs be 
maximized, in order to provide the high throughput. It can be represented as a constrained 
maximization problem, as given below.

where xs is data rate vector of source flow s ∈ S and Us ∶ ℝ
|s|
+ → ℝ is a concave function.

The solution of problem P will provide the optimum source rate xs =
(
xr, r ∈ Rs, s ∈ S

)
 . 

According to the duality model of TCP [22], if a utility function Us associated with source 
flow s of an SPTCP (s = 1) and it is strictly concave, then the problem given in (9)–(10) 
will give a unique and optimal value of its data rate xs . We now prove that our proposed 
OLBLIA algorithm has a unique and optimal data rate for each subflow r ∈ Rs and s ∈ S.

Define the Lagrangian of P given in (9)–(10) as follows:

By the duality theory [26], (x∗, p∗) is primal–dual optimal if and only if x* is primal feasi-
ble, p* is dual feasible, and the complementary slackness condition holds as given below:

the primal problem is

where

and its Lagrangian dual is

(9)P ∶ max
xs

∑
s∈S

Us(xs)

(10)Subject to yl ≤ cl l ∈ L

L(x, p) =
∑
s∈S

Us(xs) −
∑
l∈L

pl(yl − cl)

=
∑
s∈S

Us(xs) −
∑
l∈L

plyl +
∑
l∈L

plcl

=
∑
s∈S

Us(xs) −
∑
l∈L

pl

∑
r∈Rs

Alrxr +
∑
l∈L

plcl

=
∑
s∈S

(
Us

(
xs
)
−
∑
r∈Rs

qrxr

)
+
∑
l∈L

plcl

x∗ = argmax
xs≥0

L
(
xs, p

∗
)

max
xs≥0

L
(
xs, p

∗
)
=
∑
s∈S

max
xs≥0

(
Us

(
xs
)
− xs

∑
r∈Rs

q∗
r

)
+
∑
l∈L

p∗
l
cl

xs =
∑
r∈Rs

xr, and q∗
r
=
∑
l∈L

p∗
l
Alr
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the KKT condition at optimality (x∗, p∗) , x∗
s
> 0 , gives

For x∗
s
= 0 , it gives

Equations (11) and (12) give the following:

The above equality will hold for x∗
s
> 0 . Since L(x, p∗) is concave in x , this is the neces-

sary and sufficient KKT condition [25] for x∗ to maximize L(x, p∗) over x ≥ 0 . Thus, we 
have shown that x∗ is the optimal point of L(x, p∗) . In other words, L(x, p∗) provides the 
maximum value for x = x∗.

2.3  TCP‑Friendliness

The scenario where the bottleneck link of network capacity c is shared by both SPTCP flow 
and MPTCP subflow, and no MPTCP subflow takes bandwidth more than an SPTCP sub-
flow (c.f. Fig. 1). Such MPTCP flow is said to be TCP-friendly [14, 27]. Since the capacity 
of the bottleneck link is c , it means that all other links of the network have capacity strictly 
more than c . The links have fixed capacities but possibly different RTTs. Let a test net-
work have two flows with window sizes as w1 and w2 , respectively; initially with condition 
w1 ≥ w2 . Let �w1 and �w2 be the changes in w1 and w2 , respectively. For fair allocation of 
bandwidth at equilibrium, the following condition should hold:

min
pl≥0

∑
s∈S

max
xs≥0

(
Us

(
xs
)
− xs

∑
r∈Rs

qr

)
+
∑
l∈L

plcl

(11)U
�

s

(
x∗
s

)
= q∗

r

(12)U
�

s

(
x∗
s

)
≤ q∗

r

�L

�xs
(x∗, p∗) ≤ 0

Fig. 1  SPTCP flows and MPTCP flows share the bottleneck link L
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since w1 ≥ w2 , Eq. (13) gives �w1 ≤ �w2.

Thus, we have

Equation  (14) tells that if two flows are friendlier to each other, then the changes in 
their respective windows should be such that both get nearly the same throughput in stable 
state. More details can be seen in [14, 28]. Here, it has been discussed for two flows by 
considering a single algorithm, which can be SPTCP or MPTCP. Thus, if both the flows 
pass through a single link, then, for friendliness, both the flows sould have nearly the same 
throughput at equilibrium.

We now discuss the friendliness for two MPTCP algorithms. Let M1 and M2 be two 
MPTCP algorithms, which are executed on the same test network at different times. When 
M1 shares the test network with SPTCP, assuming its aggregate throughput as X1 over the 
available paths in equilibrium, the SPTCP attains its maximum possible throughput as (
T − X1

)
 . When M2 shares the test network with the same SPTCP, assuming its aggregate 

throughput as X2 , over the available paths in equilibrium. Here, T  is the total throughput of 
the test network (i.e., T = X1 + X2 ). For X1 ≥ X2 , we say that M1 is friendlier than M2.

2.4  Responsiveness

In a system, the term responsiveness is defined as how fast the system converges to the equi-
librium locally [14]. Here, we use the test networks, as shown in Figs. 1, 2, and 3, in which 
the MPTCP users share the link with SPTCP users. To demonstrate the dynamic performance 
(responsiveness) of each algorithm, assume that the SPTCP flows are alive for a limited period 
(say, 60–80 s), while the MPTCP subflows are alive for longer period (say, 0–200 s). Let M1 
and M2 be two MPTCP algorithms that are executed on the same test network separately. We 

(13)w1 + �w1 = w2 + �w2

(14)
�w1

w1

≤
�w2

w2

Fig. 2  MPTCP flows pass through the links L
1
 and L

2
 both and SPTCP flows pass through link L

2
 only
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say M1 is more responsive than M2 if M1 gets a stable stage more frequently than M2 , or how 
often M1 recovers its flows, which are shared with the SPTCP (when SPTCP releases the link). 
The algorithm M1 is more responsible than M2 if the following condition holds:

where δI1
(
ws

)
 and δI2

(
ws

)
 are aggregate increments in CW of source s by M1 and M2 algo-

rithms, respectively. δD1

(
ws

)
 and δD2

(
ws

)
 are the aggregate decrements in CW of source s 

by M1 and M2 algorithms, respectively.
The aggregate increment and aggregate decrement are calculated by the increment factor 

and decrement factor of each subflow of source s only. The algorithm M1 is more responsible 
than M2 when at least one of the three following conditions holds.

(a) The aggregate increment value of M1 is more than that of M2 and the aggregate decre-
ment value of M1 is less than that of M2.

(b) The aggregate decrement value of M1 is less than that of M2 , while the aggregate incre-
ment values of M1 and M2 are nearly the same.

(c) The aggregate increment value of M1 is more than that of M2 , while the aggregate 
decrement values of M1 and M2 are nearly the same.

After discussing the utility maximization, friendliness, and responsiveness of the proposed 
OLBLIA algorithm, we now discuss its experimental results.

3  Experimental Results

This section presents the simulation setup, followed by a detailed discussion of the experi-
mental results. In order to assess how well the proposed algorithm performs, we compare 
it with BALIA, LIA, and OLIA MPTCP algorithms. In literature, it has been shown that 

(15)
δI1

(
ws

)

δD1

(
ws

) ≥
δI2

(
ws

)

δD2

(
ws

)

Fig. 3  Both SPTCP flows and MPTCP flows pass through both links L
1
 and L

2
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BALIA, OLIA, and LIA algorithms outperform other existing algorithms such as uncou-
pled and semicoupled algorithms. Therefore, we will compare the performance of our 
algorithm with that of these algorithms.

3.1  Simulation Setup

Here, three different scenarios are created based on sharing of the links to evaluate the per-
formance of the proposed OLBLIA algorithm. For simulation setup, we used ns3 [29]. In 
first scenario, there is a single link shared between the MPTCP users and SPTCP users, as 
shown in Fig. 1. In second scenario, there are two links out of which one link is allocated 
to MPTCP users only and other link is shared among the MPTCP and SPTCP users, as 
shown in Fig. 2. In third scenario, both links are shared among the MPTCP and SPTCP 
users, as shown in Fig. 3.

Figure 1 depicts scenario one, where the SPTCP users and MPTCP users transfer the 
data via the same link (L) that has maximum bandwidth C , with round-trip-time τ. Here, 
the total number of subflows the MPTCP users and SPTCP users are N1 and N2 respec-
tively. The MPTCP users can send the data having one or multiple subflows through link L , 
which may or may not be shared with the SPTCP.

Figure 2 depicts scenario two, where the link L1 (maximum bandwidth C1 and round-
trip-time �1 ) is dedicated to only MPTCP users. The second link L2 (maximum bandwidth 
C2 with round-trip-time �2 ) is used to transfer the data of the SPTCP users and MPTCP 
users. For MPTCP users, X1 number of subflows out of N1 subflows coresponds to the link 
L1 and the remaining X2 number of subflows to the link L2 . For SPTCP users, the total N2 
flows (one flow per TCP user) correspond to the link L2.

Figure  3 depicts third scenario, where both links L1 and L2 are shared among the 
MPTCP and SPTCP users to transfer the data. For MPTCP users, X1 number of subflows 
out of N1 corresponds to the link L1 and the remaining X2 number of subflows corresponds 
to the link L2 . For SPTCP users, Y1 number of subflows out of N2 flows corresponds to the 
link L1 and the rest Y2 number of subflows corresponds to the link L2.

The simulations are performed under above discussed scenarios by varying the number 
of nodes (for SPTCP flows and MPTCP subflows ranging from 1, 2,… , 25 ), link capacity, 
and RTT. The link capacity in simulation is considered as 10 Mbps with a RTT of 5 ms 
for each subflow/flow. The queue size is 100 packets at each node monitored by the RED 
active queue management algorithm. The simulations are performed for 0–200 s for each 
case of each scenario. We discuss the performance of the proposed OLBLIA algorithm and 
compare it with that of the existing MPTCP algorithms: BALIA, OLIA, and LIA, in terms 
of the throughput, responsiveness, and friendliness.

3.2  Throughput

The rate of successful messages delivery in a network over a communication channel is 
defined as the throughput. It can be measured in bits per second (bit/s or bps) or in data 
packets per time slot or data packets per second (p/s or pps). The proposed OLBLIA algo-
rithm is used to compute the throughput for measuring the network performance by vary-
ing the number of subflows. We also compute the throughput of BALIA, OLIA, and LIA 
algorithms for comparison purpose.

In first and second scenarios each, three cases are considered and in third scenario two 
cases as shown in Table 2.
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Case 1 of first scenario has one MPTCP subflow and one SPTCP flow. In this case, the 
OLBLIA algorithm provides the same throughput as the BALIA, OLIA, and LIA algo-
rithms, which is same as that of the SPTCP (i.e., 4.87 Mbps). Here, it can be seen that none 
of MPTCP algorithm i.e., proposed OLBLIA, LIA. OLIA and BALIA algorithms is not 
aggressive towards the SPTCP because their throughputs are bounded by the throughput of 
the SPTCP, i.e., 4.87 Mbps. Thus, they are not unfriendly towards SPTCP.

Case 2 of first scenario has 10 MPTCP subflows and 5 SPTCP flows. Here, none of the 
MPTCP algorithms should have throughput more than 10/3, i.e., 6.67 Mbps. If any MPTCP 
algorithm has throughput more than 6.67 Mbps, then that algorithm will become aggres-
sive towards the SPTCP. The OLBLIA, BALIA, OLIA, and LIA algorithms have through-
puts as 6.56, 7.33, 7.29 and 7.32 Mbps, as shown in Table 2. Thus, the existing algorithms 
i.e., BALIA, OLIA, and LIA are aggressive towards the SPTCP. These algorithms in turn 
degrade the performance of the SPTCP, which is against the TCP-friendliness.

Case 3 of first scenario has 20 MPTCP subflows and 5 SPTCP flows. The OLBLIA, 
BALIA, OLIA, and LIA algorithms have throughputs as 7.98, 7.52, 7.53, and 7.52 Mbps; 
however, none of the MPTCP algorithms should have throughput more than 10 * 20/25, 
i.e., 8 Mbps, otherwise that algorithm will become aggressive towards SPTCP. Here, 

Table 2  Throughput (in Mbps) of OLBLIA, BALIA, OLIA, and LIA algorithms [RTT (τ) as 5 ms, capacity 
of each link as 10 Mbps]

Case LIA OLIA BALIA Proposed OLBLIA

Scenario 1
1 MPTCP (1) 4.87 4.87 4.87 4.87

SPTCP (1) 4.87 4.87 4.87 4.87
2 MPTCP(10) 7.32 7.29 7.33 6.56

SPTCP (5) 2.62 2.64 2.61 3.42
3 MPTCP (20) 7.52 7.53 7.52 7.98

SPTCP (5) 2.26 2.25 2.26 1.97
Scenario 2
1 MPTCP(10) 

{X1 = 5,  X2 = 5}
15.12 (9.78, 5.34) 14.55 (9.27, 5.28) 15.18 (9.79, 5.39) 14.69 (9.74, 4.95)

SPTCP (5) 4.59 4.65 4.54 4.94
2 MPTCP (20) 

{X1 = 15,  X2 = 5}
14.96 (9.80, 5.16) 14.40 (9.32, 5.08) 15.03 (9.85, 5.18) 14.89 (9.96, 4.93)

SPTCP (5) 4.34 4.42 4.36 4.94
3 MPTCP (25)

{X1 = 20,  X2 = 5}
12.00 (9.95, 2.05) 11.96 (9.91, 2.05) 11.99 (9.95, 2.04) 13.19 (9.95, 3.24)

SPTCP (10) 7.93 7.92 7.94 6.64
Scenario 3
1 MPTCP(10) 

{X1 = 5,  X2 = 5}
10.66 (5.32, 5.34) 10.39 (5.18, 5.21) 10.42 (5.22, 5.20) 9.86 (4.92, 4.94)

SPTCP (10) 
{Y1 = 5,  Y2 = 5}

9.30 (4.69, 4.61) 9.46 (4.72, 4.74) 9.06 (4.32, 4.74) 9.85 (4.93, 4.92)

2 MPTCP (25) 
{X1 = 15,  X2 = 10}

14.00 (7.02, 6.98) 13.86 (6.94, 6.92) 14.08 (7.07, 7.01) 14.06 (7.47, 6.59)

SPTCP (10) 
{Y1 = 5,  Y2 = 5}

5.51 (2.63, 2.88) 5.48 (2.62, 2.86) 5.45 (2.61, 2.84) 5.70 (2.41, 3.29)
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all algorithms have throughput less than 8 Mbps, i.e., none of the MPTCP algorithms is 
aggressive towards the SPTCP. But, in this case, the OLBLIA provides better throughput 
than the BALIA, OLIA, and LIA algorithms and hence it utilizes the MPTCP subflows bet-
ter than the existing algorithms, i.e., BALIA, OLIA, and LIA.

We now consider second scenario that also has three cases.
In case 1 of second scenario, there are 10 MPTCP subflows and 5 SPTCP flows in 

which X1 = 5 subflows of the MPTCP user pass through the link L1 and the rest X2 = 5 
subflows pass through the link L2 . Here, the throughput of any MPTCP algorithm for link 
L2 should not be more than 5 Mbps, which is same as that of SPTCP. The throughputs of 
MPTCP subflows through link L2 using the proposed OLBLIA, LIA. OLIA and BALIA 
algorithms are 4.95, 5.34, 5.28, and 5.39 Mbps, respectively, as shown in Table 2. Here, it 
can be seen that the existing algorithms i.e., LIA. OLIA and BALIA algorithms are aggres-
sive towards the SPTCP because their throughputs are more than that of the SPTCP, i.e., 
5 Mbps. So, these algorithms degrade the performance of SPTCP, which is against the 
TCP-friendliness. For our OLBLIA algorithm, the throughput of MPTCP is 4.95 Mbps, 
which is very close to 5 Mbps. Further, the throughput of the SPTCP should be as close 
as possible to 5 Mbps. However, the throughput of the SPTCP for the LIA, OLIA, and 
BALIA algorithms are 4.59, 4.65, and 4.54 Mbps, respectively; whereas, the throughput of 
the SPTCP for our proposed OLBLIA is 4.94 Mbps. Thus, our algorithm performs better 
than the existing algorithms in this case also.

In case 2 of second scenario, there are 20 MPTCP subflows and 5 SPTCP flows in 
which X1 = 15 subflows of the MPTCP user pass through the link L1 and the rest X2 = 5 
subflows pass through the link L2 . Here also, the throughput of any MPTCP algorithm for 
link L2 should not be more than 5 Mbps, which is same as that of SPTCP. The throughputs 
of MPTCP subflows through link L2 using the proposed OLBLIA, LIA. OLIA and BALIA 
algorithms are 4.93, 5.16, 5.08 and 5.18 Mbps, respectively, as shown in Table 2. Here, it 
can be seen that the existing algorithms i.e., LIA. OLIA and BALIA algorithms are aggres-
sive towards the SPTCP because their throughputs are more than that of the SPTCP, i.e., 
5 Mbps. So, these algorithms degrade the performance of SPTCP, which is against the 
TCP-friendliness. For our OLBLIA algorithm, the throughput of MPTCP is 4.93 Mbps, 
which is very close to 5 Mbps. Further, the throughput of the SPTCP should be as close 
as possible to 5 Mbps. However, the throughput of the SPTCP for the LIA, OLIA, and 
BALIA algorithms are 4.34, 4.42, and 4.36 Mbps, respectively; whereas, the throughput of 
the SPTCP for our proposed OLBLIA is 4.94 Mbps. Thus, our algorithm performs better 
than the existing algorithms.

In case 3 of second scenario, there are 25 MPTCP subflows and 10 SPTCP flows in 
which X1 = 20 subflows of the MPTCP user pass through the link L1 and the rest X2 = 5 
subflows pass through the link L2 . Here, the throughput of any MPTCP algorithm for link 
L2 should not be more than 10 * 5/15 = 3.33 Mbps. The throughputs of MPTCP subflows 
through link L2 using the proposed OLBLIA, LIA. OLIA and BALIA algorithms are 3.24, 
2.05, 2.05, and 2.04 Mbps, respectively, as shown in Table 2. Here, it can be seen that the 
existing algorithms i.e., LIA. OLIA and BALIA algorithms are under-utilize the MPTCP 
subflows; whereas, the proposed OLBLIA utilizes them in a better way. Further, the 
throughput of the SPTCP users should be as close as possible to 10 * 10/15 = 6.66 Mbps. 
However, the throughput of the SPTCP for the LIA, OLIA, and BALIA algorithms are 
7.93, 7.92, and 7.94 Mbps, respectively; whereas, the throughput of the SPTCP for our 
proposed OLBLIA is 6.64 Mbps. Thus, our algorithm performs better than the existing 
algorithms.

We now discuss third scenario that has two cases.
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In case 1 of third scenario, there are 10 MPTCP subflows and 10 SPTCP flows in which 
X1 = 5 subflows of the MPTCP user and Y1 = 5 flows of the SPTCP users pass through the 
link L1 and the rest X2 = 5 subflows of MPTCP user and Y2 = 5 flows of the SPTCP users 
pass through the link L2 . Here, the throughput of any MPTCP algorithm for each link L1 
and L2 should not be more than 10 * 5/10 = 5 Mbps. The throughputs of the MPTCP sub-
flows through link L1 using the proposed OLBLIA, LIA. OLIA and BALIA algorithms are 
4.92, 5.32, 5.18, and 5.22 Mbps, respectively, and through the link L2 are 4.94, 5.34, 5.21, 
and 5.20, respectively, as shown in Table 2. Here, it can be seen that the existing algorithms 
i.e., LIA. OLIA and BALIA algorithms are aggressive towards the SPTCP because their 
throughputs are more than 5 Mbps. So, these algorithms degrade the performance of the 
SPTCP, which is against the TCP-friendliness. For our OLBLIA algorithm, the throughput 
of MPTCP through the links L1 and L2 are 4.92 and 4.94 Mbps, respectively, which are 
very close to 5.0 Mbps. Further, the throughput of the SPTCP should be as close as possi-
ble to 10 * 5/10 = 5.0 Mbps for each of the links L1 and L2 . However, the throughput of the 
SPTCP for the OLBLIA, LIA, OLIA, and BALIA algorithms through the link L1 are 4.93, 
4.69, 4.72, and 4.32 Mbps, respectively, and through the link L2 are 4.92, 4.61, 4.72, and 
4.74 Mbps, respectively. Thus, our algorithm performs better than the existing algorithms, 
i.e., LIA, OLIA, and BALIA.

In case 2 of third scenario, there are 25 MPTCP subflows and 10 SPTCP flows in 
which X1 = 15 subflows of the MPTCP user and Y1 = 5 flows of the SPTCP users pass 
through the link L1 and the rest X2 = 10 subflows of the MPTCP user and Y2 = 5 flows of 
the SPTCP users pass through the link L2 . Here, the throughput of any MPTCP algorithm 
for link L1 should not be more than 10 * 15/20 = 7.5 Mbps and, for link L2 it should not be 
more than 10 * 10/15 = 6.66 Mbps. The throughputs of the MPTCP subflows through the 
link L1 using the proposed OLBLIA, LIA, OLIA, and BALIA algorithms are 7.47, 7.02, 
6.94, and 7.07 Mbps, respectively, as shown in Table 2. Here, it can be seen that the exist-
ing algorithms i.e., LIA. OLIA and BALIA algorithms under-utilize the MPTCP subflows; 
whereas, our OLBLIA algorithm utilizes in a better way. The throughputs of the MPTCP 
subflows through the link L2 using the proposed OLBLIA, LIA. OLIA and BALIA algo-
rithms are 6.59, 6.98, 6.92, and 7.01, respectively. Here, it can be seen that the existing 
algorithms i.e., LIA. OLIA and BALIA algorithms are aggressive towards the SPTCP 
because their throughputs are more than the 6.66 Mbps. So, these algorithms degrade the 
performance of the SPTCP, which is against the TCP-friendliness. For our OLBLIA algo-
rithm, the throughput of the MPTCP is 6.59 Mbps, which is very close to 6.66 Mbps. Fur-
ther, the throughput of the SPTCP should be as close as possible to 10 * 5/20 = 2.5 Mbps 
for link L1 and 10 * 5/15 = 3.33 Mbps for link L2 . However, the throughput of the SPTCP 
for the OLBLIA, LIA, OLIA, and BALIA algorithms through the link L1 are 2.41, 2.63, 
2.62, and 2.61 Mbps, respectively, and through the link L2 are 3.29, 2.88, 2.86, and 2.84 
Mbps, respectively. Thus, our algorithm performs better than the existing algorithms.

3.3  TCP‑Friendliness

Here we discuss the friendliness of our proposed OLBLIA algorithm and compare its per-
formance with that of the BALIA, OLIA, and LIA algorithms that involves the number of 
MPTCP subflows and SPTCP flows. It is assumed that all MPTCP subflows and SPTCP 
subflows are long-lived. In case 1 of first scenario (which has one MPTCP subflow and 
one SPTCP flow, sharing the common link L ), the OLBLIA algorithm does not take more 
bandwidth than the SPTCP although it gives the throughput equal to that of SPTCP (i.e., 
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4.87 Mbps) as shown in Table 2. Thus, the OLBLIA shows good friendliness towards the 
SPTCP. In other scenarios including the rest all cases, the proposed OLBLIA algorithm 
shows better TCP-friendliness (as discussed in subsection B) than the BALIA, OLIA, and 
LIA as depicted in Table 2.

The friendliness behavior of the OLBLIA, BALIA, OLIA, and LIA algorithms for 
case 1 of second scenario is shown graphically in Fig. 4a–h. Figures 4a, c, e, g show the 
throughputs of the MPTCP subflows and SPTCP flows passing through different links and 
the corresponding average throughputs are shown in Fig. 4b, d, f, h. Here, the ‘MPTCP 
throughput’ refers to the overall throughput of the MPTCP user by including the through-
puts of all the MPTCP subflows through each link, while the ‘MPTCP Link  L1’, ‘MPTCP 
Link  L2’, and ‘SPTCP throughput’ are the throughputs of all the MPTCP subflows passing 
through the links L1 , link L2 , and all SPTCP flows passing through the link L2 , respectively.

It can be seen from Fig.  4 that the throughput of ‘MPTCP Link  L2’ and ‘SPTCP 
throughput’ are much closer for the OLBLIA than that of the BALIA, OLIA, and LIA. It is 
because the number of SPTCP flows and the number of MPTCP subflows passing through 
the link L2 are equal, and the OLBLIA balances the data load by distributing the data 
through the MPTCP subflows that passes through the link L2 so that they do not take more 
bandwidth than the SPTCP flows (which can be atmost equal to the SPTCP flows). On the 
other hand, the BALIA, OLIA, and LIA algorithms are not as friendly as the OLBLIA 
because they take more bandwidth than the SPTCP flows. Thus, the proposed OLBLIA 
is more TCP-Friendly than the LIA, OLIA, and BALIA algorithms. We have carried out 
several experiments by varying different parameters and got the results of similar nature 
as shown in Table 2. Therefore, due to the similar trend in the results in almost all the sce-
narios, we have not shown all of them graphically.

3.4  Responsiveness

Here, we discuss the responsiveness of the proposed OLBLIA and compare it with that 
of the BALIA, OLIA, and LIA algorithms. The process involves varying the numbers of 
MPTCP subflows and SPTCP flows, using the dynamic environment by starting the SPTCP 
flows at 60th second and terminating at 80th second, and the MPTCP subflows starting 
from the beginning (i.e., 0th second) and continuing till end of the simulation (i.e., 200th 
second). The OLBLIA algorithm has better responsiveness than the BALIA, OLIA, and 
LIA algorithms for all three scenarios discussed in subsection A, as depicted in Table 3.

In scenario 1, 20 MPTCP subflows and 5 SPTCP flows have been considered, and all 
the MPTCP subflows and SPTCP flows pass through a common link. The OLBLIA pro-
vides much better convergence time than the BALIA, OLIA, and LIA algorithms as their 
respective convergence times are 1, 19, 24, and 25 s. In scenario 2, 10 MPTCP subflows 
and 5 SPTCP flows have been considered in which X1 = 5 MPTCP subflows pass through 
the link L1 and X2 = 5 MPTCP subflows pass through the link L2 , while all the SPTCP 
flows pass through the link L2 . Here also, the OLBLIA provides better convergence time 
than the BALIA, OLIA, and LIA algorithms as their respective convergence times are 15, 
25, 110, and 28 s. In scenario 3, 10 MPTCP subflows and 10 SPTCP flows have been con-
sidered in which X1 = 5 subflows of the MPTCP user and Y1 = 5 flows of the SPTCP users 
pass through the link L1 and the rest X2 = 5 subflows of MPTCP user and Y2 = 5 flows of 
the SPTCP users pass through the link L2 . In this case also, the OLBLIA provides better 
convergence time than the BALIA, OLIA, and LIA algorithms as their respective conver-
gence times are 10, 32, 64, and 31  s. Since the proposed OLBLIA algorithm has better 
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convergence time than the BALIA, OLIA, and LIA algorithms in all scenarios, it provides 
better responsiveness.

The simulations have been carried out for responsiveness by considering a large number 
of cases in each of the three scenarios by varying the number of MPTCP subflows, SPTCP 

Fig. 4  Comparison of TCP-friendliness in terms of: a throughput using OLBLIA, b average throughput 
using OLBLIA, c throughput using LIA, d average throughput using LIA, e throughput using OLIA, f aver-
age throughput using OLIA, g throughput using BALIA, and h average throughput using BALIA

Table 3  Responsiveness (SPTCP 
starts at 60th second and stops at 
80th second)

LIA OLIA BALIA Proposed 
OLBLIA

Convergence time
Scenario 1 25 24 19 1
Scenario 2 28 110 25 15
Scenario 3 31 64 32 10
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flows, RTT and link capacity, as given in Table 2. In almost all cases, similar types of the 
results have been obtained. Therefore, we have not shown all the results due to their repeti-
tive nature.

The responsiveness of the OLBLIA algorithm along with that of the BALIA, OLIA, and 
LIA algorithms for scenario 2 are shown graphically in Fig. 5. Figure 5a, c, e, g show the 
throughput of the MPTCP subflows and SPTCP flows through different links; and Fig. 5b, 
d, f, h show the total throughput of all the MPTCP subflows and SPTCP flows using the 
OLBLIA, LIA, OLIA, and BALIA, respectively. The ‘Total throughput’ shows the over-
all throughput of the network by including the throughput of all the MPTCP subflows 
and SPTCP flows through each link, while the ‘MPTCP Link  L1’, ‘MPTCP Link  L2’, and 
‘SPTCP throughput’ are the throughputs of all the MPTCP subflows passing through link 
L1 , link L2 , and all SPTCP flows passing through the link L2 , respectively. As evident from 
Fig. 5, the OLBLIA algorithm gets its stable state very quickly (in 15 s) as compared to 

Fig. 5  Comparison of responsiveness in terms of a throughput using OLBLIA, b total throughput using 
OLBLIA, c throughput using LIA, d total throughput using LIA, e throughput using OLIA, f total through-
put using OLIA, g throughput using BALIA, and (h) total throughput using BALIA
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the LIA (in 28 s), OLIA (in 110 s), and BALIA (in 25 s) algorithms after terminating the 
‘SPTCP flows’ (at 80th second). Thus, Fig. 5 and Table 3 show that the OLBLIA is more 
responsive than the BALIA, OLIA, and LIA algorithms. Thus, the experimental results 
demonstrate the effectiveness of our proposed OLBLIA in terms of throughput, respon-
siveness, TCP-friendliness and tradeoff among them, when compared with the BALIA, 
OLIA, and LIA algorithm.

4  Conclusion

The paper has analyzed the existing congestion control algorithms of MPTCP, with the 
intent of observing the current issues like load balancing, TCP-friendliness, responsive-
ness, and tradeoff among them. In order to overcome these issues, a new congestion control 
algorithm for MPTCP, OLBLIA, has been discussed. Experimentally and analytically, it 
has been shown that the OLBLIA outperforms the existing MPTCP algorithms. It allocates 
more data to a less congested path and less data to a more congested path. It achieves high 
throughput by reducing the loss of packets and provides better load balancing. It also tries 
to utilize the freely available bandwidth of a path in a better way that makes it more respon-
sive. The overall performance of MPTCP increases without affecting the performance of 
SPTCP. Further, it provides better responsiveness and more throughput, while maintaining 
the TCP-friendliness.
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