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Abstract
In cloud computing, varied demands are placed on the constantly changing resources. The 
task scheduling place very vital role in cloud computing environments, this scheduling pro-
cess needs to schedule the tasks to virtual machine while reducing the makespan and cost. 
The task scheduling problem comes under NP hard category. Efficient scheduling method 
makes cloud computing services better and faster. In general, optimization algorithms are 
used to solve the scheduling issues in cloud. So, in this paper we combined two optimiza-
tion algorithms namely called as Cuckoo Search (CS) and Particle Swarm Optimization 
(PSO).The new proposed hybrid algorithm is called as, CS and particle swarm optimiza-
tion (CPSO). Our main purpose of the proposed paper is to reduce the makespan, cost 
and deadline violation rate. The performance of the proposed CPSO algorithm is evalu-
ated using cloudsim toolkit. From the simulation results our proposed works minimize the 
makespan, cost, deadline violation rate, when compared to PBACO, ACO, MIN–MIN, and 
FCFS.

Keywords Cloud computing · Task scheduling · CPSO · Performance and multi-objective

1 Introduction

Cloud computing [1] has been developed in the field of processing and storing by provid-
ing endless way of accessing Information Technology in wide range of domains such as 
mobile system, network system, environmental computing, medicines, business. Thus lead-
ing to the decision of cloud computing at recent times because of its efficiency in comput-
ing provides IT services. It also includes the infrastructure based on pay-per-use model to 
eliminate the need of investing for the purpose of managing the IT infrastructure.
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The services provided by the Cloud are categorized as follows: Software as a Service 
(SaaS), Platform as a Service (PaaS), and Infrastructure as a Service (IaaS). The users 
can access virtual resources by making use of these services. This, therefore, makes the 
resources flexible. The users have to pay for the services and thus the name “pay-per-use” 
model became another term for the Cloud. While using cloud services, optimal scheduling 
becomes a necessity as the users are directly dependent on it for physical resource usage.

In cloud computing, the widely spread problem is task scheduling that remains of the 
NP- hard problem. In IaaS cloud, a collection of servers are presented to provide the users 
with required resources. The IaaS cloud not only provides hardware to the users but also 
software which ensures properties of elasticity and efficient management of resources of 
the cloud. The subsystem of the resource management in IaaS is used to execute the sched-
uled tasks, used to map the tasks that are to be carried in a more efficient manner of VM 
characterizing dynamic and heterogeneous property. Good solution is achieved via heu-
ristic methods to find the optimal solution [2, 3] of the NP-problem. The main aim is to 
schedule tasks to reduce the cost as well as the execution time. The VM has the capacity of 
heterogeneous processing that leads to load balancing among Virtual Machines. It is used 
to provide co-ordination, schedule the tasks and achieve lower make span. Thus, the execu-
tion time of VM and balancing load is performed by task scheduling algorithms.

In this paper, we proposed multi-objective-based task scheduling using a combination 
of cuckoo and particle swarm optimization algorithm. The multi-objective function used 
in this paper is makespan, cost and deadline violation rate. Based on the multi-objective 
function we obtain the near optimal scheduled task. The major contribution are made in the 
research for task scheduling process as follow,

• An approach namely CPSO is done for task scheduling, which has the advantages of 
quickly converging and easily realizing so that this scheduling approach is able to get a 
near optimal solution.

• Multi objective based task scheduling problems in cloud computing are the focus by 
considering minimization of makespan, cost and deadline violation rate in the hetero-
geneous cloud environment.

• The simulation is done by using cloudsim3.0 toolkit.

The rest of the paper is organized as follows; a detailed review of the related work based 
on task scheduling in cloud environments is described in Sect. 2. In Sect. 3 the problem 
definition and system model is presented in detail. The resource cost and task scheduling 
model is given in Sect.  4. In Sect.  5, The proposed technique for task scheduling using 
cuckoo particle swarm optimization is described. The experimental results and the per-
formance evaluation discussion are provided in Sect. 6. The conclusion is summed up in 
Sect. 7.

2  Related Work

In [4], the scheduling and maintenance of the cloud resources present in the cloud envi-
ronment are done by the deadline-based job scheduling and Particle Swarm Optimisa-
tion (PSO)-based resource allocation mechanism. Using these mechanisms, the Cloud 
Resource Broker is implemented. The number of jobs can be increased and the time, cost 
can be decreased by this technique. In [5], the multi-objective scheduling technique which 
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was proposed is found to be reducing the cost, makespan, and all the other objectives to 
a considerable rate. The Ant Colony Optimization (ACO) method is used for evaluation 
and for reviewing the performance and cost of budget. In [6], the multi objective func-
tion for scheduling is achieved by making use of a hybrid cuckoo search and gravitational 
search algorithm (CGSA). Their work focused on allocating entire task to an equivalent 
virtual machine while maximizing the profit the entire task was executed with low cost, 
less resource use, and less energy consumption. In [7], the work focused on six rules based 
heuristic algorithms namely, First Come First Serve (FCFS), Minimum Completion Time 
(MCT), Minimum Execution Time (MET), Max–min, Min–min and Suffrage to execute 
and schedule autonomous jobs in homogeneous and heterogeneous environment. Their 
aim was to compare processing in terms of cost, degree of imbalance, makespan and 
throughput.

In [8], the authors proposed scheduling algorithm named Global League Championship 
Algorithm (GBLCA) for global job scheduling of scientific applications in a cloud environ-
ment. This algorithm showed a remarkable process development rate on the make span that 
ranges between 14.44 and 46.41%. In addition, there was a reduction in the time taken to 
securely schedule the applications. In [1], The Simulated Annealing (SA)-based Symbi-
otic Organisms Search (SASOS) technique was presented so that the convergence rate and 
solution quality is increased. The objective is to optimize the scheduling of the jobs in the 
cloud. This technique is similar to PSO algorithm when it comes to efficiency of response 
time. Moreover, the utilization level of the VMs was taken into consideration for a fitness 
function in order to bring down the degree of imbalance. The work in [9] addressed the 
issue of job scheduling and resource provisioning for a set of jobs that executed on IaaS 
clouds. The proposed algorithm named as VM Capacity-Aware Scheduling implemented 
the jobs within given a budget, at the same time reducing the slow down due to the budget 
constraints.

In [10], a Task Scheduling with error Tolerance in Grid Computing using Ant Colony 
Optimization was proposed to ensure that the tasks were implemented even when amen-
ity error had occurred. This algorithm showed an improvement in the user’s QoS over the 
existing ACO algorithm by making the use of the performance metrics: throughput and 
average turnaround time. In [11] paper focuses on solving VM placement problem with 
respect to the available frequency which is formulated as variable sized bin packing prob-
lem. Moreover, a new frequency allocation policy is developed and hybridized with a 
developed various of whale optimization algorithm (WOA) called improved Levy based 
whale optimization algorithm. Cloudsim toolkit is used in order to test the validity of the 
proposed algorithm on 25 various data sets that generated in various and compared with 
different optimization algorithms including: WOA, first fit, best fit, particle swarm optimi-
zation, genetic algorithm, and intelligent tuned harmony search.

In [12], the capabilities of the Taguchi method and the Differential Evolution Algorithm 
(DEA) were combined into a newly proposed algorithm called the Improved Differen-
tial Evolution Algorithm (IDEA). IDEA was presented so as to optimize the scheduling 
of tasks and allocation of resources in the cloud environment. Cost and time models are 
depicted in order to evaluated the costs and time during task scheduling. The performance 
and receiving cost is included in the cost model and the processing time, receiving time 
and waiting time is included in the time model. In [13] proposed a demanding task to find 
appropriate commutation among resource utilization, energy consumption, and Quality of 
service (QoS). Taking into account of both processing time and transmission time a Parti-
cle Swarm Optimization (PSO) based Adaptive Multi-Objective Task Scheduling -AMTS 
Strategy is proposed in this paper. It is carried out by formulation of task scheduling 
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followed by advancement of scheduling policy to produce ideal resource utilization, task 
completion time, average cost, and average energy consumption. To maintain particle vari-
ant adaptive acceleration coefficient is adopted.

In [14], Infrastructure as a Service (IaaS) is a service model that delivers computer 
infrastructure on a outsourced basis to support enterprise operations. It offers many ben-
efits to create effective cost and easily scalable IT solutions. While maintaining the Qual-
ity of service (QoS) challenge arises on scheduling the task on peak demand. Proactive 
machine purchasing or cloud federation proposed previously is not economic and hardly 
feasible in practise and also requires an inter cloud-agreement. So a resource allocation 
framework is proposed where IaaS provider can outsource the tasks to External Clouds 
(EC’s) when required to meet the challenge. The core issue is maximizing the profit of IaaS 
and guarantee QoS by allocating resource accordingly. The problem is serviced as an Inte-
ger Programming (IP) Model, and worked out by a Self-Adaptive Learning Particle Swarm 
Optimization (SLPSO) based scheduling approach.

In [15], Task scheduling plays a key role in cloud computing. The main reason behind 
scheduling tasks to the resources in accordance with the given time bound, which involves 
finding out a complete and best sequence in which various tasks can be executed by reduc-
ing the makespan and cost to give the best and satisfactory result to the user. This paper put 
forwards the task scheduling algorithm called W-Scheduler based on multi-criteria model 
and the whale optimization algorithm (WOA). It carries out its process by calculating the 
fitness value from the cost function of the central processing unit (CPU) and the memory. 
Then the fitness value is calculated by summing up the makespan and the budget cost func-
tion. Thus, the whale optimization algorithm can optimally schedule the tasks to the virtual 
machines by preserving the minimum makespan and cost.

In [16] scheduling algorithm is necessary to optimize the VMs resources. Trade-off is 
not usual in most algorithms. Modified Fractional Grey Wolf Optimizer for Multi-Objec-
tive Task Scheduling (MFGMTS) was proposed for use in cloud computing environment. 
Objectives such as execution time, execution cost, communication time, communication 
cost, energy consumption, and resource utilization are calculated by the usage of the epsi-
lon-constraint and penalty cost function. The fitness function is reduced considerably. It 
is an inspiration from the Fractional Grey-Wolf Optimization (FGWO). In [17], an algo-
rithm based upon Ant-Colony optimisation is proposed called the MOSACO. The meas-
urable network of the public and private resources of the VMs in hybrid clouds are used 
to its best potential according to deadline and cost constraints. Features like completion 
time, time-first cost, cost-first single objective optimization, user QoS, etc. are increased 
to a great extent by the use of an entropy model. High level of optimization is provided by 
MASACO. In [18, 19] point out to multi-objective based scheduling like time, memory 
and cost.

The above literature reviews did not provide near optimum result when performance, 
cost and deadline violation rate are considered together. This proposed method achieves 
a minimal makespan and cost among VMs as performance metrics to optimize task and 
resource, using a Cuckoo Search and Particle swarm Optimization (CPSO) algorithm 
based on the proposed models in cloud. The proposed scheduling hybridizes two algo-
rithms namely cuckoo search algorithm (CSA) and Particle swarm Optimization (PSO). 
This new hybrid algorithm optimizes the task and resources more efficiently.
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3  The Problem Definition and Explanation

This paper describes the simple definition of the system framework, tasks and the 
resources. The meaning and the primary parameters are listed below in Table 1.

Firstly, in cloud computing of the current system assume there are N resources R = {R1, 
R2,…, Rj, …, Rn} and K tasks T = {T1, T2, … Ti, … Tk} and also the virtual resources are 
referred as cloud resources.

Definition 1 (Resources) Each resources on cloud defined by utilization of both CPU and 
memory, that is  Rj = (Cj;  Mj).

Definition 2 (Tasks) Ti = (Ci; Mi; Di;  Bi). The  Ci and  Mi is the CPU and memory utiliza-
tion of user submitted task. While Di represents the task deadline, and Bi represents the 
users budget cost. The task manager performs the tasks and the user submits the tasks.

Assumption 1 To proceed with the research, it is important to provide related assump-
tions for the definitions above mentioned. It is assumed that all the information submitted 
by the user is very accurate and also the information related to the resource demand is 
trusted.

In cloud computing, the resource usage is monitored via virtualization technology. 
During the process, the number of users exceeding while applying for the process imple-
mentation is performed by user-accessed resources such as the CPU and memory. During 
the implementation, the tasks may fail in case if the system cuts-off the task performance. 
Therefore, Assumption 1 is reasonable.

There are numbers of users where the tasks are submitted to the task manager to accept 
and manage the task information. This task manager submits tasks via budget, cost, mem-
ory, and deadline. Then, the tasks are scheduled and mapped by the scheduler. It is mapped 
through the resources of tasks. These are mapped via the global resource manager. Global 

Table 1  Notations used in proposed CPSO task scheduling

Symbol Definitions

Ti The task i, 1 < j < K
Uj The resource j, l < i < K
N,K The amount of resources and tasks
Ci,  Mi CPU and memory of t
Di The deadline of task T
Bi The budget cost of task T
Cj,  Mj CPU and memory of  Ri

Ccost(j),  Mcost(j) The costs of CPU and memory of  Ri

Cbase The base cost of CPUs lowest utilization
Mbase The base cost of memory under 1 GB memory
Tij The duration time of task T1 in resource  Ri

CTransmission,  MTransmission The transmission cost associated with CPU and memory
Dv The deadline violation rate
Nd The number violating the deadline time in K tasks
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resource manager controls the resources globally. It is used to collect the cloud resource. 
The global resource manager monitors the time duration task on the resource. In addition 
to this process, it also calculates the cost of the resource. The overall process is done in 
cloud. This cloud allows the various physical nodes. There are also local resource manager 
for the servers. Each local resource manager allows various virtual machines. The cloud 
provides overall control of the physical nodes and the local resource manager’s.

3.1  The System Model

Here, the role of task manager is to accept the tasks, manage the tasks also requests the 
users to submit those information to the scheduler. The task scheduling architectural dia-
gram shown in Fig. 1.

The each physical node in cloud computing environments managed and monitor by 
local resource manager. The node’s CPU, memory load information and individual task 
execution time on resources are collected periodically sent global resource manager to cal-
culate resource cost.

Task Manager 
Accept & manage the task 

information 

Budget

Cost

Memory

Deadline

Physical nodes

Local resource manager

VM VM

Physical nodes

Local resource manager

VM VM 

CLOUD

Global resource manager
Collect the resource cloud

Monitor the duration time task on the resource 

Calculate the cost of the resource

Scheduler

Map (Resource to task)

User 1 User 2 User 3 User N

Submit 
task

Fig. 1  Architecture diagram of task Scheduling using CPSO
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The major architectural component in cloud environments is scheduler, Which is used to 
schedule task efficiently using Hybridization method propose in this paper. To archive effi-
cient scheduling, the scheduler collect task and resource information from task manger and 
global resource manager. Based on the collected information such as deadline, cost, the algo-
rithms fits each and every task to the properly judged resource to complete on time (Fig. 2).

4  Resource Cost and Task Scheduling Models

The relation between the user budget and cost of the resources from the resource cost model 
is depicted in the below given section. The multi-objective optimization scheduling model is 
built upon the resource cost model so as to optimize scheduling in the cloud.

4.1  The Resource Cost Model

In cloud computing, Tasks are of different natured either it can be more of CPU or storage uti-
lized. In addition to it, the costs for different resources vary with each other; accordingly, task 
costs are also different. The different between the various task demands for each resource is 
considered to obtain connection between resource cost and user budget cost.

Into rectify the problem, the resource cost model is used by dividing the resource cost into 
CPU and memory accordingly to resource definition Formula 1 defines the cost of CPU.

Here, Cbase defines the base cost of resource’s lowest utilization.tij defines the time duration 
of the task Ti run time of the task in resource Rj. CTransmission defines the CPU transmission 
associated with the cost. Formula (2) defines the memory cost.

Similarly, Mbase represents the base cost while the memory space is 1 GB. tij represents the 
time duration of the task Ti running in resource Rj. MTransmissions represents the memory trans-
mission of the associated cost. Formula (3) and formula (4) represents the cost model of CPU 
and memory which are obtained from the cost functions.

4.2  The Scheduling Optimization Model Based on Performance and Budget 
Constraints

The efficiency of scheduling algorithms, in cloud computing, depends on the performance 
as well as the budget cost. On the basis of how the tasks, resources and costs are defined, 
an optimization model for scheduling is presented.

(1)Ccost(j) = Cbase × Cj × tij + CTransmission

(2)Mcost(j) = Mbase ×Mj × tij +MTransmission

(3)CPU(j) =

N
∑

j=1

CPUcost(j)

(4)Memory(j) =

N
∑

j=1

Mcost(j)
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Fig. 2  Flow chart of proposed CPSO algorithm
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Initially, consider K tasks T = {T1, T2, …Ti, …. Tk} and N resources R = {R1, R2, …., Rj, 
…, Rn}. The proposed optimization model schedules K tasks to N resources so as to achieve 
optimization. In addition to the optimization, it is also necessary to consider the deadline and 
budget cost constraints.

A multi-objective optimization problem is as described in formulas 5–8.

Here, the performance of the objectives considered is denoted by the above defined func-
tion Makespan(x) where x denotes a feasible solution. The other function Budget(x) defines 
the budget costs and memory for the respective costs. The issue of arriving at an optimal 
solution is solved by the multi-objective optimization problem. This can also be handled by 
the use of the ant colony algorithm.

5  Particle Swarm Optimization

Inspired by the bird flocking, Dr. Kennedy and Dr. Eberhart proposed a high level procedure 
algorithm known as the Particle Swarm Optimization for finding the best optimum solution. It 
is the collection of localised object to find the best effective value. The techniques of PSO are 
as follows.

1. It is used to set the value of a random population called the swarm. It is used to evaluate 
the fitness function which are to be optimized and the velocities that direct the flying of 
the particles.

2. The problem space of the particles is used to find the best optimum solution.
3. It is used to find the pbest value (personal best) and the gbest value (global best) to find 

the personal and the overall best value of the particular group.
  Assume that D is the problem space dimension, and N is the number of particles. 

The particle Position ‘i’ is represented mathematically as ��⃗Y𝜄 = (����⃗Y𝜄1,
����⃗Y𝜄2,… , ����⃗Y𝜄D)

T . The 
velocity of the particle is given by �����⃗VP𝜄 = (VPI1,VPI2,… ,VPID)

T . The best position (best 
previous performance) of that of the particle, in history, is termed as the personal best 
(���⃗PI) . The previously computed value of the best position of all the particles in the group 
is called the global best ������⃗gbest . The updates of the swarm particles are accomplished using 
the following equations.

(5)Fitness Function(x) = Minimize
∑

x

MAkespan(x),Budget(x)

(6)Budget(x) = CPU(x) +Memory(x)

(7)Budget(x) =

k
∑

i=1

Bi

(8)Makespan(x) =

k
∑

i=1

Di

(9)vpij(k + 1) = vpij(k) + c1r1

(

pbest
ij

(k) − yij(k)
)

+ c2r2

(

gbest
j

(k) − yij(k)
)
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where i = 1, 2, …, N, j = 1, 2, …, D. k is the current generation. C1 is the cognitive memory 
factor, C2 is the social memory factor, and they are two constants. r1 and r2 (r1,r2 [0, 1]) 
are random numbers.

where f (��⃗y𝜄(k + 1)) is the fitness value of the current position of particle i.

5.1  Cuckoo Search Optimization

The cuckoo search algorithmic is a high level procedural language that was proposed by 
Yang and Deb to generate sufficient good solution. Female Cuckoo lays each egg in ran-
domly chosen nest called host nest. If the host finds the cuckoo egg it simply abandon and 
build other nest or pushes the cuckoo egg away. Each single egg in a nest represents a pos-
sible outcome. The cuckoo egg represents the new solution. The aim is to get the best host 
solution for cuckoo egg to survive and make it to next generation.

1. Host nest carries its own eggs (i.e. host eggs) with one cuckoo egg in it.
2. Host nest is fixed and host bird finds the cuckoo egg on probability (0, 1).
3. If host bird finds it either pushes the egg away or simply leave the nest.
4. In general animals use Levy’s flight called a random a walk to search food or to find new 

location.

where ��⃗x𝜄(k) represents the current solution, k is the current generation, and α(α > 0) repre-
sents the step size

5.2  Proposed Cuckoo Particle Swarm Optimization Algorithm

Step 1 Initialize objective function F(x).
Step 2 Generate Initialize population N.
Step 3 Evaluate the Fitness using Eq. (5).
Step 4 Repeat the steps 4 to 6 until Ready task (K) less than maximum number of task.
Step 5 For each task (T) find the new solution for CS search using the formula (13–14).
Step 6 For each task (T) find the new solution for PSO search using the formula (9–10).
Step 7 Find the hybrid solution using the formula

Step 8 If the value of hybrid new solution Z(k + 1) is less than value of f(z(k)).
Then

(10)yij(k + 1) = yij(k) + vpij(k + 1)

(11)
⇀

pbest
𝜄

(k + 1) =

{

y⃗i(k + 1), if f (��⃗y𝜄(k + 1)) < f
(

������⃗pbest
𝜄

(k)
)

;

������⃗pbest
𝜄

(k), otherwise

(12)������⃗gbest(k + 1) = argmin f
(

������⃗pbest
𝜄

(k + 1)

)

(13)��⃗x𝜄(k + 1) = ��⃗x𝜄(k) + a⊕ Levy

(14)Levy(s, 𝜆) ∼ s−𝜆, (1 < 𝜆 ≤ 3)

��⃗Z𝜄(k + 1) = d × ��⃗x𝜄(k + 1) + (1 − d) × ��⃗y𝜄(k + 1)
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Replace the solution of i with current solution.
Step 9 Choose any resource R among N.
Step 10 If the execution time of the resource R based on Pa is high then eliminate the
Resource R and choose another resource among N.
Step 11 Assign ��⃗x𝜄(k + 1) = �⃗z𝜄(k + 1), ��⃗y𝜄(k + 1) = �⃗z𝜄(k + 1)

Step 12 Update 
⇀

pbest
�

(k + 1) and 
⇀

gbest
�

(k + 1) using (11–12).
Step 13 Retain and rank the best solution.
Step 14 End.

6  Simulation Experiment

Using cloudsim toolkit 3.0, a data centre is generated by the experiment. The below 
Table 2 indicate the simulation environmental details.

6.1  Makespan Evaluation

In this section the performance of the task execution time is evaluated of the proposed 
work. To evaluating the performance, we consider 100 to 500 tasks with various arrival 
rates such as 10, 40 and 80. The proposed technique results are compared with PBACO, 
ACO, MIN–MIN, and FCFS. The simulation results are shown in Figs. 3, 4 and 5. Figure 3 
shows the task execution time with arrival rate is 10. When the task is 200, the execution 
time of CPSO, PBACO, ACO, MIN–MIN, and FCFS are 26.08, 30.69, 34.61, 29.05 and 67 
respectively. The task execution time with arrival rate 40 represented in Fig. 4. The execu-
tion time of 400 tasks are CPSO, PBACO, ACO, MIN–MIN, and FCFS are 47.41, 56.448, 
79.2, 63.98 and 148.8 respectively. Figure 5 shows the task execution time with arrival rate 
is 80.when task is 500 the execution time of CPSO, PBACO, ACO, MIN–MIN, and FCFS 
are 70.02, 78.68, 171.20, 105.88 and 244.5 respectively.

Table 2  Experimental setup 
details

Entity type Parameters Value

Task Number of tasks 100–500
Length [400,1000]MIPS
File size [200,1000]MB
Output size [20,40]MB

Host Host memory(RAM) 1860 MIPs, 2660 MIPS
Host storage 10 GB
Host bandwidth 100 M/s

Virtual machine Number of VMs 50
Type of policy Time-shared
VM RAM 512 MB
VMM Xen
OS Linux

Data center Number of CPUs 1 on each
Number of data center 10
Number of hosts 10
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6.2  Cost Evaluation

In this section the cost evaluation is performed. In this simulation we consider 200,400 
& 500 task with various deadlines. The deadline ranges are from 10 to 100. The 
obtained results are shown in Figs. 6, 7 and 8. In Fig. 6 shows, 200 tasks cost values. 
400 task cost values is shown in Fig. 7, similarly 500 task cost value is represented in 
Fig. 8. The proposed algorithm CPSO cost obtained values is compared with PBACO, 
ACO, MIN–MIN, and FCFS. From the simulation results, it is evident that the proposed 
CPSO achieves minimal cost in all the three set of task.

100 200 300 400 500
CPSO 16.344 26.0865 33.4689 39.5136 46.68584
PBACO 18.16 30.69 38.47 47.04 52.456
ACO 18.9 34.61 50.31 66 114.134
MIN-MIN 15.73 29.05 40.02 53.319 70.59
FCFS 32.32 67 75.5 124 163
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M
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n 
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)

Number of Task 
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Fig. 3  Makespan at arrival rate = 10

100 200 300 400 500
CPSO 19.6128 31.3038 40.16268 47.41632 56.023008
PBACO 21.792 36.828 46.164 56.448 62.9472
ACO 22.68 41.532 60.372 79.2 136.9608
MIN-MIN 18.876 34.86 48.024 63.9828 84.708
FCFS 38.784 80.4 90.6 148.8 195.6
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M
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Fig. 4  Makespan at arrival rate = 40
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6.3  Deadline Violation Rate

The deadline violation rate is evaluated for verifying the Quality of service (QoS) of the 
scheduling. In this experiment evaluation we considered 200,400 and 500 tasks. Fig-
ures 9, 10 and 11 shows the deadline violation rate of 200, 400 and 500 tasks with var-
ied deadlines. When the lower number of tasks is consider minimum number of tasks 
violating the deadline. Using CPSO algorithm, minimum numbers of tasks are violating 
the deadline when compare to PBACO, ACO, MIN–MIN, and FCFS.

100 200 300 400 500
CPSO 22.8816 36.5211 46.85646 59.2704 70.02876
PBACO 25.424 42.966 53.858 70.56 78.684
ACO 26.46 48.454 70.434 99 171.201
MIN-MIN 22.022 40.67 56.028 79.9785 105.885
FCFS 45.248 93.8 105.7 186 244.5

0
50

100
150
200
250
300

M
al

es
pa

n 
(S

)

Number of Task

Makespan A=80

Fig. 5  Makespan at arrival rate = 80

10 20 30 40 50 60 70 80 90 100
CPSO 80.34 73.22 66.80 55.72 50.08 45.91 40.69 37.85 33.77 31.74
PBACO 91.30 83.21 75.91 69.65 62.60 57.39 52.17 48.52 43.30 40.69
ACO 98.60 91.80 86.60 80.86 76.95 72.78 64.17 58.69 53.47 50.60
MIN-MIN 106.0 94.90 90.00 87.00 81.65 75.91 72.52 65.73 62.34 55.00
FCFS 112.6 108.7 97.30 93.65 86.34 80.66 75.30 71.21 65.70 60.00
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Fig. 6  Cost for 200 tasks with varied deadline
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7  Conclusion

With the relationship between cost of resources and tasks in mind, a multi-objective opti-
misation scheduling method was presented. This method was based on cuckoo search and 
Particle Swarm Optimization (CPSO) algorithm. The aim of the proposed method is to 
improve and optimize the scheduling performance and costs. The proposed algorithm 
reduces all the cost factors such as performance cost and user costs. Also this model 

10 20 30 40 50 60 70 80 90 100
CPSO 120.5 106.1 100.2 83.02 74.62 68.41 59.41 55.25 49.31 46.34
PBACO 136.9 120.6 113.8 103.7 93.27 85.51 76.17 70.84 63.22 59.41
ACO 147.9 133.1 129.9 120.4 114.6 108.4 93.69 85.69 78.07 73.88
MIN-MIN 159.0 137.6 135.0 129.6 121.6 113.1 105.8 95.97 91.02 80.30
FCFS 168.9 157.7 145.9 139.5 128.6 120.1 109.9 103.9 95.92 87.60
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Fig. 7  Cost for 400 tasks with varied deadline

10 20 30 40 50 60 70 80 90 100
CPSO 130.1 114.6 108.2 91.33 82.08 75.25 65.35 60.23 53.75 50.51
PBACO 147.9 130.3 122.9 114.1 102.6 94.06 83.79 77.21 68.91 64.75
ACO 159.7 143.7 140.2 132.5 126.1 119.2 103.0 93.40 85.09 80.52
MIN-MIN 171.7 148.6 145.8 142.5 133.8 124.4 116.4 104.6 99.21 87.53
FCFS 182.4 170.3 157.6 153.4 141.5 132.2 120.9 113.3 104.5 95.48
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Fig. 8  Cost for 500 tasks with varied deadline
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relatively minimizes the makespan value of tasks. The proposed CPSO algorithm achieves 
minimal deadline violation rate when compared with algorithms such as PBACO, ACO, 
MIN–MIN, and FCFS. Application of the proposed algorithm to optimizes the other QoS 
parameters are considered in the future work.

100 500 1000 1500 2000 2500 3000
CPSO 22.4 13.6 12 8.8 5.52 2.88 1.44
PBACO 28 17 15 11 6.9 3.6 1.8
ACO 31 26 18 15 9.9 5 2.08
MIN-MIN 44 29.5 24.5 17.5 14 8.09 3.9
FCFS 48 35 26.35 20.34 16.8 10.8 6.4
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Fig. 9  Deadline violation rate for 200 tasks

100 500 1000 1500 2000 2500 3000
CPSO 35.84 21.76 19.2 16.456 11.592 7.2 4.608
PBACO 44.8 27.2 24 20.57 14.49 9 5.76
ACO 49.6 41.6 28.8 28.05 20.79 12.5 6.656
MIN-MIN 70.4 47.2 39.2 32.725 29.4 20.225 12.48
FCFS 76.8 56 42.16 38.0358 35.28 27 20.48
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Fig. 10  Deadline violation rate for 400 tasks
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