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Abstract
This paper presents a novel speech enhancement approach by combining Fourier series 
expansion and spectral subtraction. This approach is implemented in speaker identifica‑
tion systems where degraded speech could result in high false speaker identifications. A 
Fourier series is estimated for the noisy speech signals, and then spectral subtraction is 
used to reduce the amount of noise in order to enhance quality of the speech signals before 
the speaker identification process. Experimental results presented to compare between the 
proposed approach and the traditional methods demonstrate the ability of the proposed 
approach to both enhance speech quality and improve speaker recognition rates.
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1 Introduction

Noise is a random, undesirable signal that does not convey any useful information. If it is 
superimposed on the speech signal, it leads to some distortion in the signal. This may lead 
to poor intelligibility and poor hearing of the speech. Therefore, the ability to communicate 
between speaker and listener is reduced in noisy environments. Noise may originate from 
crosstalk speech, interference from other sources of sound, or mismatch between media 
utilized in the operation. Presence of noise has a severe impact on Speaker Identification 
(SI) system performance leading to a dramatical reduction in the recognition rate. There‑
fore, speech enhancement is crucial for such systems, and it is usually utilized as a pre‑
processing step in such systems for performance enhancement, as shown in Fig. 1.

Various speech enhancement methods have been adopted for noise reduction in speech 
signals. Spectral subtraction is among the popular and commonly used methods for speech 
enhancement [1]. It depends on subtracting the magnitude of the spectrum of the noise 
from that of the noisy signal, while keeping the phase [2]. However, this method suf‑
fers from the so‑called musical noise, which is difficult to be omitted [3]. Wiener filter‑
ing is another speech enhancement method that depends on minimizing the Mean Square 
Error (MSE) between the source and estimated speech signals. However, the Wiener filter 
requires prior estimation of the noise level in the signal before filtering [4], for which it is 
not suitable for real‑time operation.

This paper presents a combination of Fourier series decomposition and spectral subtrac‑
tion to enhance the speech signals and improve the SI process.

2  Spectral Subtraction

An estimation of clean speech signal spectrum can be obtained by subtracting an estimate 
of noise spectrum from the noisy speech spectrum [5]. An estimation of the noise spectrum 
can be perceived during silence periods, which contain only background noise generally 
found at the beginning and end of recording.

Let,

where o(n) is the non‑clean speech signal, which is a combination of the noise v(n) and the 
clean speech signal s(n).

Taking FFT,

Then S(�) can be written as

(1)o(n) = s(n) + v(n)

(2)O(�) = S(�) + V(�)

(3)S(�) = O(�) − V(�)

DecisionNoisy speech
Speech 

Enhancement
Feature 

Extrac�on
Feature 

Matching

Fig. 1  Speaker identification system with a priori speech enhancement stage
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It is assumed that phase of the noise signal �v equals the phase of the noisy speech sig‑
nal �o.

where 
⌢

S(𝜔) is the estimated spectrum of the clean signal and �(�) = mean
{
|V(�)|

}
 is the 

average value taken during a non‑speech period.
By taking inverse FFT, we get an estimation of the clean speech signal s(n).
The performance of the spectral subtraction is greatly dependent on the amount of esti‑

mated noise. If estimated noise is too low, residual noise can still be heard, and also if esti‑
mated noise is too high, some useful information might be lost.

The main drawback of spectral subtraction method is the presence of musical noise in 
the enhanced signal. Musical noise is difficult to be reduced since the musical noise spec‑
trum is not stationary in short time frames [3].

3  Wiener Filter

Wiener filter is defined in the frequency domain. We can have [6]:

where S(�) is the Discrete Fourier Transform (DFT) of the clean signal, X(�) is the DFT of 
the noisy signal, and H(�) is the transfer function of the Wiener filter.

The Wiener filter is given by:

where Pv(�) is the power spectrum of the noise v(n) , and  Ps(�) is the power spectrum of 
the speech signal s(n).

The Signal‑to‑Noise Ratio (SNR) can be expressed as:

Then, the transfer function H(�) of the Wiener filter is obtained as:

The main drawbacks of the Wiener filter are that it has a fixed frequency response at all 
frequencies, and also it requires estimation of the noise prior to filtering [3], for which it 
is not suitable for real‑time operation. Wiener filtering has superior enhancement results 
compared to those of the spectral subtraction method, resulting in more acceptable hearing 
of the utterance with less noticeable noise. However, the speech signal spectrum processed 
by spectral subtraction is more like the clean signal spectrum than the Wiener filter output 
spectrum. That is why the spectral subtraction method gives better performance in speaker 
recognition systems, which are frequency‑dependent.

(4)S(�) = |O(�)|ej�o − |V(�)|ej�v

(5)S(�) = [|O(�)| − |V(�)|]ej�o

(6)
⌢

S(𝜔) = [|O(𝜔)| − |𝜇(𝜔)|]ej𝜃o

(7)S(�) = H(�)X(�)

(8)H(�) =
Ps(�)

Ps(�) + Pv(�)

(9)SNR =
Ps(�)

Pv(�)

(10)H(�) =

[
1 +

1

SNR

]−1
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4  The Fourier Series

Fourier series decomposes the signal into a (possibly infinite) number of simple harmonic 
functions called sines and cosines [7]. These harmonics have amplitudes and frequencies cov‑
ering a wide range (possibly whole) of the spectrum; the frequency of one harmonic is higher 
than the frequency of last one. Fortunately, only a finite number of these harmonics could 
describe (approximate) the signal with possibly some distortion. The higher the number of 
harmonics taken to describe the signal, the lower the amount of distortion that appears in the 
signal (Fig. 2). The number of harmonics taken to approximate the signal is called the order of 
the Fourier series.

4.1  Fourier Series Expansion

The Fourier series of a discrete signal y(k) is given by:

where M is the order of the Fourier series, 1 ≤ M < ∞ , L is the length of the signal, and

(11)y ≈
1

2
a0 +

M∑

m=1

am cos
(
2�m

L
y
)
+

M∑

m=1

bm sin
(
2�m

L
y
)

(12)a0 =
1

L

L∑

k=1

y(k)

Fig. 2  Signal approximation 
with Fourier series with different 
orders
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The term am cos
(

2�m

L
y
)
+ bm sin

(
2�m

L
y
)
 in Eq. (11) is called the mth harmonic of the 

Fourier series, thus the term

a1 cos
(

2�(1)

L
y
)
+ b1 sin

(
2�(1)

L
y
)
 is called the 1st harmonic,

a2 cos
(

2�(2)

L
y
)
+ b2 sin

(
2�(2)

L
y
)
 is called the 2nd harmonic, and so on.

4.2  Fourier Series for Noise Reduction

Fourier series decomposes the signal into simple harmonics (sines and cosines), each with 
a single frequency, covering all signal bandwidth. Each harmonic is weighted by ampli‑
tudes ( an and bn ) to shape the waveform of the signal. Signals with low frequencies can be 
expressed by the first fewer harmonics, and the number of harmonics increases by increas‑
ing the frequency components within the signals. For a clean signal contaminated by an 
Additive Whaite Gaussian Noise (AWGN), the spectrum of the compound is extended to 
cover the high‑frequency components contained within the noise signal such that most 
of the clean signal power occupies the lower part of the spectrum while the noise power 

(13)am =
2

L

L∑

k=1

y(k) cos
(
2�mk

L

)

(14)bm =
2

L

L∑

k=1

y(k) sin
(
2�mk

L

)
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Fig. 3  Fourier approximation for a noisy signal (N = 10)
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spans over whole spectrum. When applying Fourier series expansion to such compound, 
we can obtain an approximation for the clean signal by taking the first few harmonics only 
which can express most of the signal with some low frequency noise components. Higher 
harmonics representing most of the noise and some high frequency signal components 
are ignored. Figures 3 and 4 show a clean signal, the generated noisy signal after adding 
AWGN with SNR = 10 dB, and the Fourier approximation for the noisy signal with N = 10 
and N = 60, respectively. These figures clarify that the much higher the order of the Fourier 
approximation for a noisy signal, the more the noise in the resultant waveform. 

5  The Proposed Algorithm

The proposed algorithm for speech enhancement comprises both Fourier series expansion 
and spectral subtraction. The complete form of the proposed speech enhancement algo‑
rithm is shown in Fig. 5. Firstly, the noisy speech signal is segmented into small frames. 
Then, each frame is decomposed into N harmonics using Fourier series. Then, the frame is 
reconstructed again by summing up these harmonics to get an approximated frame which 
often has lower noise than the original one. This process continues till all frames are pro‑
cessed. After that, the spectral subtraction is applied to the reconstructed signal to obtain 
an enhanced speech signal.

The reason for framing of speech signals before Fourier expansion is to obtain approxi‑
mated signals with more details as the smaller the scale of a signal, the more the details we 
get from the Fourier expansion. Figure 6 shows the enhanced speech signal with the pro‑
posed approach and a noisy speech signal with SNR = 0 dB for comparison.

-4 -3 -2 -1 0 1 2 3 4
-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

Samples

A
m

pl
itu

de

signal
signal+noise
Fourier Approx.

Fig. 4  Fourier approximation for a noisy signal (N = 60)
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6  Speaker Identification

The speaker identification system comprises two phases: feature extraction and feature match‑
ing [8]. Figure  7 illustrates the two phases of the speaker identification system. In feature 
extraction phase, unique features (voice print) are extracted from the speaker utterance. The 
feature set extracted from authorized persons is stored for later use for discriminating between 
persons. Feature matching phase involves identification of a claiming speaker by comparing 
his voice print with pre‑stored voice prints of authorized persons. If the speaker’s voice print 
matches one of those of the authorized persons, the speaker is accepted, else the speaker is 
rejected.

There are various techniques to extract features form user utterance such as Mel Frequency 
Cepstral Coefficients (MFCCs), Dynamic Time Warping (DTW), Linear Predictive Cod‑
ing (LPC), and Zero Crossings with Peak Amplitudes (ZCPA). Moreover, feature matching 
techniques include Vector Quantization (VQ), Hidden Markov Models (HMMs), Gaussian 

1st

Harmonic

Approx. Frame i

2nd

Harmonic

Enhanced speech

Loop for 
all frames

Nth

Harmonic

Noisy speech

Frame reconstruc�on

Frame i

Framing

Signal reconstruc�on

Fourier series Expansion
with N order

Spectral subtrac�on

Fig. 5  Proposed speech enhancement approach
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Mixture Models (GMMs), and Artificial Neural Networks (ANNs). In this paper, we will con‑
sider MFCCs as features with VQ for feature matching.

6.1  Feature Extraction

Human hearing organ can distinguish different speakers through extracting high‑level 
perceptual features from utterance like dialect, speaking style, tone, and emotional state 
[3]. These features can discriminate between speakers effectively; however they are very 
complex to implement in a software or hardware system. Instead, low‑level features of 
speech such as frequency, loudness, energy, and spectrum can discriminate between 
speakers with a recognition rate depending on the feature extraction technique and the 
amount of features extracted from the utterance. The MFCCs is an example of such low‑
level features.

The MFCCs are commonly used as features in speaker identification systems, 
because the basic principles of their extraction resemble the operation of the actual 
human auditory system [9].

The MFCCs work analogue to the human auditory perception system, which cannot 
perceive frequencies higher than 1 kHz, linearly. Thus, extraction of MFCCs requires 
two types of filters spaced linearly at low frequencies below 1 kHz and logarithmically 
beyond 1 kHz. The outputs of these filters are aligned with the Mel scale which can be 
described by Eq. (15).

(15)Mel(f ) = 2595 ∗ log10

(
1 +

f
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Fig. 6  Noisy and enhanced speech signal with the proposed approach
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where Mel is the Mel frequency and f is the linear frequency in Hz.
A block diagram of the structure of an MFCC extraction processor is given in Fig. 8. 

The operation of the MFCC extraction processor starts with capturing the input speech 
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signal through a microphone with sampling frequency Fs ≥ 8KHz . This ensures that 
most of the energy contained in the baseband signal with frequency 300 ≤ Fm ≤ 3400Hz 
is captured. Then sampled signal is passed through seven computational steps till we get 
the MFCCs (voice print) from the last step.

6.2  Feature Matching

Vector Quantization (VQ) is a lossy data compression approach based on mapping vec‑
tors from a large vector space to a finite number of regions in that space. It works using 
the principle of the LBG algorithm which was originally proposed by Linde et al. [10]. In 
the VQ‑based speaker identification algorithm, the speaker model is formed by clustering 
the speakers’ feature vectors in K non‑overlapping clusters. Each cluster is expressed by its 
center called a codeword, which is the centroid. The collection of all codewords is called a 
codebook. In the identification phase, the constructed codebook of the speaker is compared 
against stored codebooks of all speakers, and the distance is measured. The codebook with 
the least average distance is identified as that of the speaker of the input speech.

7  Experimental Results

The experiments were conducted on 50 speakers from ITU‑T speech database [11]. ITU‑T 
database is a collection of speech sentences with duration ranges from 4 to 12 s spoken by 
different males and females in different languages. Theses speech signals are contaminated 
by AWGN with different SNRs to test the speaker identification system when using the 
proposed speech enhancement approach as a pre‑processing step as shown in Fig. 1. Dif‑
ferent enhancement methods are adopted in the pre‑processing step in the testing phase 
to evaluate the effect of each one on the speaker identification system performance. Two 
evaluation metrics are used: recognition rate and output SNR  (SNRoutput). The recognition 
rate is the ratio of the number of correcct identifications to the total number of identifica‑
tion trials. The output SNR is computed as [12]:

(16)SNRoutput (dB) = 10 log10

� ∑k

i=1
s2(i)

∑k

i=1
(s(i) − y(i))2

�

Table 1  Output SNR versus 
input SNR for speech 
enhancement methods

Input 
SNR 
(dB)

Output SNR (dB)

Wiener filter Spectral subtraction Proposed method

0 9.609 9.487 10.138
5 11.279 10.865 11.731
10 14.789 14.316 15.125
15 18.413 18.108 18.425
20 21.79 21.714 22.201
25 25.864 25.317 25.626
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where y(i) is the enhanced signal and s(i) is the original speech signal.
Table  1 shows the output SNRs for different speech enhancement methods versus 

input SNRs for noisy speech signals when enhanced by different enhancement methods. 
Table  2 and Fig.  9 show the results of recognition rates for the speaker identification 
system when using different speech enhancement methods, versus different input SNRs.  

8  Conclusion

This paper presented and evaluated a proposed speech enhancement algorithm using 
Fourier series expansion and spectral subtraction. This algorithm is to be used prior 
to the speaker identification process for noise reduction. The results showed that the 
proposed algorithm provides better results for noise reduction in speech signals than 
those obtained with the baseline speech enhancement algorithms. Furthermore, if it is 

Table 2  Recognition rates 
of the speaker identification 
system with different speech 
enhancement methods

SNR Wiener filter Spectral subtrac‑
tion

Proposed 
method

0 8 18 36
5 18 30 48
10 30 48 68
15 38 74 82
20 44 90 94
25 78 96 100
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used prior to the speaker identification process, the proposed method provides a robust 
speaker identification system from degraded speech.
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