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Abstract
We explore the use of two chaotic systems (Bernoulli shift map and Zizag map) coupled 
with deoxyribonucleic acid coding in an encryption scheme for medical images in this 
paper. The scheme consists of two main phases: Chaotic key generation and DNA diffu-
sion. Firstly, the message digest algorithm 5 hash function is performed on the plain medi-
cal image and the hash value used in combination with the value of an input ASCII string 
to generate initial conditions and control parameters for two chaotic systems (Bernoulli 
shift map and Zigzag map). These chaotic systems are subsequently used to produce two 
separate key matrices. Secondly, a row-by-row diffusion operation between the plain image 
matrix and the two chaotic key matrices, using the DNA XOR algebraic operation is per-
formed in an alternating pattern to produce the cipher image. The logistic map is used to 
select the DNA encoding and decoding rules for each row. Experimental results of statisti-
cal, differential and key analyses demonstrate that the proposed scheme is robust and pro-
vides resistance to various forms of attacks.
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1  Introduction

Remote healthcare delivery, facilitated by state-of-the-art technologies such as telemedi-
cine, teleradiology and telesurgery has witnessed concerns raised about the security of 
medical data, not excepting medical images. Particularly teleradiology has been very suc-
cessful and popular, and incorporates diverse imaging modalities of ultrasonography, com-
puted tomography, X-ray radiology, magnetic resonance imaging, etc [23]. Medical images 
form critical components of medical diagnostic procedures as they among other things, 
offer non-invasive methods of examining anatomical cross sections of internal organs and 
other features of patients. These images are transmitted over public digital communication 
networks [19] and are stored in networked storage facilities, sometimes powered by cloud 

 *	 Joshua C. Dagadu 
	 joscaldag@yahoo.com

1	 School of Computer Science and Engineering, University of Electronic Science and Technology 
of China, Chengdu 611731, People’s Republic of China

2	 University of Education, Winneba, Ghana

http://crossmark.crossref.org/dialog/?doi=10.1007/s11277-019-06420-z&domain=pdf


592	 J. C. Dagadu et al.

1 3

computing services to be used for clinical interpretation and diagnosis. However, services 
such as cloud storage pose critical security challenges to data [38–40]. Medical imaging 
security schemes are expected to achieve high degrees of resistance against diverse forms 
of attacks without compromising the diagnostic quality of the images because alterations 
made to the images during processing might result in irreversible wrong diagnostic con-
sequences. Conventional encryption protocols such as Data Encryption Standard (DES), 
Advanced Encryption Standard (AES) and Rivest–Shamir–Adleman (RSA) have been used 
in encrypting medical images; however, these algorithms are not very efficient for images 
due to certain intrinsic features of images including high redundancy, bulk data capacity 
and high correlation among adjacent pixels [1, 27]. Consequently, chaos based encryption 
schemes have been extensively proposed recently [4, 12].

Chaotic systems demonstrate random behaviour and have inherent characteristics such 
as unpredictability, ergodicity and sensitivity to initial conditions. They are dynamical sys-
tems that are unpredictable and resemble noise [29]. These characteristics provide a close 
relationship between chaotic dynamical systems and cryptosystems. The sensitivity to ini-
tial conditions property of chaos systems is used for keys in cryptosystems while the topo-
logical transitivity property which ensures the ergodicity of chaos maps, is related to the 
diffusion property of cryptosystems [20]. The behaviour of a chaos system is predictable 
if the initial condition and the control parameter are known to attackers. As long as attack-
ers are ignorant about these, the system appears to be random. This random behaviour is 
employed to provide confusion and diffusion within the cipher image, thereby enabling 
secure transmissions over unprotected communication channels. Encryption algorithms 
based solely on chaos, however do not always provide sufficient robustness [22], due to 
weak diffusion functions, weakness against chosen and known plaintext attacks and poor 
statistical characteristics of some chaos maps [7, 14, 24]. The security of most chaos-based 
cryptosystems is not justified [4]; most of them are slow in nature, some have small key 
spaces, some require considerable iteration steps and others have inappropriate key stream 
generation defects [4]. This has led to mergers between chaos and other theories such as 
deoxyribonucleic acid (DNA) computing for designing cryptosystems [26, 28]. Neverthe-
less, some of these mergers have also been found insecure particularly against chosen-
plaintext attacks [16, 18]. Some have been found to be insensitive to changes in plain image 
or secret key, while others have fixed encoding and decoding rules [15, 17, 37].

The efficiency of both low and high dimensional nonlinear systems play an important 
role in hardware implementations of encryption algorithms [21]. Despite some associated 
disadvantages when used in encryption, the low-dimensional nonlinear systems are the 
more attractive ones that have been widely used in generating pseudorandom key streams 
in image cryptosystems because the high-dimensional ones require more computational 
power, time and resources. Their discreteness, simple structure, less arithmetic operations, 
high output processing and relatively easier implementations in digital systems make the 
low-dimensional systems more attractive for particularly image cryptosystems. Conse-
quently, approaches that enhance the efficiency of the low-dimensional systems when used 
in encryption is beneficial.

We examine the bifurcation diagrams of the Bernoulli shift map and the Zigzag map as 
pseudo-random number generators and deploy them in combination with DNA coding in a 
novel image encryption scheme that meets state-of-the-art standards. The chaotic systems 
are used to generate two separate key matrices. The key matrices and the plain image matrix 
are encoded into DNA sequences using logistic map based selected DNA rules. The DNA 
XOR algebraic operation is performed between the DNA key sequences and the DNA image 
sequence in an alternating pattern to achieve a high level of diffusion. The diffused image is 
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then decoded to produce the cipher image. Our system specifically aims at using one round of 
the diffusion process to achieve robust encryption that meets modern imaging security stand-
ards. The rest of the paper is organized as follows: In Sect. 2, we give overviews of the chaos 
maps and DNA computing. We introduce our proposed scheme in Sect. 3, discuss experimen-
tation and results in Sect. 4 and finally conclude in Sect. 5.

2 � Preliminaries

Brief overviews of the chaos maps (Bernoulli shift map, zigzag map, logistic map) and DNA 
coding are presented in this section. We adopt the analysis reported in [13] for the Bernoulli 
shift map and the zigzag map.

2.1 � Bernoulli Shift Map

A dyadic transformation dt ∶ [0, 1) → [0, 1)∞      v ↦
(
v0, v2,…

)
 which is produced by 

v0 = v    ∀i ≥ 0, vi+1 =
(
2vi

)
mod 1. gives an example of how simple 1-dimensional maps 

could result in chaotic behaviours.
The Bernoulli shift map is defined by two linear functions as:

Equation (1) could be rewritten as

where v0 is the initial condition, � is the control parameter of the stochastic properties of 
the chaotic system and r is a scale factor which increases or decreases the product �vi and 
limits the output values within the range [−r, r].

Figure 1 is the bifurcation diagram for the bernoulli shift map for r = 1 . It can be seen 
from the diagram that when � ∈ [0, 1) there is an oscillation between two fixed points. When 
� = 1 it is unstable and when � ∈ (1, 1.4] , there is a nonuniform distribution in the output 
values of the system. The distribution improves when � approaches 1.4 and eventually when 
� ∈ [1.4, 2) , the greatest dispersion in the output values is produced. It is clear from the figure 
that for � ∈ [1.4, 2) , the output values cover the entire range of [−1, 1] . For � ≥ 2 , the system 
is unstable and its output tends to infinity for large i values [13].

Obviously, when we take v0 values within [0.5, 1) and � values within (1.5, 2) we get a sig-
nificant chaotic distribution for our encryption scheme.

2.2 � Zigzag Map

The zigzag map is mathematically expressed as:

(1)vi+1 =

{
𝜇vi − r, if vi ≥ 0

𝜇vi + r, if vi < 0

(2)vi+1 = �vi − r sign(vi)

(3)xi =

⎧
⎪⎪⎨⎪⎪⎩
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�
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2

���
�
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where x0 is the initial condition and � is the control parameter. Figure 2 is the bifur-
cation diagram for the zigzag map. As shown in the diagram, when |𝜔| < 1 , the system’s 
behaviour is not chaotic but when � ∈ (2, 1), (1, 2), [3, 2) and (2, 3] the system’s behav-
iour is chaotic.

In our proposed system, we take � ∈ (2, 3].

Fig. 1   Bifurcation diagram of the Bernoulli shift map

Fig. 2   Bifurcation diagram of the Zigzag map
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2.3 � Logistic Map

The logistic map is a polynomial mapping of degree 2. Often, it is cited as a typical exam-
ple of how very simple non-linear dynamical systems can result in complex chaotic behav-
iours [6]. It is one of the simple systems that exhibit order to chaos transition and have 
many features required of a pseudorandom number generator (PRNG) [25]. For the largest 
value of its control parameter, the logistic map has the ability to generate an infinite chaotic 
sequence of numbers. When compared to the usual congruential random generators which 
are periodic, the logistic random number generator is infinite, aperiodic and not correlated 
[3].

It is mathematically given as:

where the control parameter � ∈ (0, 4) , the initial condition y0 ∈ (0, 1) and i is the itera-
tion. The logistic map is in a chaotic condition when the control parameter is [3.57, 4.0]. In 
our scheme, we use the logistic map to select the DNA encoding and decoding rules due to 
its high speed. The bifurcation diagram of the logistic map is shown in Fig. 3

2.4 � DNA Computing

In recent years, DNA sequence has become extremely useful for basic biological 
research, and in diverse applied fields such as diagnostic, forensics, biological systemat-
ics [10] and information security. The properties of DNA such as huge storage, massive 
parallelism, big information density and low power consumption [36] have made them 
attractive candidates for encryption schemes. DNA sequence is made up of four bases: 
Adenine (A), Thymine (T), Guanine (G) and Cytosine (C). Among these bases, A and T 
are complementary to each other while G and C are complementary to each other [26]. 
That is, the purine Adenine always pairs with the pyrimidine Thymine and the purine 

(4)yi+1 = �yi
(
1 − yi

)

Fig. 3   Bifurcation diagram of the logistic map
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Guanine always pairs with the pyrimidine Cytosine, according to the rules of base pair-
ing by Watson and Crick [34] as shown in Table 1.

In the binary system, 0 and 1 are complementary, 00 and 11 are complementary 
while 01 and 10 are also complementary. Mapping the two-bit binary system to the 
DNA bases, 24 rule sets can be obtained [26]. Among these 24 rules, only 8 satisfy the 
Watson-Crick base pairing rules. A can only bond with T and C can only bond with G. 
Based on this, DNA-based computing uses only 8 sets of encoding and decoding rules 
[28] as shown in Table 2.

Addition, subtraction and XOR algebraic operations can be performed on DNA 
sequences. These DNA algebraic operations are employed to enhance the diffusion 
phase in encryption. Table 3 shows the XOR operation which is used in our proposed 
system.

Using the DNA coding, each 8-bit pixel of a gray scale image can be expressed 
as a DNA sequence of length 4. Taking a pixel of gray level 25 for instance, its 8-bit 
binary sequence is (00011001). Using DNA encoding rule 6 from Table 2, (GTAT) is 
obtained. Decoding (GTAT) with the same rule 6 gives (00011001). Any other rule used 
to decode (GTAT) will give a different binary value. For instance using rule 8 to decode 
(GTAT) gives us (01001100) which is 76 in decimal. This obviously changes pixel val-
ues to bring about obscurity in the cipher image. Taking two DNA sequences (ATTC) 

Table 1   Watson crick’s complementary rule

1 C (00) G (11) A (01) T (10) 5 A (00) T (11) C (01) G (10)
2 C (00) G (11) A (10) T (01) 6 A (00) T (11) C (10) G (01)
3 G (11) C (00) A (01) T (10) 7 A (11) T (00) C (01) G (10)
4 G (11) C (00) A (10) T (01) 8 A (11) T (00) C (10) G (01)

Table 2   DNA encoding and 
decoding rules

Rules A T C G

Rule 1 00 11 01 10
Rule 2 00 11 10 01
Rule 3 01 10 00 11
Rule 4 10 01 00 11
Rule 5 01 10 11 00
Rule 6 10 01 11 00
Rule 7 11 00 01 10
Rule 8 11 00 10 01

Table 3   DNA XOR operation XOR A G C T

A A G C T
G G A T C
C C T A G
T T C G A
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and (GAGT), performing the XOR operation on them results in (GTCG), performing the 
same XOR operation on (GTCG) and (GAGT) gives back (ATTC) and the same opera-
tion on (GTCG)and (ATTC) gives back (GAGT). These reversible operations make it 
possible to reverse the diffusion operation in encryption.

3 � Proposed Scheme

Our proposed scheme uses two chaos maps to generate two different key matrices and DNA 
algebraic XOR operation for diffusion. The user inputs the plain medical image, a 16-char-
acter ASCII string and the initial condition and control parameter of the logistic map. An 
MD5 hash value of 128 bits is obtained from the plain image matrix and used to generate 
the initial condition and control parameter of the zigzag map, which is used to produce 
one of the key matrices. The last two characters of the hash value are used to replace the 
first two and last two characters of the ASCII string to obtain a new string. This is done to 
ensure that, slight changes in pixels of the plain image will result in significant changes 
in the cipher image. The new string is used to generate the initial condition and control 
parameter of the Bernoulli shift map, which is used to produce the other key matrix.

Following the approach proposed in [32], to select DNA encoding and decoding rules 
for both plain and key images, the logistic map (Eq. 4) is iterated a number of times cor-
responding to the number of rows in the image matrix. At every iteration, one DNA 
coding rule (out of the 8 as in Table 2) which corresponds to the y value at that iteration 
level is selected. The selected rule is then used to encode all pixels on that row. This 
continues until all rows in the image are covered. After both key matrices and the plain 
image matrix are encoded into DNA sequences a diffusion operation using the DNA 
XOR operation is carried out. The diffusion is done by an alternating application of the 
two keys on row basis. The diffused image is then decoded (also randomly on row basis 
just as in the encoding phase ) to produce the cipher image. The reverse of the encryp-
tion process decrypts the image into its plain form. The block diagram of the proposed 
scheme is shown in Fig. 4.

3.1 � Encryption

3.1.1 � Key One Generation

Step 1	� Get the matrix of the plain image I and its dimensions M and N
Step 2	� Get the number of rows L for the key image 

Step 3	� Perform a message digest algorithm 5 function on I to obtain a 128 bit hash value 
(32 character hexadecimal string) 

Step 4	� Convert the hexadecimal characters H into their binary digit representations to 
obtain the 128-bit stream 

(5)L =
1

2
×M

(6)H = h1, h2, h3,… , h32
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Step 5	� Take the first 96 bits of B and put them into 4 blocks q1, q2, q3, q4 of 24 bits each 
and perform the following operations: 

	� where n = {1, 2, 3, 4}

Step 6	� Using q5 derive the initial value x0 of the zigzag map as 

Step 7	� Use the last 32 bits of B (i.e. b97,… , b128 ) to obtain the control parameter � of the 
zigzag map as 

(7)B = b1, b2, b3,… , b128

(8)qn =

24∑
i=1

(
bi × 2i

)

(9)q5 =
((
(q1 ⊕ q2)⊕ q3

)
⊕ q4

)

(10)x0 = 0.50001 + mod
((
q5
/
232

)
, 1
)

(11)q6 =

32∑
i=1

(
bi × 2i

)

(12)� =2.009 +
(
mod

(
q6, 2

))

Fig. 4   Block diagram of proposed scheme
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Step 8	� Iterate Eq. (3) LN times using x0 and � to generate the chaos sequence X where L 
is half the height (i.e. number of rows) and N the width (i.e. number of columns) 
of the plain image.

Step 9	� Convert the chaotic sequence 

	� into integer sequence to produce the key image 

	� as 

	� where ki is a pixel and ki ∈ K

3.1.2 � Key Two Generation

Step 1	� Input 16 character ASCII string 

Step 2	� Take the last two hexadecimal characters in H as in Sect. 3.1.1 (i.e. h31, h32 ∈ H ) 
and use it to substitute the first and last two characters of A

	� For the purposes of convenience, we rewrite A′ as 

Step 3	� Convert the first 4 characters (i.e. g1,… , g4 ) of G into their hexadecimal form 

Step 4	� Add the hexadecimal values as 

Step 5	� Convert the 5th to 8th characters (i.e. g3,… , g8 ) of G into their 8-bit binary val-
ues to obtain �1

Step 6	� Add the elements in �1 as 

X =
{
x1, x2, x3,… , xLN

}

K =
{
k1, k2, k3,… , kLN

}

(13)ki = mod
(
floor

(
xi × 1014

)
, 256

)

(14)A = a1, a2, a3,… , a16

(15)A� = h31, h32, a3,… , a14, h31, h32

(16)G = g1, g2, g3,… , g16

(17)Z = z1, z2,… , z8

(18)�1 =

(
8∑
i=1

(
zi
)
10

)/
128

(19)�1 = d1, d2,… , d32

(20)�2 =

(
32∑
i=1

(
di × 2i

))/
232
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Step 7	� Calculate the initial condition of the Bernoulli shift map as 

Step 8	� Convert the last 8 characters (i.e. g9,… , g16 ) of G into their binary values to 
obtain 

Step 9	� Put �2 into two blocks of 32 bits each and obtain �3 and �4 as follows: 

	� where n = {3, 4}

Step 10	� Obtain the control parameter of the Bernoulli shift map as 

Step 11	� Iterate Eq. (1) LN times using v0 and � to generate the chaos sequence S
Step 12	� Convert sequence S =

{
s1, s2, s3,… , sLN

}
 into integer sequence to produce the 

key image 

	� as 

	� where pi is a pixel and pi ∈ P

3.1.3 � Diffusion

Step 1	� Read in the plain image I
Step 2	� Get the dimensions M and N of I and generate the key matrices K and P as in 

Sects. 3.1.1 and 3.1.2
Step 3	� Using the initial condition y0 and parameter � iterate Eq. (4) M times where M is 

the number of rows of the image
Step 4	� For each iteration, preprocess y as 

Step 5	� Choose the DNA encoding rule based on the new value of y and encode the pixels 
on the row with the selected rule to obtain the DNA sequence of the pixels on the 
row

Step 6	� Repeat step 5 for each member of M (i.e. each row) to get the DNA sequence I� ′ 
of I

Step 7	� Repeat steps 3 to 6 L times each for K (i.e. key matrix one) and P (i.e. key matrix 
two) to get the DNA sequence K� of K and P� of P respectively

(21)v0 = mod
((
�1 + �2

)
, 1
)

(22)�2 = e1, e2,… , e64

(23)�n =

(
32∑
i=1

(
ei × 2i

))/
232 + 1

(24)� = 1.5 + mod
(
�3 + �4, 1

)
× 0.01

P =
{
p1, p2, p3,… , pLN

}

(25)pi = mod
(
floor

(
si × 1014

)
, 256

)

(26)y = floor(y × 7) + 1
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Step 8	� Perform the DNA algebraic XOR operation between the rows in I� ′ and their cor-
responding rows in K� and P� in an alternating manner as illustrated in the block 
diagram (i.e. Fig. 4) to get Q� as 

Step 9	� Repeat steps 4 to 6 to select DNA decoding rules and decode Q� to get the cipher 
image Q.

3.2 � Decryption

The reverse operation of the encryption process decrypts the cipher image to its exact origi-
nal form. With the decryption process, the cipher image, the 16-bit ASCII string, the MD5 
hash value of 128 bits represented by 32-hexadecimal string, the initial condition and control 
parameter of the logistic map are taken as inputs. The two key matrices are generated follow-
ing the steps in 3.1.1 and 3.1.2. The reverse of steps used during the diffusion process as in 
3.1.3 are followed to reverse the diffusion to obtain the deciphered image.

4 � Experimentation and Results

4.1 � Experimental Setting

We experiment our proposed scheme on a personal computer with intel core i5, 2.6GHz CPU, 
4GB memory, windows 10 and MATLAB 2016b. We use a number of gray scale images (of 
bit depth 8) of different imaging modalities and sizes in the experiment. Images with dimen-
sions ( 256 × 256 ) and ( 512 × 512 ) are presented in this paper. An external ASCII string 
K = �zz8dEg5fHYJZYD9Q� is used for all the test images and initial condition y0 = 0.667 
and control parameter � = 3.999 are used to control the logistic map. Statistical, differential 
and key analyses are carried out to assess the security strength of the proposed scheme.

4.2 � Statistical Analysis

We carry out statistical analyses to verify the robustness of the proposed scheme. This is 
done by histogram analysis, correlation analysis and entropy analysis of both plain and 
cipher images. Shannon [30] indicated the possibility of security breaches on many kinds of 
encryption schemes through statistical analysis on the correlation of adjacent pixels and their 
histograms.

4.2.1 � Histogram Analysis

An efficient image encryption should produce a uniform histogram distribution of the cipher 
image in order to make it impossible for attackers to extract any meaningful information from 
it. This is because the image histogram reveals the pixel value distribution within the image. 
Results of four of our test images are shown in Fig. 5. It is evident from the figure that the pro-
posed scheme distributes pixels in the cipher image uniformly and as such, is robust against 
statistical attacks.

(27)Q𝛿 = I𝛿 ⊕
{
K𝛿 ∪ P𝛿

}
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4.2.2 � Correlation Analysis

The correlation coefficients of adjacent pixels of an image give information about the content 
of the image. In images, the horizontal, vertical and diagonal correlations between adjacent 
pixels are very high. To resist statistical attacks, cipher images must reduce or totally break 
these relationships among the adjacent pixels. The correlation coefficients among adjacent 
pixels is calculated with Eqs. (28), (29), (30) and (31) [9].

(28)E(x) =
1

N

N∑
i=1

xi

(29)D(x) =
1

N

N∑
i=1

(
xi − E(x)

)2

Fig. 5   Histograms of plain and cipher medical images; CT and MRI (256 × 256), ultrasound and X-ray 
(512 × 512)
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where x and y are the gray scale values of two adjacent pixels of the image, D(x) is 
the variance, cov(x, y) is the covariance and E(x) is the mean. We randomly selected 
2000 pairs of adjacent pixels from both original and encrypted images and calculated 
their horizontal, vertical and diagonal correlation coefficients. Figure 6 shows the cor-
relation coefficient distributions of plain and cipher CT scan and ultrasound images. It 
is evident from the figure that the proposed scheme sufficiently breaks the correlation 

(30)cov(x, y) =
1

N

N∑
i=1

(
xi − E(x)

)(
yi − E(y)

)

(31)rxy =
cov(x, y)�

D(x) ×
√
D(y)

Fig. 6   Correlation analysis of: a CT scan (256 × 256) and b ultrasound (512 × 512) images

Table 4   Correlation analysis results

Test image Correlation coefficient

Plain Cipher

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

CT Scan (256 × 256) 0.9753 0.9745 0.9558 − 0.0016 0.0043 − 0.0061
MRI (256 × 256) 0.8929 0.8953 0.8378 − 0.0037 −0.0017 0.0009
Ultrasound (256 × 256) 0.9896 0.9767 0.9689 − 0.0025 −0.0011 − 0.0014
X-Ray (256 × 256) 0.9938 0.9977 0.9908 0.0022 − 0.0034 0.0043
CT scan (512 × 512) 0.9955 0.9949 0.9904 − 0.0035 0.0019 − 0.0031
MRI (512 × 512) 0.9851 0.9856 0.9694 − 0.0009 0.0007 0.0004
Ultrasound (512 × 512) 0.9927 0.9876 0.9812 − 0.0022 0.0028 − 0.0016
X-ray (512 × 512) 0.9798 0.9906 0.9713 0.0011 − 0.0005 0.0002
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among adjacent pixels; hence can resist statistical attacks. Table 4 gives the values of 
the correlation analysis.

4.2.3 � Information Entropy

Information entropy is a mathematical property that reflects the randomness and the 
unpredictability of information [30]. It is given as

where N is the total number of symbols mi ∈ m ; p
(
mi

)
 denotes the probability of occur-

rence of symbol mi and log represents the base 2 logarithm. It measures the randomness of 
the encryption. If there are 256 possible outcomes of the 8-bit message m with equal prob-
ability, the message origin is said to be random in which case H(m) is equal to 8, the ideal 
condition. In Table 5, we show the entropy values of plain and cipher images using our 
scheme. It is clear from the table that our results are very close to the ideal condition. This 
is evident that there is negligible information leakage during encryption; hence our scheme 
has strong resistance against entropy attacks.

4.3 � Contrast Analysis

The difference of brightness between light and dark parts in an image is referred to as the 
contrast of the image. It is interpreted visually as the spread of the brightness histogram of 
the image. The contrast is given as [33]

where g(i, j) is the number of gray-level co-occurrence matrices. In Table 5, we show the 
results of our contrast analysis on the test images.

(32)H(m) =

2N−1∑
i=0

p
(
mi

)
log

1

p
(
mi

)

(33)C =
∑
i,j

|i − j|2g(i, j)

Table 5   Information entropy and 
contrast analysis

Test image Information entropy Contrast

Plain image Cipher image

CT Scan (256 × 256) 4.0394 7.9972 8.7977
MRI (256 × 256) 6.9381 7.9969 8.8002
Ultrasound (256 × 256) 6.6943 7.9972 8.7902
X-Ray (256 × 256) 5.7693 7.9970 8.8078
CT scan (512 × 512) 7.2220 7.9993 8.8030
MRI (512 × 512) 5.9052 7.9993 8.8281
Ultrasound (512 × 512) 5.8704 7.9993 8.8281
X-Ray (512 × 512) 7.5373 7.9993 8.7940
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4.4 � Differential Analysis

Sensitivity of cipher images to slight changes in plain images is one way to measure the 
resistance of image encryption algorithms to differential cryptanalysis. The two metrics 
used are the Number of Pixel Change Rate (NPCR) and Unified Average Changing Inten-
sity (UACI) which are defined as

and

where C1 and C2 are two encrypted images which have one pixel difference in their cor-
responding plain images. C2(i, j) are their pixel values and W and H represent their widths 
and heights. An attacker would inverse a pixel in the plain image and observe the cor-
responding change in the cipher image. If the changes in the plain image do not lead to 
non-uniform changes in the cipher image, the differential attack fails [10–12]. In Table 6, 
we show the NPCR and UACI values of our experiment. It is clear from the table that the 
proposed scheme is robust against differential attacks.

4.5 � Key Analysis

Key space and key sensitivity analyses are used to evaluate the key strengths of encryption 
algorithms.

4.5.1 � Key Space

Our scheme uses an input key of 16 character ASCII string, which is made up of 128 bits 
and an MD5 hash value of 32 character hexadecimal string made up of 128 bits to generate 
the initial conditions and control parameters of the Bernoulli shift map and the zigzag map. 

(34)NPCR =
1

W × H

(∑
i,j

D(i, j)

)
× 100%

(35)UACI =
1

W × H

(∑
i,j

||||
C1(i, j) − C2(i, j)

255

||||

)
× 100%

Table 6   NPCR and UACI values Test image NPCR UACI

CT Scan (256 × 256) 0.9964 0.3343
MRI (256 × 256) 0.9960 0.3339
Ultrasound (256 × 256) 0.9960 0.3364
X-Ray (256 × 256) 0.9960 0.3351
CT Scan (512 × 512) 0.9961 0.3351
MRI (512 × 512) 0.9962 0.3353
Ultrasound (512 × 512) 0.9960 0.3351
X-Ray (512 × 512) 0.9961 0.3348
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In addition, the system takes in as input, user specified initial condition and control param-
eter for the logistic map. These make up the set for the key space of our scheme. The com-
putational precision of the 64-bit double precision number is about 10−15 , according to the 
IEEE floating-point standard [35]. For an effective encryption scheme, the key space size 
should not be smaller than 2100 in order to resist brute-force attacks [2]. If a precision of 
10−16 is assumed, the secret key space for our scheme is more than 2256 which is adequate 
to resist brute-force attacks.

4.5.2 � Key Sensitivity

Key sensitivity ensures that partial guesses of the key aimed at decrypting the cipher image 
is unsuccessful. With the incorrect keys, the guessed key should not provide any pat-
tern of information in the wrongly decrypted image. In other words, if two different keys 
are used to encrypt the same plain image, the resulting cipher images must be different. 
Based on this, we made slight changes in the seed key from K = zz8dEg5fHYJZYD9Q to 
K = zz8FEg5fHYJZYA9Q and in the hash value for decrypting the same cipher image to 
see the effect. In Fig. 7 we show the resulting images. It is evident from the figure that if 
the wrong key is applied to decrypt the image, the resulting image still shows no pattern in 
the original image.

4.6 � Computation and Complexity Analysis

In our proposed encryption scheme, the computational cost depends on the diffusion opera-
tions needed for encryption. Our scheme uses one round of diffusion to encrypt an image. 
The time consuming part includes the number of floating-point operations �

(
2 ×M × N

/
2
)
 

used to generate the chaotic sequences in the Bernoulli shift and zigzag maps, and the 
DNA encoding and decoding operations. With an M × N image size for gray scale images, 

Fig. 7   Key sensitivity test using CT scan: a plain image, b cipher image, c decrypted image with wrong 
key, d decrypted image with correct key
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the complexity for DNA coding is �(M × N) . Furthermore, the XOR operations between 
encoded image and key matrices on row basis has a complexity of �(2 ×M × N).

4.7 � Comparative Analysis

The performance of encryption algorithms is largely dependent on various factors includ-
ing memory size, CPU structure, operating system, programming language , programming 
skills, e.t.c. As such, comparing algorithms using different experimentation environments 
might not be very accurate. Notwithstanding, we compare our scheme with some algo-
rithms using CT scan image of size 256 × 256 . Table 7 gives a summary of our compari-
son. It is clear from the table that our algorithm meets state-of-the-art standards. This is 
further evident when compared to results reported in other works including [5, 12, 15]. 
Besides, the architecture of our scheme makes it possible to implement it using a parallel 
approach so as to improve performance; which is not possible with most existing methods.

4.8 � Application to Colour Medical Images

We apply our proposed scheme to encrypt true colour medical images. With the colour 
images, the red, green and blue (RGB) channels are extracted and encrypted separately 
as gray images using the same ASCII string (as used for gray scale images) and the MD5 
hash value of the colour image (full image) as initial seeds for each channel. The encrypted 
channels are then recomposed into the encrypted colour image. We herein summarize our 
experimental results using an image of dimensions 256 × 256.

4.8.1 � Histogram Analysis

We analyse the histograms of the full image and the three colour channels. From the graphs 
in Figs. 8 and 9 it is clear that, our scheme evenly distributes pixels in a true colour image, 
hence is robust against statistical attacks.

4.8.2 � Correlation Analysis

To resist statistical attacks, cipher images must reduce or totally eliminate correlations 
between the adjacent pixels of the various channels of the true colour image. This eventu-
ally results in similar reduction or elimination of correlations in the true colour image. The 

Table 7   Comparative analysis

Method Metric

Correlation coefficient NPCR UACI Entropy

Horizontal Vertical Diagonal

Proposed − 0.0016 0.0043 − 0.0061 0.9964 0.3343 7.9972
Wang et al. [31] 0.0038 0.0094 − 0.0189 0.6577 0.1874 7.9932
Dridi et al. [8] 0.0015 0.0026 0.0011 0.9951 0.3342 7.9951
Parvees et al. [23] 0.0067 − 0.0026 0.0032 0.9964 0.3335 7.8917
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correlation analysis results are given in Table 8. It is clear from the table that, our scheme 
breaks the correlation between adjacent pixels in colour images as well, thus it can resist 
statistical attacks.

Fig. 8   Histograms of plain, cipher and deciphered true colour images

Fig. 9   Histograms of plain and cipher RGB channels
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4.8.3 � Differential Analysis

To measure the resistance of our scheme to differential cryptanalysis when applied to col-
our images, we made a slight change in the plain colour medical image before extracting 
the different channels for encryption. We then measured the NPCR and UACI of the RGB 
channels. The results, as given in Table 9 show that the scheme provides resistance to dif-
ferential attacks when applied to colour images.

4.8.4 � Information Entropy

We test for the randomness and the unpredictability of information of cipher colour images 
by testing the different colour channels. As seen from Table 9, the entropies of all channels 
are close to 8 , the ideal value. Hence our scheme is resistant to entropy attacks when used 
for colour images.

5 � Conclusion

We have proposed a medical image encryption scheme based on hybrid chaotic DNA dif-
fusion in this paper. The scheme combines multiple chaotic systems, MD5 hash function 
and DNA XOR algebraic operation. Two chaotic systems are first used to produce two 
encryption key matrices driven by an external key and a hash value of the plain image. 
This makes the key sequences partly dependent on the plain image, thus resulting in sig-
nificant changes in cipher images when there are small changes in the plain image. The key 
matrices and the image matrix are encoded into DNA sequences followed by a row-by-row 
DNA diffusion operation in an alternating pattern of key application. The DNA encod-
ing and decoding rules are randomly determined by a chaotic system. Experimental results 
have demonstrated our scheme’s robustness against various forms of attack and is com-
parable to state-of-the-art medical imaging security standards. Based on the architecture 

Table 8   Correlation values of true colour image

Image Correlation coefficient

Plain Cipher

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

Red channel 0.9926 0.9926 0.9872 − 0.0027 − 0.0031 0.0010
Green channel 0.9861 0.9878 0.9787 − 0.0037 − 0.0034 0.0051
Blue channel 0.9799 0.9826 0.9701 − 0.0021 0.0005 0.0054

Table 9   Information entropy, 
NPCR and UACI

Image channel Information entropy NPCR UCAI

Plain Cipher

Red channel 7.5790 7.9976 0.9961 0.3337
Green channel 7.5249 7.9972 0.9961 0.3337
Blue channel 7.7145 7.9968 0.9961 0.3340
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of our scheme, we explore its applicability in a parallel approach in the future to enhance 
performance.
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