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Abstract
The widespread use of wireless sensor devices and their advancements in terms of size, 
deployment cost and user friendly interface have given rise to many applications of wire-
less sensor networks (WSNs). WSNs need to utilize routing protocols to forward data sam-
ples from event regions to sink via minimum cost links. Clustering is a commonly used 
data aggregation method in which nodes are organized into groups in order to reduce the 
energy consumption. However, in clustering protocols, CH has to bear an additional load 
for coordinating various activities within the cluster. Therefore, proper CH selection and 
their load balancing using efficient routing protocol is a critical aspect for the long run 
operation of WSN. In this paper, a tree based clustering approach named threshold-sensi-
tive energy-efficient tree-based routing protocol is proposed using enhanced flower pollina-
tion algorithm to extend the operational lifetime of the network. Analysis and simulation 
results show that the proposed algorithm significantly outperforms competitive clustering 
algorithms in terms of energy consumption, stability period and system lifetime.

Keywords  EFPA · FPA · WSN · Network lifetime · Stability period

1  Introduction

Wireless sensor networks (WSNs) are formed by a collaboration of sensors through data 
sensing, processing, and wireless communication among the sensor nodes. These networks 
are organized for sensing event-driven information and transmitting it to the base station 
(BS) for in-depth evaluation [1]. WSNs have delivered beneficial outcomes in several 
applications such as environmental monitoring, surveillance missions, health monitoring, 
home automation, target tracking, traffic monitoring, fire management, agriculture moni-
toring, industrial failure detection, and energy management [2]. WSNs are often deployed 
in the form of thousands of nodes in remote and hostile areas which are inaccessible or 
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unsafe for humans. Therefore, the formation of autonomous and energy efficient network 
among the sensor nodes becomes vital to ensure prolonged network lifetime and controlled 
energy depletion [3].

Energy efficiency is directly related to effective data routing wherein cluster of nodes is 
formed to reduce the energy consumption and control overhead while limiting the interfer-
ence among the sensor nodes [4]. Generally, the energy is consumed during data sensing, 
processing, and transmission. Among these activities, data transmission consumes the most 
energy [5]. Thus, efficient data forwarding and processing techniques must be developed to 
extend the network lifetime. One possible solution is to use in-network data aggregation 
schemes [4]. This approach reduces a significant number of data packets transmitted during 
the network operation by aggregating data at intermediate nodes and thus helps in band-
width and energy savings. Data aggregation involves combining data from various sources 
so that aggregated information is received at the base station and circulation of redundant 
information is eliminated. For execution of common tasks, the nodes within the network 
must communicate with each other or through intermediate nodes [6].

To develop a data aggregation scheme, three main constituents of data aggregation 
should be considered. First, the aggregation function used by the protocol. Second, data 
aggregation scheduling which defines the waiting period before a node aggregates and for-
wards the received data. Third, the routing scheme which defines the routing protocol used 
to send the aggregated data towards the sink by generating a network structure [1]. This 
paper focuses on the routing scheme of data aggregation which potentially optimizes the 
routing procedure by utilizing the available processing capability of the intermediate sen-
sor nodes. The aggregation task in our network is achieved by formation of tree-based data 
aggregation in a three-level hierarchy. This reduces the processing and communication cost 
for randomly distributed nodes.

The rest of this paper is organized as follows: in Sect. 2, the related works are discussed. 
In Sect. 3 and 4, flower pollination algorithm (FPA) and enhanced FPA (EFPA) algorithms 
are outlined respectively. In Sect. 5, the proposed methodology and strategy are presented 
in detail. Section 6 discusses the performance of the proposed algorithm by comparing it 
with other approaches. Finally, in Sect. 7, conclusions are drawn and possible future direc-
tions are described.

2 � Related Work

The main operational sustainability concern in WSN is its energy resource constraint. A 
great number of energy efficient routing protocols have been proposed in recent years for 
WSNs based on the network organization and the routing protocol operations. Some of 
these focused on minimizing the communication distance to reduce the energy consump-
tion and a handful of them focused on fair energy distribution to avoid the routing hole (hot 
spot) problems [1–4].

Based on the logical structure, the routing protocols are divided into two categories. The 
first category is flat routing, in which the role of each node in the network is same and there 
are no special nodes. The advantage of this type of protocols is their robustness. The other 
category is hierarchical-based routing. One of the most classical paradigms of hierarchical-
based routing is the clustering, in which cluster is an infrastructure and nodes play different 
roles. This method involves division of network into small sets of nodes called clusters. 
Within each cluster, the hierarchy is divided into a cluster head (CH) node and member 
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nodes [3]. The data from the member nodes is collected by the CH. Then, the data is aggre-
gated and forwarded to the upstream node. LEACH [6] and HEED [7] are two classic mod-
els of clustering. They differ in the selection method of CH. LEACH is formulated on the 
assumption that energy of all nodes is equal during the election while HEED considers the 
variation of energy in nodes to optimize the network lifetime.

Hierarchal routing protocols are energy efficient compared with flat routing proto-
cols. The advantage of hierarchal approach is to control the data duplication and is best 
suited for data aggregation. Several hierarchal based energy efficient routing protocols 
have been referred to in the literature such as TEEN [8], APTEEN [9], SEP [10], DEEC 
[11], LEACH-DT [12] etc. LEACH [6], TEEN [8] and APTEEN [9] protocols are based 
on random CH selection. These protocols select CH based on a random acquired value. 
If this value is less than a certain threshold, the nodes will be the CH. Because of the ran-
domness during the selection, the selected CH is prone to be distributed improperly and 
unevenly. This could cause the uneven distribution of the traffic flow in different cluster 
head nodes. One of the direct consequences is that some CHs exhaust energy, therefore, 
the performance of the entire network is affected. Many LEACH-type schemes are applied 
in homogeneous WSNs. In homogenous sensor networks, sensor nodes cannot adapt to the 
presence of heterogeneity when the network is in operation. As a result, these nodes which 
consume more energy will die first, and as a result LEACH-type protocols turn out to be 
unstable. A number of variants to LEACH protocol are stated in literature based on hetero-
geneity [10–14], distance-based thresholds [12], multi-hopping [14, 15], deterministic CH 
selection [16] and reactive protocol [8, 9, 17, 18].

To get better performance, stable election protocol (SEP) [10] is proposed to maintain 
the hierarchical routing in WSNs where two types of nodes have their own election prob-
ability. Kumar et  al. [13] proposed an energy-efficient heterogeneous clustered (EEHC) 
protocol in the heterogeneous model. The nodes in the network are categorized into three 
levels according to their initial energy. EEHC is based on SEP, and the three types of nodes 
in EEHC have their own election probability to be CHs within a fixed time to keep the 
system stable. Mittal and Singh [17] proposed a reactive cluster-based routing protocol 
named distance-based residual energy efficient SEP (DRESEP) optimal for event driven 
applications like battlefield surveillance, forest fire detection and health care monitoring. It 
considers residual energy of nodes and their distances from BS as CH nomination param-
eters. Dual-hop communication protocol is used for data transmission between CH and BS 
(inter-cluster routing). Data aggregation is performed by CH in each cluster for the purpose 
of saving the residual energy. Mittal et al. also proposed a stable energy efficient cluster-
ing protocol (SEECP) [18] in which CHs are selected in deterministic fashion based on 
residual energy of nodes in order to balance the load effectively among nodes.

Researchers have combined the clustering scheme with the biologically inspired rout-
ing scheme to achieve longer lifetime [19–26]. Evolutionary algorithms (EAs) are used 
to handle the cluster-based problem to optimize energy consumption and prolong lifetime 
of network with heterogeneity. Evolutionary based clustered routing protocol (ERP) [21], 
energy-aware ERP (EAERP) [22], stable-aware ERP (SAERP) [23] and threshold-sensi-
tive energy efficient routing protocols (TERP) using DE [24], HSA [25] and SMO [26] are 
some of the recently developed EA based clustering algorithms. EAERP redesigned some 
significant features of EAs, which can assure longer stable period and extend the lifetime 
with efficient energy dissipation. ERP overcame the shortcomings of hierarchical cluster-
based routing (HCR) algorithm [20] by uniting the clustering aspects of cohesion and sepa-
ration error. SAERP combined the main idea of SEP and EAs with an aim to increase 
the stability period of the network. In TERP, threshold decision based communication 
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and dual-hop communication is employed for intra-cluster and inter-cluster communica-
tion respectively in order to improve the network lifetime. Each of these routing schemes 
(DETERP, HSTERP and SMSTERP) demonstrated their advantages in prolonging the life-
time of HWSNs [24–26].

In the recent past, the routing was emphasized with clustering but nowadays tree based 
routing algorithms gain attention due to inherent property of efficient routing by using dif-
ferent tree branching techniques. A tree-based routing protocol establishes and maintains 
a shared routing tree to deliver data from a source to receivers of group. Tree based pro-
tocols gives the high data forwarding efficiency and low robustness. In the chain based 
approach (another class of hierarchical-based routing), all the nodes are placed in the chain 
type fashion, one node associates with other node next to it. In the chain based approach 
token passing scheme is used, finally whole the data which is gathered and aggregated is 
send to the leader node which fuses the data and sends it to the BS [27]. It is well explained 
in Power-efficient gathering in sensor information systems (PEGASIS) approach.

Tree-based clustering (TBC) protocol is considered to be an improvement to LEACH 
[28]. It forms several clusters likewise in LEACH, and every cluster has cluster members 
associated with CH. A routing tree is constructed with the help of nodes within the cluster 
and CH is chosen as root of it. Distance information between the member nodes and root 
is used by the CH for the tree configuration. Every node is location-aware, so the distance 
between root and itself can be estimated by it. Every cluster is divided into some levels. To 
determine the level the distance between the node and root is considered. At level-0 root is 
set and a node in level L(i) will choose the node in the level L(i)-1or the node nearest to 
itself as its parent node. In two neighboring levels, the data is transferred simultaneously 
between the nodes, and each node will fuses the received data and send it to its parent 
node.

PEDAP [29] is a tree based routing protocol that makes use of minimum spanning tree. 
Minimum spanning tree leads to loop free topology which costs minimum for the transmit-
ting of data. Likewise PEGASIS, PEDAP also fuses the data and having almost the same 
network assumptions. In PEDAP, BS has to build the topography which consumes a large 
amount of energy wastage. It is because if the topography is built by BS, it should send a 
lot of information to the selected sensor nodes, including the TDMA slot information for 
each node. It also gives the proper information about which nodes will act as child nodes 
and parent nodes. This exchange of information will cause a large amount of energy wast-
age and also leads to long delay.

In [30], a tree based power saving routing protocol is constructed in which two param-
eters are considered to control the tree construction and these are: the maximum capacity 
of a node to have s number of children, and the maximum tree depth. In the construc-
tion of tree, before sending a message to the sink, a sink rooted tree must be constructed. 
To assign a logical ID for each node, a new addressing scheme is used. Nodes depth and 
neighbors depth is calculated by each node.

Tree-based Efficient Protocol for Sensor Information (TREEPSI) is proposed in that a 
root node is selected before data transmission [31]. To build tree path two ways are defined. 
One is path computation centrally by a sink, afterwards it is broadcasted. Second, the 
root node visits other nodes by employing a standard tree algorithm at the very first stage 
known as initial stage. In data transmission phase, the leaf node collects the data and this 
collected data is aggregated and send by root node to sink. This process continues until the 
root node dies and the new node is selected. The communication distance is reduced by 
using TREEPSI as compared to PEGASIS that permits it to scale back power consumption 
as much as 30% to PEGASIS.
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A General Self-organizing Tree Branching Energy Balancing Protocol (GSTEB) is 
introduced with an aim to achieve a longer network lifetime for different applications in 
WSN environment [32]. In each round, BS assigns a root node according to predeter-
mined criterion and broadcasts its identity as well as coordinates to all the sensor nodes. 
GSTEB can reconstruct the routing tree with lesser delay and low energy consumption. 
The GSTEB includes four phases: Initial phase, Tree constructing phase, Self-Organ-
ized data collecting and transmitting phase and Information exchange phase. The delay 
in GSTEB is shorter than that of the PEGASIS and PEDAP. This is because, Tree con-
structing phase in GSTEB consumes little energy and causes a shorter delay because 
the topography is built by self-Organizing in that each node is able to choose its parent 
simultaneously.

The literature presented above reveals the fact that the key objective of routing protocols 
is to prolong the network lifetime by applying efficient cluster-based, chain-based or tree-
based algorithms. However, in each of these algorithms, CHs or parent nodes bear addi-
tional workload contributed by their member nodes or leaf nodes. In this paper, an energy 
efficient tree-based routing algorithm is introduced to overcome the load balancing short-
comings of WSNs. In this, leaf nodes use threshold decision based reactive strategy for 
data transmission to parent node. Designing energy efficient tree-based routing algorithm 
is an NP-hard problem. Flower pollination algorithm (FPA) is recently developed heuris-
tics that mimics the pollination process of flowers [33] and has been successfully applied 
for antenna design problems [34, 35]. But it has been proved quantitatively and qualita-
tively in [36] that FPA has a very limited scope and its deeper analysis should be done to 
make it as a state-of the art algorithm. This analysis paves way for researchers to design 
new algorithm to improve the basic FPA as per their problem requirement. In present work, 
a newly proposed enhanced FPA (EFPA) [35] has been exploited to the best of its potential 
for solving the above load balancing problem in tree-based routing algorithm.

3 � Flower Pollination Algorithm

FPA is a novel bionic evolutionary algorithm that was first proposed by Yang [33]. The 
inspiration for FPA comes from the natural pollination process that takes place in flowering 
plants. In FPA, each flower stands for a feasible solution and the objective function value 
is regarded as the fitness value. To mimic the pollination process, there are two different 
pollination methods for each flower to choose: global or local pollination with switch prob-
ability p. The specific process is described as follows.

3.1 � Global Pollination Phase

For each individual, a random number rand is generated. If rand <  p, then global pollina-
tion should be carried out. In the global pollination process, each flower updates its posi-
tion according to the following equation [33]:

where Xt
i
 and Xt+1

i
 are the old and new positions of ith flower, respectively, Xt

best
 is the best 

flower at current iteration t, which has the best fitness value in the whole population, and � 
is the scaling factor that controls the step size of global pollination. Parameter L, the Lévy 

(1)Xt+1
i

= Xt
i
+ γL(�)

(

Xt
best

− Xt
i

)
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flight, is used as the strength of pollination in the basic FPA, and the step size ( � ) obeys the 
Lévy distribution: 

where Γ(� ) is the gamma function.

3.2 � Local Pollination Phase

If rand > p, the local pollination process should be carried out. Flower Xt
i
 obtains its new 

position Xt+1
i

 according to the difference between its old position and the position of two 
neighboring flowers Xt

p
 and Xt

q
 . This process is considered as local search, and the updating 

equation [33] is defined as

where r is drawn from a uniform distribution [0, 1], and it is considered as a local random 
walk.

After pollination is completed, the new individuals update their positions by comparing 
fitness values. If the fitness of Xt+1

i
 is better than that of Xt

i
 , the new position of ith flower 

will be replaced by Xt+1
i

 . Otherwise, ith flower remains at Xt
i
 .

4 � Enhanced Flower Pollination Algorithm

FPA due to its linear nature has gained interest among researchers and large number of 
improvements in its basic form as been done since its inception. Enhanced flower pollina-
tion algorithm was one such algorithm proposed in the recent past [35]. This algorithm 
aims at achieving enhanced performance by balancing the exploration and exploitation 
capabilities of the basic FPA. Exploration has been enhanced by inclusion of heavy tailed 
Cauchy based global pollination, exploitation has been improved by modified local pollina-
tion inspired from experience of current best solution and a balance between both of these 
phenomenon is achieved by use of dynamic switch probability. The major modifications 
are discussed as below:

In global pollination phase, instead of Lѐvy flight based step size, highly directed and 
heavy tailed Cauchy based step size is used. This step size due to its heavy tailed distribu-
tion is better at exploring the search space and also allows larger mutations owing for better 
convergence. The Cauchy based step size is generated from Cauchy distribution function 
given by

The Cauchy density function is given by

(2)L ∼
𝜆𝛤 (𝜆)sin(𝜋𝜆∕2)

𝜋

1

s1+𝜆
, (s ≫ s0 > 0).

(3)Xt+1
i

= Xt
i
+ r

(

Xt
p
− Xt

q

)

(4)d =
1

2
+
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�
arctan

(

�

g

)

(5)fCauchy(0,g)(d) =
1

�

g

g2 + x2
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where g is the scaling parameter and its value is taken as 1, d is a random number in the 
range of [0, 1] and � is the Cauchy random operator. This Cauchy distributed general equa-
tion of global pollination phase becomes:

The local pollination phase has been enhanced by use of two random solutions from the 
search space to update the current solution. In terms of pollinators, the fitness of new solu-
tion is improved by experience of current best solution and local random solutions. Here if 
the fitness of new solution is not better than the old solution, the new position is updated 
based on the previous solution. The equation of local pollination phase is given by:

where a and b ∈ [0, 2] are uniformly distributed random variables, Xt
j
and Xt

k
 are two 

random solutions with respect to kth and lth flower pollinator where k ≠ l . This phase, 
enhances the exploitative tendencies of FPA.

4.1 � Dynamic Switch Probability

A balance between the exploration via global pollination and exploitation via local pollination 
is achieved by use of dynamic switch probability and is taken in the range of p � [0, 1] . The 
general equation of switch probability is given by:

where t is the current iteration and maxiter is the maximum number of iterations or genera-
tion. This equation decreases the p value linearly with respect to iterations. This p value 
ensures that more extensive exploration at the initial stages and intensive exploitation 
occurs toward the end of iterations. The pseudocode for EFPA is given in Pseudocode 1.

Parent node selection in tree-based WSNs is a binary-coded problem, therefore, the basic 
EFPA cannot be used to tackle this problem. Inspired from the basic EFPA algorithm, binary 
version is used for binary optimization problems. When the position of moth is updated, to 
determine whether a node will be selected as parent node, a static threshold of 0.5 is used, as 
the following equation is used to discrete the position:

where Xi(j) indicates the j th position of i th flower.

(6)Xt+1
i

= Xt
i
+ C(�)
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Xt
best

− Xt
i
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(7)Xt+1
i
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i
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− Xt
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)

+ b
(

Xt
k
− Xt

l

)

(8)p = p −
maxiter − t

maxiter
× (0.1)

(9)Flagi(j) =

{

1, if
(

Xi(j) ≥ 0.5
)

0, otherwise
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5 � Proposed Protocol

In hierarchical-based routing protocols, sensor nodes perform different tasks such as sens-
ing, processing, transmitting, and receiving. Some of these sensor nodes called CHs or 
parent nodes, are responsible for collecting and processing data and then forwarding it to 
sink. The task of other nodes called member nodes or leaf nodes is to sense the sensor field 
and transmit the sensing data to the head nodes. Hierarchical based routing is a two-layer 
architecture, where head nodes selection is performed in the first layer and the second layer 
is responsible for routing.

In this work, EFPA based threshold-sensitive energy-efficient tree-based routing proto-
col (EFTETRP) is proposed. The aim of EFTETRP is to attain an extended network life-
time for various applications. The protocol process is divided into rounds consisting of the 
following four phases [32]: (a) Initial phase, (b) Tree constructing phase, (c) Data transmit-
ting phase and (d) Information exchange phase.

5.1 � Initial Phase

In initial phase, BS broadcasts a message to all nodes in order to make them aware 
about the timings and time slot length. When all the nodes receives this message from 
BS they will construct their residual energy level. Node then sends this packet in a 
circle having radius Rt in their allotted time slot. The neighbor nodes who can receive 
the information can store this information in their memory. The nodes that are not the 
neighbors in range Rt can put their radios off. Nodes used to maintain a table in their 
memory which can store the information regarding their neighbor nodes. After this 
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each node will sends its information to its neighbors so that neighbors can receive this 
information and store it in their memory. Each node will maintain two tables in its 
memory which contains the information of its neighbors as well as neighbor’s neighbor 
information.

5.2 � Tree Constructing Phase

After each and every round of the algorithm, BS will choose parent nodes from the sen-
sor nodes with some predefined parameters termed as fitness function using EFPA. BS 
broadcasts parent nodes ID and coordinates to each and every sensor node. Each node 
will select its parent node such that the difference between the node and its parent node 
should be shorter than the distance between itself and BS. If the above said situation is 
not satisfied then the node will choose BS as its parent node only. The node which is not 
having any child node will consider itself as a leaf node and hence the process of trans-
ferring data will start from this node.

5.3 � Data Transmitting Phase

After the construction of the routing tree, data is collected and processed to generate 
a data packet (DATA_PKT) that is transmitted to BS. Every node selects its parent by 
considering energy as well as distance optimal values. There may be many leaf nodes 
sharing one parent node in the same time slot. If all the leaf nodes try to send the data 
to the parent node at the same time, the data messages may interfere and cause rout-
ing overhead and thus decrease throughput. To avoid collisions, Code Division Mul-
tiple Access (CDMA) or Time Division Multiple Access (TDMA) techniques may be 
applied. The operation is divided into several timeslots, at the starting of every round. 
For example, in the ith timeslot, the node having its node ID i will turn on its radio and 
receives messages from the BS. Same approach is used by BS to construct the rout-
ing tree in each round. After that BS tells the sensor nodes when to receive or transmit 
the data. Leaf nodes send their sensed data to its parent node when the threshold crite-
ria is satisfied [24–26]. Parent node receives the data and send the aggregated data to 
BS. When the BS fetches all the data from the sensor nodes, the next phase will start 
(Fig. 1). 

5.4 � Information Exchange Phase

In this phase, BS collects the energy and coordinate information of all the sensor nodes. 
For each round, BS builds the routing tree and network schedule by using coordinates 
and energy information. This information is very necessary for calculating the topol-
ogy for the upcoming round in advance. As every node need to transmit data in each 
round. So energy of a node will be exhausted after some rounds which can influence the 
network topography. The BS exchange information by sending DATA_PKT to sensor 
nodes and in return receives CTRL_PKT from them.
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5.5 � Proposed Fitness Function

Let’s assume network consists of N sensor nodes which is divided into K number of 
branches, the number of candidate parent node (PN) is denoted by M (generally greater 

Move to next itera�on

Ini�aliza�on of network parameters

Ini�al loca�on allotment

Ini�al Energy allotment

Start Round

Apply EFPA to generate ini�al popula�on in the 
binary form

Define Probability to nodes to be parent nodes

Update popula�on a�er 
evalua�ng Fitness 

func�on

If Fitness decreases 
with previous 

itera�on save result

Final PNs

Perform communica�on Task

Save Results

No

Yes

Fig. 1   EFTETRP process
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than K), there can be CM
K ways of clustering.

Fitness function is defined as:

Here �, �, � C [0, 1], � + � + � = 1

In the fitness function, f1 is the ratio of the total initial sum of energy of all the sensor 
nodes in the network to the sum of the energy of parent nodes in the present round. Here, 
f1 makes sure that the parent nodes are selected from sensor nodes that have enough energy 
to achieve its task.

f2 is to minimize the maximum Euclidean average distance that shows how far a parent 
node is from its leaf nodes.

Here d
(

ni,PNj,k

)

= min∀k=1,2,3…N

{

d
(

ni,PNj,k

)}

 is the Euclidean distance which is 
smallest of all from the node ni to the PN PNj,k and BPj,k is the number of nodes in the 
branch Bk what the particles belong to Pj and this f2 the average Euclidean distance every 
PN to its all sensor nodes in the branch is smaller.

f3 is the distance ratio of the average distance from the PN to the BS and the Euclidean 
distance from the BS to the centre of the network.

In f3,
∑N

i=1
d
�

BS,PNj.k

�

 is the Euclidean distance from BS to every PN and d(BS,NC) is 
the distance of BS from the centre of the network. f2 makes the whole network area divided 
into uneven PNs, the size of the PN near the BS is smaller as compare to the others.

6 � Simulation Results

MATLAB is used for designing the network scenario which executes the EFPA algorithm 
for tree formation and parent nodes selection in order to reduce energy conservation of 
sensor nodes. The simulation results of EFTETRP protocol has been analyzed with respect 
to the performance metrics such as energy efficiency, total network residual energy and 
network lifetime against LEACH, SEP-E, HCR, ERP, DRESEP, HSTERP and DETERP 
protocols. The network characteristics used for the protocol simulations are summarized in 
Table 1.

Simulation results are produced by deploying 100 nodes randomly within a 
100 m × 100 m area. In homogeneous setup, the network consists of 100 nodes having ini-
tial energy E0 , in which the deployment area is 100 m × 100 m and BS is located at (50, 

(10)f = �f1 + �f2 + �f3

(11)f1
�
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�
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E
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(13)f3(pj) =

∑N

i=1
d(BS, PNj,k)

K ∗ d(BS, NC)
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50). For heterogeneous setup, advanced and super nodes are set to 20% and 10% of the total 
nodes respectively. The advanced nodes and super nodes have initial energy 2 times and 3 
times greater than normal nodes (having initial energy E0 ) respectively. Equal weights are 
assigned in the fitness function of (10) for EFTETRP. The parameters setting for simulated 
protocols are given in Table 2.

The performance of EFTETRP protocol is explored in terms of network lifetime and 
stability period (the time internal or the rounds before the first node dead) against the 

Table 1   Parameters used in 
MATLAB simulation

Parameter Value

Number of nodes 100
Network size 100 m × 100 m
Location of BS (50, 50)
Initial energy of normal node, E0 0.25 J, 0.5 J, 1 J
Probability of CH selection 0.05
Radio electronics energy, ETx = ERx 50 nJ/bit
Energy for data-aggregation, EDA 5 nJ/bit
Radio amplifier energy, �friss_amp 100 pJ/bit/m2

Radio amplifier energy, �two_ray_amp 0.0013 pJ/bit/m4

Temperature range on the field 0–200 °F
Hard threshold 50 °F
Soft threshold 2 °F

Table 2   Parameters setting for 
simulated protocols

Algorithm Parameter settings

HCR NP = 20; D = 100; Gmax = 100; Pm = 0.03; Pc = 0.6
ERP NP = 20; D = 100; Gmax = 100; Pm = 0.03; Pc = 0.6
DETERP NP = 20; D = 100; Gmax = 100; CR = 0.5
HSTERP HMS = 20; D = 100; NI = 100; HMCR = 0.7; PAR = 0.1
EFTETRP NP = 20; D = 100; Gmax = 100; p = 0.7
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Fig. 2   Number of alive nodes per round for simulated protocols for homogeneous setup for E0 = 1 J
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competitive algorithms. The simulation results of competitive protocols for homogeneous 
set up with initial energy E0 = 1 J are shown in Fig. 2. It shows the relation between alive 
nodes and number of rounds, from which it is obvious that EFTETRP enhances the entire 
network lifetime to some extent. The main reason for this result is that in EFTETRP, par-
ent nodes and leaf nodes are optimally selected by making use of EFPA on the basis of 
energy and distance between parent nodes and BS. These measures reduce and balance the 
energy consumption of the whole network in comparison to HSTERP and DETERP. From 
the point of view of the individual, the energy of each node is saved and used efficiently, 
so that the lifetime of the network is extended. In addition, the proposed protocol is event 
driven protocols in that data transmission is possible when certain conditions are satisfied.

Figure 3 shows average energy remaining in the network per round for homogeneous 
set up with initial energy E0 = 1 J. Energy analysis demonstrates that EFTETRP have con-
sumed less energy at each round during the network operation in comparison to competi-
tive protocols. The reason for this phenomenon is that the uniform distribution of the trees 
is ensured in EFTETRP, which is conducive to balancing the energy depletion of the entire 
network.
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Fig. 3   Average energy per round for simulated protocols for homogeneous setup for E0 = 1 J

Table 3   Round history of dead nodes for homogeneous setup for E0 = 0.25 J

Bold values indicate the best value with respect to others

% dead nodes LEACH HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 460.2 440.9 509.8 781.4 1223.4 1260.7 1376.4
10 487.6 497.4 589 1131.2 1314.4 1377.0 1506.6
20 505.1 515.2 607.6 1231.5 1371.0 1413.9 1541.7
30 514.5 536.4 628.1 1281.7 1391.9 1450.8 1563.3
40 522 560.8 640.6 1341.7 1419.9 1496.8 1599.1
50 (HND) 569 597.4 647.9 1391.4 1442.3 1550.4 1645.2
60 589.7 608.4 657.6 1420.3 1493.6 1603.7 1691.6
70 589.6 618.1 673.9 1441.2 1530.2 1639.2 1756.7
80 606.6 624.4 700.7 1491.3 1574.0 1716.3 1783.9
90 629.9 635.1 731.5 1541.1 1664.6 1820.7 1842.8
100 (LND) 744.6 847.7 783.3 1601.2 1775.2 2041.3 2041.5
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The simulations are performed to check the performance of the proposed algorithm with 
varying initial energy of nodes. Tables 3, 4 and 5 present the round history of dead nodes 
for homogeneous setup for E0 = 0.25  J, 0.5  J and 1  J respectively. For the total network 
lifetime [i.e., the time until last node dead (LND)] and the stability period [i.e., the time 
until first node dead (FND)], the proposed protocol proves very favorable against all other 
protocols.  

The behaviour of EFTETRP for heterogeneous setup is shown in Figs. 4 and 5, and the 
statistics are given in Tables 6, 7 and 8.

Table 9 presents the number of rounds taken for FND, HND and LND together with 
stability and instability periods of competitive algorithms for E0 = 1 J. There is an improve-
ment of 167.74, 180, 128.70 and 17.83% in stability period for EFTETRP as against 
LEACH, HCR, ERP and DRESEP respectively. Similarly, for heterogeneous setup, there 
is a significant progress in stability period for EFTETRP as compared to competitive 
protocols.

Table 4   Round history of dead nodes for homogeneous setup for E0 = 0.5 J

Bold values indicate the best value with respect to others

% dead nodes LEACH HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 970.6 872.4 1038.1 1562.8 2438.5 2512.85 2747.8
10 1007.4 1009.6 1158.5 2262.4 2620.5 2745.45 3008.2
20 1039.2 1062.6 1198.7 2463.9 2733.75 2819.4 3078.5
30 1060.5 1115.2 1237.6 2562.4 2775.45 2893.2 3121.6
40 1073.9 1165.9 1267.9 2682.6 2831.55 2985.1 3193.1
50 (HND) 1169.6 1228.6 1292.9 2782 2876.3 3092.25 3285.4
60 1206.9 1265.9 1319.8 2841.9 2978.85 3198.95 3378.2
70 1265.6 1306.2 1360.1 2882.4 3052.1 3269.9 3508.3
80 1316.5 1353.6 1410 2982.9 3139.8 3424.1 3562.9
90 1369.2 1411.9 1477.3 3082.5 3320.9 3632.95 3680.7
100 (LND) 1672.8 1741.3 1609.8 3202.3 3542.2 4074.15 4078.1

Table 5   Round history of dead nodes for homogeneous setup for E0 = 1 J

Bold values indicate the best value with respect to others

% dead nodes LEACH HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 1805.2 1726 2113.3 4101.6 4901.8 5051.1 5510.5
10 2022.8 2048.6 2276.3 4504.2 5265.8 5516.3 6031.3
20 2069.3 2189.6 2364.4 4769.9 5492.3 5664.2 6171.9
30 2141 2315.3 2438 4881.4 5575.7 5811.8 6258.2
40 2169.4 2420.2 2509.5 4983.5 5687.9 5995.6 6401.2
50 (HND) 2215.2 2524.6 2580 5126.7 5777.4 6209.9 6585.7
60 2280.1 2629.9 2648.9 5294.2 5982.5 6423.3 6771.3
70 2346.3 2752.2 2744.8 5395.4 6129 6565.2 7031.6
80 2394.8 2916.8 2837.3 5621.1 6304.4 6873.6 7140.7
90 2485.6 3107.1 2983.3 5770.7 6666.6 7291.3 7376.3
100 (LND) 2763.5 3574.3 3305.9 6402.2 7109.2 8173.7 8171.1
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Fig. 4   Number of alive nodes per round for simulated protocols for heterogeneous setup for E0 = 1 J
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Fig. 5   Average energy per round for simulated protocols for heterogeneous setup for E0 = 1 J

Table 6   Round history of dead nodes for heterogeneous setup for E0 = 0.25 J

Bold values indicate the best value with respect to others

% dead nodes SEP-E HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 570.5 380.3 510.7 1214.8 1224.8 1259.4 1457
10 580.5 490.3 573.2 1336.1 1368.1 1409.3 1513.7
20 616.2 558 608.6 1402.4 1395.2 1460.7 1553.5
30 641.3 615.7 647.5 1450.5 1436 1550.5 1617.2
40 655.1 702.4 670.4 1502 1500.4 1604.4 1694.2
50 (HND) 678.4 758.1 693.8 1538.2 1564 1699.8 1759.3
60 700.7 812.3 777.2 1597.2 1647.3 1838.8 1841.4
70 816.1 1010.9 1123.6 1983.3 2419.3 2736.9 2836.7
80 1071.1 1201.9 1280 2443 2759.7 3198.3 3239.8
90 1154.5 1549.4 1573.3 2645.4 3393.1 4142.6 4028.2
100 (LND) 1471.3 1845 2110.5 3635.2 4095.5 5520 5211.1
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To evaluate the effect of node density in each approach, the number of nodes is varied from 
100 to 500 with initial energy 1 J. The same parameters as that in 100 nodes scene are used 
to create the simulation model, and the results are demonstrated as given in Tables 10 and 
11 for homogeneous and heterogeneous setups respectively. In dense networks, more parent 
nodes help to maximize the network lifetime. The performance of EFTETRP is much better 
than other approaches for varying node density. By increasing the node density, the resulting 
network has better lifetime. The performance of EFTETRP denotes that the reliability, the sta-
bility, and the scalability of proposed algorithm is especially excellent and is suitable to large 
scale WSNs.

Although improvements are made in some performance metrics, there are some limits in 
using this algorithm yet. EFTETRP belongs to the reactive routing algorithm so that this pro-
tocol is most appropriate when an event or threshold based monitoring by the sensor network 
is needed. Another limitation of EFTETRP is that delay in generating the data transmission 

Table 7   Round history of dead nodes for heterogeneous setup for E0 = 0.5 J

Bold values indicate the best value with respect to others

% dead nodes SEP-E HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 1153.4 771.9 1029.7 2442.2 2447.3 2519.6 2914.3
10 1173.3 991.9 1154.7 2684.8 2733.8 2819.5 3027.8
20 1244.9 1127.4 1225.4 2817.5 2787.9 2922.2 3107.4
30 1294.9 1242.7 1303.3 2913.7 2869.6 3101.8 3234.7
40 1322.5 1416 1349.1 3016.6 2998.5 3209.6 3388.8
50 (HND) 1369.3 1527.4 1395.9 3089 3125.5 3400.4 3519
60 1413.9 1635.9 1562.8 3206.9 3292.2 3678.5 3683.1
70 1644.6 2033.1 2255.4 3979.2 4836.1 5474.5 5673.8
80 2154.7 2415 2568.3 4898.6 5517.1 6397.5 6479.9
90 2321.4 3110.1 3154.9 5303.4 6783.8 8285.9 8059.7
100 (LND) 2955 3701.3 4229.2 7282.9 8188.6 11,040.8 10,428.6

Table 8   Round history of dead nodes for heterogeneous setup for E0 = 1 J

Bold values indicate the best value with respect to others

% dead nodes SEP-E HCR ERP DRESEP HSTERP DETERP EFTETRP

1 (FND) 2269.5 1509.9 2034.5 4846.6 4901.7 5036.8 5827.5
10 2309.4 1950 2284.5 5331.7 5474.8 5636.5 6054.6
20 2452.5 2220.9 2425.9 5597.1 5583 5841.9 6213.8
30 2552.6 2451.6 2581.7 5789.5 5746.4 6201.1 6468.3
40 2607.8 2798.2 2673.2 5995.4 6004.1 6416.8 6776.5
50 (HND) 2701.3 3021 2766.8 6140.1 6258.2 6798.3 7036.9
60 2790.5 3238 3100.6 6376 6591.6 7354.5 7365.1
70 3251.9 4032.4 4485.9 7920.6 9679.4 10,946.6 11,346.5
80 4272.1 4796.2 5111.7 9759.3 11,041.3 12,792.5 12,958.8
90 4605.5 6186.4 6284.8 10,568.9 13,574.8 16,569.4 16,112.4
100 (LND) 5872.8 7368.7 8433.5 14,528 16,384.4 22,079.1 20,844.2
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Table 9   Comparison of network lifetime of simulated protocols together with stability and instability peri-
ods for E0 = 1 J

Bold values indicate the best value with respect to others

Setup no. Protocol FND HND LND Stability period Instability period

Homogeneous setup LEACH 1805.2 2215.2 2763.5 1805.2 958.3
HCR 1726 2524.6 3574.3 1726 1848.3
ERP 2113.3 2580 3305.9 2113.3 1192.6
DRESEP 4101.6 5126.7 6402.2 4101.6 2300.6
HSTERP 4901.8 5777.4 7109.2 4901.8 2207.4
DETERP 5051.1 6209.9 8173.7 5051.1 3122.6
EFTETRP 5510.5 6585.7 8171.1 5510.5 2660.6

Heterogeneous setup SEP-E 2269.2 2701.2 5872.8 2269.2 3603.6
HCR 1783.9 2823 8671.7 1783.9 6887.8
ERP 2102.5 2788 8306.5 2102.5 6204
DRESEP 4846.2 6140.2 14,528.1 4846.2 9681.9
HSTERP 4901.7 6258.2 16,384.4 4901.7 11,482.7
DETERP 5036.8 6798.3 22,079.1 5036.8 17,042.3
EFTETRP 5827.5 7036.9 20,844.2 5827.5 15,016.7

Table 10   Effect of node density 
on the performance of EFTETRP 
for homogeneous setup

Protocol 100 200 300 400 500

LEACH 2763.5 3039.8 3316.2 3592.5 3848.1
HCR 3574.3 4003.2 4217.7 4432.1 4682.3
ERP 3305.9 3570.4 3713.2 3824.6 4015.8
DRESEP 6402.2 7490.6 8014.9 8976.7 10,143.7
HSTERP 7109.2 7820.1 8445.7 9092.75 10,227.5
DETERP 8173.7 8745.8 9445.5 10,647.2 12,049.5
EFTETRP 8171.1 8824.7 9530.7 12,201.7 13,871.6

Table 11   Effect of node density 
on the performance of EFTETRP 
for heterogeneous setup

Protocol 100 200 300 400 500

SEP-E 5872.8 6342.6 6460.1 6695 6460.1
HCR 7368.7 9712.3 10,232.6 10,752.9 11,359.9
ERP 8433.5 8971 9329.9 9609.8 10,090.2
DRESEP 14,528.1 16,997.9 18,187.7 20,370.3 23,018.4
HSTERP 16,384.4 18,312.1 19,622.6 21,827.7 24,833.45
DETERP 22,079.1 23,434.6 24,050.6 25,816.0 29,674.0
EFTETRP 20,844.2 24,557.0 26,478.6 28,804.3 32,514.5
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process from a node to BS is bit higher in comparison to competitive algorithms. This is 
because data fusion is implemented at each parent node in the path toward BS.

7 � Conclusion

Energy management, stability period and network lifetime optimization are major design 
issues in the research of clustering protocols for WSNs. This work focuses on energy con-
servation in each sensor node by using EFPA based parent node selection in a tree-based 
routing algorithm. The parent node is selected using EFPA based on residual energy of 
nodes and their distance to BS. To increase the lifetime of the WSN, threshold-based data 
transmission algorithm is employed. The performance metrics such as network lifetime, 
residual energy and total energy consumption are evaluated and compared with competi-
tive clustering and routing methodology. The simulation outcome shows that EFTETRP 
gives improved performance in terms of the total energy expenditure and network lifetime 
of WSN.
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