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Abstract
Balancing energy consumption of sensor nodes to extend the network lifetime is a major 
concern for the energy constrained wireless sensor network. Improper load balance and 
disproportionate energy consumption of sensor nodes during network activities such as 
transmitting and receiving of data cause energy hole problem and shorten the lifetime of 
the network. Many research works cited that clustering mechanism and the use of mobile 
sink can be effective to mitigate the energy hole problem and can improve the network life-
time. But using a mobile sink causes extra delay which is a major concern if the network 
is delay bound. In this work, we give deep insight into the problem of disproportionate 
energy consumption and aim to improve the network load balance and increase the network 
lifetime by applying efficient distributed clustering method with the help of a mobile sink. 
The proposed scheme named Energy Balanced Distributed Clustering Protocol (EBDCP) 
guarantees to transmit the sensed data to the base station within the tour deadline with the 
aid of a mobile sink. For this purpose, an efficient sojourn point determination algorithm 
has also been proposed. The simulation results prove that the proposed scheme performs 
significantly better than the existing works in terms of the energy distribution in the net-
work, clustering overhead, residual energy of the network, number of alive nodes and net-
work lifetime.

Keywords  Wireless sensor network · Distributed clustering · Mobile sink · Energy 
efficient · Network lifetime

1  Introduction

Wireless sensor network (WSN) is an important scientific research and development 
area in recent times. It is widely utilized in studies of environmental phenomena, mili-
tary surveillance, structural health monitoring, medical fields etc  [23]. WSN consists 
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of energy constrained sensor nodes which are deployed in hundreds or thousands over 
a large space. As the sensor nodes possess limited and non-rechargeable battery power, 
energy saving is the primary concern when designing a WSN.

Lifetime of a WSN is inversely related with the energy dissipation of the sensor 
nodes in the network. Researches show that clustering is one of the efficient data gather-
ing techniques to increase the network lifetime of a WSN. But disproportionate energy 
consumption of the sensor nodes in the clustered network may lead to the early death 
of the network. This imbalanced energy consumption occurs in the clustered network 
due to (1) consumption of more energy by the cluster heads (CHs) when compared to a 
cluster member; and (2) for multi-hop inter-cluster communication, the CHs which are 
closed to the base station (BS) receive and relay more data as opposed to the CHs which 
are away from the BS. In single hop communication, the CHs which are at a significant 
distance from the BS expend more energy to send data directly to the BS as compared 
to the CHs near to it. In both of the above mentioned cases (1 and 2), some sensor nodes 
die prematurely and creates the hot-spot  [19] problem leading to the disconnection of 
the network. To mitigate the causes of imbalanced energy consumption, the rotation of 
the CHs can be considered as a feasible option.

Also, the use of a mobile sink (MS) can successfully reduce the hot-spot problem. 
The MS follows a controlled or an uncontrolled trajectory either on demand basis or in 
a certain time interval, stops at some sojourn points (SJPs) and collects data from the 
CHs before returning back to the starting point. The problem gets more complicated if 
the network has a tour deadline by which the collected data must reach the BS. In that 
case, the SJPs and the path of the MS should be optimized with respect to the tour dead-
line. A group of centralized and distributed clustering algorithms have been proposed 
by the researchers to balance the energy load and to increase the network lifetime. But 
still there is scope to improve the performance of all these proposed schemes. The main 
problem of the centralized clustering scheme is the high overhead in each round. This is 
because the sensor nodes have to send some control messages to the BS in each round 
regarding the parameter values which are required to choose the CHs. Also the sen-
sor nodes receive control messages which are broadcasted by the CHs. The problem of 
high overhead can be overcome by using distributed CH selection methods. But these 
approaches also face certain issues. Time synchronization between a BS and the sensor 
nodes is a major concern in distributed approaches. Time synchronization is needed to 
conduct the clustering process within a certain time period and also to complete each 
data gathering round within a specific time interval.

Bearing these problems in mind, this work aims to provide their solutions. The main 
contributions of this proposed scheme are as follows:

1.	 Balancing the energy consumption of the sensor nodes and minimising the energy 
consumption of the network to prolong the network lifetime.

2.	 Selecting optimal SJPs and path of the MS to ensure that the tour time of the MS does 
not exceed the tour deadline.

3.	 Connectivity of the network throughout the network lifetime.
4.	 Perfect time synchronisation between the BS and all the sensor nodes to ensure that a 

specific time interval is allocated for each round.

The paper is thus organised as follows: Sect. 2 discusses the related studies; In Sect. 3, 
network characteristics and problem definition has been described. The proposed 
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scheme is discussed in detail in Sect.  4. The experimental results of the proposed 
scheme and the performance analysis are shown in Sect. 5. Finally, Sect. 6 concludes 
the work.

2 � Related Studies

In WSN, a group of clustering methods have been proposed for energy efficient data col-
lection and saving the network lifetime. But, these approaches have some limitations and 
thus failed to achieve the desired level of efficiency. In this section we discuss a few of such 
relevant techniques.

Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol [7] is acknowledged as 
the first distributed clustering method. In this approach the cluster heads are selected ran-
domly and probabilistically in a distributed fashion with the guarantee that all nodes are 
selected at least once within N/k rounds, where N denotes the total number of nodes in the 
network and k is the expected number of CHs in a round. Due to the absence of energy fac-
tor in selection of the CHs, LEACH becomes inefficient in terms of energy consumption 
and network lifetime. Later on some variants of LEACH have been proposed in [1, 4, 18, 
20] to improve the performance of LEACH protocol.

In  [9], the authors presented a dynamic cluster head selection method which tries to 
eliminate the overlapping of network coverage due to the random selection of CHs. Simu-
lated results in [9] show improved performance in terms of energy consumption and net-
work lifetime than LEACH [7] and some other existing clustering methods.

Equally Distributed Cluster Heads (DECH) technique is presented in [17] which is an 
improvement over some conventional clustering protocols like LEACH [7], Threshold sen-
sitive Energy Efficient sensor Network protocol (TEEN) [12], Distributed Energy-Efficient 
Clustering scheme for heterogeneous wireless sensor networks (DEEC)  [14] and Balanced 
Clustering Algorithm with Distributed Self-Organization (DSBCA) for Wireless Sen-
sor Networks  [11] in terms of energy consumption and network lifetime. DECH tries to 
balance the distribution of CHs in the network so that the energy consumption could be 
minimised. At first DECH selects CHs with the help of one of the conventional clustering 
protocols. These conventional clustering processes select CHs in a random manner and 
thus some CHs may be placed close to each other which degrades the performance of the 
network. DECH finds closely placed CHs and replace those CHs by new CHs through a re-
selection process where a node having minimum average link cost is selected as new CH. 
The main problem of this approach is that the re-selection process increases the clustering 
overhead.

A recently proposed clustering process named Energy Efficient Probabilistic Cluster-
ing Technique (EEPCT)  [21] also tries to improve the performance of LEACH protocol 
in terms of energy consumption and network lifetime. Both of a centralised and a distrib-
uted algorithm have been proposed in EEPCT. It selects CHs on the basis of closeness of 
nodes. It modifies the CH selection threshold of the LEACH protocol for improving the 
performance.

In  [3], Sleep-awake Energy Efficient Distributed (SEED) clustering algorithm is pro-
posed which divides the network field into some energy regions. The CHs of the high 
energy region communicate with the base station directly and thus consume extra energy in 
communication when compared to the CHs in low energy region. SEED implements awake 
and sleep mechanism to save energy. Optimal Clustering in Circular Networks (OCCN) [5] 
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replaces one hop communication between CHs and the base station by multi-hop commu-
nication. OCCN finds optimal number of clusters and tries to partition the network with 
equal-size clusters.

In all of these approaches the following two instances may arise which cause dispropor-
tionate network load and unbalanced energy consumption:

•	 A sensor node may not found any CH within its low power transmission range. Accord-
ing to the above mentioned algorithms including LEACH protocol the node has to 
increase its power to reach its nearest CH and thus the node will consume extra energy 
in data communication.

•	 According to the above mentioned protocols a node chooses its nearest CH to join as 
a member node. In this process, it may happen that a CH may not be selected by any 
other nodes and thus may become a lone CH node. In this case the lone CH forms no 
cluster and has to send its own data individually to the BS. This causes uneven load dis-
tribution in the network.

Researches  [10, 15] show that multi-level and/or multi-path routing based clustering 
methods can be adopted to reduce the communication distance between the sensor nodes 
and the base station which helps in reducing energy consumption and increase in the net-
work lifetime.

All the above mentioned clustering techniques consider a static WSN structure where 
the whole network follows a converge-cast traffic pattern  [6]. This traffic pattern directs 
data from all the source nodes towards a specific set of sensor nodes (for example, CHs in 
the clustered network) and thus may result in hot-spot problem.

Many existing data gathering schemes [2, 25] use MS to eliminate the hot-spot prob-
lem [6]. Tree-cluster-based data-gathering algorithm (TCBDGA) [26] uses a mobile sink 
to mitigate the hot-spot problem. The MS stops at some RPs (rendezvous points) and SRPs 
(subrendezvous points) to collect data. The work targets to balance the network load and 
increasing the network lifetime.

One of the main problems of using the MS is the delay occurred in data collection due 
to the low speed of the MS. So, finding the optimal trajectory of the MS especially in a 
delay sensitive network is a prime challenge to the researchers. In [16], a rendezvous point 
(RP) based data collection strategy with energy efficient path selection of the mobile sink 
has been proposed. The weighted rendezvous planning (WRP) algorithm proposed in [16] 
tries to find out optimal RPs in a delay bound WSN on the basis of hop distance of a node 
from the tour and the number of neighbour nodes of that node. In each round, the WRP 
algorithm runs a TSP solver [16] for several times to include a RP in the mobile tour. This 
increases the run time complexity of the algorithm and thus it is not a realistic approach.

3 � Network Characteristics and Problem Definition

Figure  1 describes the cluster based network topology for the proposed scheme. Let us 
consider a wireless sensor network which comprises of N sensor nodes. The nodes are 
distributed over a L × L square field. Sensor nodes periodically generate data packets and 
these packets are delivered to the BS. In every periodic round, sensor nodes have to form 
clusters to rotate the CHs so that the network load can be evenly distributed over the net-
work and the hot-spot problem  [22] can be avoided. This helps in balancing the energy 
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consumption of the network and increasing the network lifetime. A sensor node may have 
any of the three types of node status—ordinary node (ON), cluster head (CH) and member 
node (MN). Before cluster formation in every round, all the alive nodes have the ON status. 
During the clustering process some nodes of ON status become cluster heads and change 
their status to CH (See nodes 1, 2, 3 and 4 in Fig. 1). Each of the rest of the nodes of ON 
status joins a neighbour CH node (a CH node which belongs to its transmission range) and 
changes its node status to MN (See dotted circle nodes in Fig. 1). If a node has no neigh-
bour CH node, then it joins a MN near it and forms a multi-hop path to reach a CH (See 
nodes 35 and 40 in Fig. 1).

An MS is employed to collect data packets from the CHs. In each round, the MS starts 
its journey from the BS and stops at SJPs near the CHs for the purpose of acquiring data 
from the CHs. After completion of the data collection process, the MS returns and delivers 
all collected data to the BS. The MS has a tour deadline. The SJPs and the tour path of the 
MS are to be selected in such a way that the MS can be able to complete its tour within the 
tour deadline. In Fig. 1, the SJPs (S1, S2, S3 and S4) are shown by triangles and the tour 
path of the MS is denoted by solid arrow lines.

To formulate the clusters selection process and finding the optimal sojourn points to 
meet the tour deadline, the following assumptions are considered in this work:

3.1 � Assumptions

•	 Homogeneous and static sensor nodes are randomly deployed in the field.
•	 Each sensor node sends a single data packet in each round.

Fig. 1   Topology of the network
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•	 At the time of deployment, all sensor nodes have the same initial energy ( Ie).
•	 Sensor nodes set low power level for transmission. But, a sensor node may tune its power 

level to the maximum to communicate with another sensor node.
•	 The MS has enough energy to perform all of its tasks throughout the network lifetime.
•	 The static BS has enough power to communicate with all nodes. It finds the sojourn 

points and the optimal tour path of the MS.
•	 The static BS is positioned at the center of the square field, but it may be placed at any 

place even outside of the sensing field.
•	 The BS has the knowledge of locations of all the sensor nodes. By using any of the 

standard location finding techniques  [8], the locations of sensor nodes can be deter-
mined.

•	 Similar to  [16], when calculating delay, we do not consider the communication time 
between the MS and the sensor nodes, the transmission, queuing and propagation 
delays as because these are negligible as compared with the traversing time of the MS.

•	 Cluster member nodes send highly correlated data and thus those data can be fused at 
the associated CH.

3.2 � Description of Packets

In the network, a group of control packets and data packets are exchanged among the BS, 
the MS and the sensor nodes. Brief descriptions of such packets are depicted in Table 1.

The energy consumption model for the proposed WSN is described next.

3.3 � Energy Consumption Model

For simplicity and fair comparison with other existing works, the well known first order 
radio model [7] has been used in our work. According to [7], the amount of energy dissi-
pated by the transmitting circuit to transmit k bits message to the distance d is:

where Eelec is the dissipated energy of the electronic circuit, d0 =
√

Efs∕Emp is the thresh-
old distance, Efs is the dissipated energy of the amplifier circuit in free space model and 
Emp is the dissipated energy of the amplifier circuit in multi path fading model.

The amount of energy dissipated by the receive circuit to receive k bits message is:

For sensing of k bits data, the energy dissipated by the sensing circuit is:

where Esense is the energy dissipation of the sensing circuit for sensing one bit of data.
To aggregate k bits data, the energy dissipation is calculated as:

where EDA is the per bit energy consumption in data aggregation.

(1)
ETX(k, d) = k × Eelec + k × Efs × d2 if d < d0

= k × Eelec + k × Emp × d4 if d ≥ d0

(2)ERX(k) = k × Eelec

(3)Es(k) = k × Esense

(4)EAgg(k) = k × EDA
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A CH node dissipates its energy for sensing data, receiving data and control packets, 
aggregating received data packets and transmitting data and control packets. Equation (5) 
measures the dissipated energy of a CH i.

Here kd is the size of a data packet, kc is the size of a control packet, mi is the number of 
member nodes associated with the CH i, d(i, NH) is the distance between the CH i and its 
next hop node, nTX is the number of control packets transmitted by the CH i and nRX is the 
number of control packets received by the CH i.

A non-CH node dissipates its energy for sensing data, transmitting data and con-
trol packets and receiving data and control packets. Equation (6) measures the dissipated 
energy of a non-CH node j associated with cluster head i.

Here d(j, i) is the distance between the non-CH node j and CH node i, mRX , mTX and nRX 
are respectively the number of received data packets, number of transmitted control packets 
and number of received control packets.

From the Eqs. (5) and (6), the energy consumption of the network in a round ( ERound ) 
can be calculated as:

where Q is the number of CHs.

4 � Proposed Scheme

The proposed Energy Balanced Distributed Clustering Protocol (EBDCP) tries to distribute 
the energy consumption load evenly over the network. Even distribution of energy consump-
tion among the sensor nodes aids to mitigate the hot-spot problem as discussed in Sect. 1. 
EBDCP also tries to select the optimal set of CHs so that the overall energy consumption of 
the network can be reduced. The proposed scheme is divided into two main phases: cluster 
building phase and the data transmission phase. To abate the hot-spot problem, the rotation 
of CHs in every round is needed and thus the cluster building phase is executed in each 
round. The proposed scheme is described with the help of a flowchart (Fig. 2).

At the initial stage of network formation the BS broadcasts a start message (CP1) con-
taining values of some network parameters. The broadcast is made with sufficient power to 
reach all the sensor nodes in the network. Initially all the sensor nodes set their eligibility 
status ( E_Status ) of being a CH to true. All the sensor nodes including the BS set the count 
of number of rounds (Round) to zero. On receiving the CP1 message, each sensor node 
sets their node status ( Node_Status ) to ON and participates into the cluster head selection 
process. For the selection of CHs and the association of member nodes, a distributed clus-
tering protocol named Distributed Cluster Selection Protocol (DCSP) has been proposed 
which is described in Algorithm 1 in Sect. 4.1.

(5)
ECH(i) = Es(kd) + ERX(kd) × mi + EAgg(kd) × (mi + 1)

+ ETX(kd, d(i,NH)) + nTX × ETX(kc, d(i, j)) + nRX × ERX(kc)

(6)
Emem(j) = Es(kd) + mRX × ERX(kd) + (mRX + 1) × ETX(kd, d(j, i))

+ mTX × ETX(kc, d(j, i)) + nRX × ERX(kc)

(7)ERound =

Q
∑

i=1

ECH(i) +

Q
∑

i=1

mi
∑

j=1

Emem(i, j)
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Fig. 2   Flowchart of the proposed scheme
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4.1 � Cluster Building Phase

In the proposed scheme, DCSP (Algorithm  1) is used to select the CHs and the cluster 
members in each round in such a way that the total energy consumption is minimised in 
each round while maintaining the network connection throughout the lifetime. Each alive 
sensor node having E_Status = true runs DCSP to calculate their Cluster Selection Factor 
(CSF) value. CSF is the chance factor of a node to be a CH. The range of CSF is [0,1]. The 
higher the CSF value, the greater the chance to be a CH. To calculate the CSF value, three 
strong determination factors are considered, they being residual energy(Re ) of the node, the 
LEACH threshold (threshold used in LEACH protocol  [7]) and distance ( dB ) between a 
node and the BS. The calculation of CSF is given in Eq. (8).

where

and

The value of f2 is calculated in two steps. At first, the LEACH threshold [7]( f ′
2
 in Eq. 10) is 

calculated and then it is incremented by using a constant factor ( � ) which is supplied by the 
BS along with CP1 message. In f2 , p denotes the probability of a node to be a CH. Thus, 
p measures the desired percentage of CHs in the network (see Section 2.1 of [21]). In the 
second step, each node generates a random number (r) and if r < f2 then f2 = r , otherwise 
f2 = 0 (See line 15 to 21 in Algorithm 1). The factor f3 depicts that the distant nodes from 
the BS are preferable for the selection of CHs. This is because the nodes away from the BS 
deplete their energy quickly due to either the direct transmission of data to the BS or the 
use of large multi-hop relay to reach a CH or the BS. Thus, the selection of distant nodes 
as CHs helps in reducing the average transmission distance of the nodes which are distant 

(8)CSF = w1f1 + w2f2 + w3f3

(9)f1 =
Re

Ie

(10)f �
2
=

p

1 − p(Round mod 1∕p)

(11)f2 = f �
2
+ �(1 − f �

2
)

(12)f3 =
dB

√

2 × L

(13)w1 + w2 + w3 = 1

Table 2   List of timers

Timer Description

TadvCH CH advertisement timer
TCH−process Timer to indicate the ending of CH selection process
Tmembership Timer to indicate the ending of joining process of member nodes
Tmembership_extra_time Timer for extra time allocation to handle the joining of lone CHs
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from the BS. This also aids the SJPs (See Sect. 4.3) to be evenly spread all over the region 
instead of concentrating the SJPs around the BS.

In the cluster building process, some timers are used to measure the time instances 
of the occurrence and ending of various events (e.g. selection of CHs, joining of mem-
ber nodes etc.). The list of timers and their descriptions are given in Table 2. The time 
unit of all the timers is measured in seconds.

After calculating the CSF value, each node sets the advertisement timer TadvCH(t1) , 
where t1 =

1

CSF
seconds. The advertisement timer TadvCH is used by the nodes to advertise 

themselves as a CH. The timer TadvCH takes an expiry time t1 as input. After time t1 the 
timer TadvCH expires and the corresponding node declares itself as a CH. According to the 
proposed scheme, the node which has the highest CSF value will be selected as a CH first. 
For this purpose, each node sets the expiry time ( t1 ) of the advertisement timer TadvCH to 
the reciprocal of the CSF value. On expiry of TadvCH timer, a node broadcasts the CP2 
message to advertise itself as a CH. The advertising node then changes the Node_Status to 
CH. It also sets E_Status = false . This helps the DCSP protocol to select a new set of CHs 
in the next round. If a node j receives a CP2 message, then it stops its TadvCH timer to with-
draw itself from the CH selection process. This helps in selecting evenly distributed CHs 
over the network. The node j then marks the corresponding CH as its next hop node (NH) 
and changes its Node_Status to member node (MN). A node may get more than one CP2 
messages. In that case, it selects the CH node on the basis of strongest received signal 
strength (RSSI) value among all the received CP2 messages (See line 35 in algorithm 1).

To ensure that all the nodes start their timers at the same time, the nodes wait for 
( �advCH − (Tc − Ts) )) seconds, where �advCH and Ts respectively are the waiting time and 
the broadcasting time of a round as declared by the BS through CP1 message and Tc is the 
current time measured at the node. Each node also starts the timer TCH−process(t2) along 
with the starting of TadvCH timer to calculate the end time of the CH selection process, 
where t2 =

1

CSFmin

+ C . Here, CSFmin is the minimum value of CSF for which a node has 
the chance to be selected as a CH, and C is a constant. In this work, CSFmin = 0.1 is con-
sidered. This is reasonable as in this work the number of nodes has been considered to be 
100 where out of these 100 nodes, approximately 10 nodes (p = 0.1) can be selected as 
CHs in each round. Thus, assuming that a single node takes 1 s to declare itself as a CH, 
the total time required for the declaration of all 10 CHs will be 10 s. Thus, the node which 
declares itself as the 10th CH requires its CH advertisement timer TadvCH(t1) to be expired 
within 10 s i.e. t1 =

1

CSF
= 10 which yields CSFmin = 0.1. The CH selection process ends 

when TCH−process expires. Now, the joining process of the member nodes to the CHs starts. 
For this purpose, each node starts Tmembership timer. Each MN sends the joining message 
(CP3) to its selected CH and the CH adds MNs to its member list (See lines  49–56 in 
Algorithm 1). After the end of the aforementioned process, some CHs may exist with no 
member nodes (lone CH). According to the proposed scheme, these lone CHs change 
their status to MN and select a nearby member node as its NH node (See lines 57–75 in 
algorithm  1). For this purpose, all nodes start Tmembership_extra_time timer and before it 
expires, a lone CH broadcasts a CP5 message. A member node (member to other CH), on 
hearing the CP5 message, replies by sending a CP6 message to the lone CH. The lone CH 
selects the node as its NH node from which it receives CP6 message earlier than the rest 
(if it receives more than one CP6 messages). The lone CH (which has now changed to a 
member node) sends the joining message (CP7) to the selected NH node which then 
informs its CH about this new member node by sending a CP3 message.
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4.1.1 � Time Synchronisation Between the BS and all the Sensor Nodes

In the proposed work, sensor nodes send data packets to the BS with the aid of the MS in 
each round. Thus, the calculation of the start time and the end time of a round must be the 
same for the BS and all the other sensor nodes. Also, in a WSN, the sensor nodes have a 
different local clock time. Therefore, the time synchronisation between the local time of 
the BS and that of all the other sensor nodes is necessary. For this purpose, Flooding Time 
Synchronisation Protocol (FTSP) [13] can be used which accurately synchronises (per-hop 
synchronisation error is within 1 μs range [13]) the local clock time of sensor nodes with 
respect to a reference clock (in our case, the clock of the BS has been considered as the 
reference clock). Further to ensure that each round commences at the same time in all the 
sensor nodes, the following approach has been adopted.

Before starting each round the BS sends the round start message (CP1) which con-
sists of �advCH and Ts , where �advCH denotes how much time (in seconds) a sensor node 
shall have to wait before starting the CH selection process and Ts denotes the broadcast-
ing time stamp of CP1 message. If a sensor node receives CP1 message from the BS at 
time Tc , then the sensor node calculates the propagation time of the CP1 message which 
is ( Tc − Ts ). Thus, the sensor node starts TadvCH and TCH−process timers (for CH selection 
process) after waiting ( �advCH − (Tc − Ts) ) seconds. This ensures that all the sensor nodes 
start a round at the same time although they receive the round-start message (CP1) at dif-
ferent local time.

Lemma 1  The message complexity of EBDCP in cluster building phase is O(N), where N 
is the number of nodes in the network.

Proof  Let us suppose in a round, there are N number of sensor nodes in the network. 
Among those nodes, number of CHs is Q and number of lone CHs is � , where 𝜙 << N . 
Hence, the total number of MNs is ( N − Q − � ). Each CH sends a CP2 message to 
the BS and broadcasts a CP2 message and a CP4 message to its member nodes. Thus, 
the total number of CP2 and CP4 messages transmitted by all CHs is ( 3 × Q ). The BS 
sends a CP1 message to all sensor nodes. The total number of such messages received 
by all the sensor nodes is N. Each MN transmits one CP3 message to the associated 
CH and thus the total number of CP3 messages is ( N − Q − � ). To associate a lone CH 
node as a member node to another CH, the control messages CP5,CP6, CP7 and CP3 
are exchanged. So, the total number of these messages will be ( � + � × N + � + � = 
3� + �N ). Hence, the total number overhead control messages in cluster building phase is 
( 3 × Q + N + (N − Q − �) + 3� + �N = 2N + 2Q + 2� + �N).

Thus the message complexity of EBDCP in cluster building phase is 
O(2N + 2Q + 2� + �N) ≈ O(N) since 𝜙 << N.� □

4.2 � Data Transmission Phase

After the execution of DCSP, the node status of all the alive nodes becomes either CH or 
MN. The nodes having Node_Status = CH send CP2 message to the BS. Then CHs create 
time schedules for their MNs and send CP4 message to those MNs. An MN gets activated 
according to its scheduled time slot and sends sensed data by transmitting CP4 message 
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to its corresponding CH. In rest of the time the MNs go to the idle state to save energy. A 
CH after getting all the data messages (CP4) from their respective MNs, senses its own 
data and then aggregates all the data including its own. When a CH receives CP8 mes-
sage (upload data request message) from the MS, it transfers the aggregated data through 
DP2 message. The MS stops at each SJP on its travelling path and collects aggregated 
data from all the CHs before returning to the starting point. When the MS delivers all the 
collected data to the BS, a network round is considered to be completed. This process is 
continued till the network becomes dead. The network is considered dead if in a round the 
BS receives no CP2 message. In the next Sect. 4.3, the calculation of determining SJPs is 
described.

4.3 � Selection of SJPs

After getting the information of all the CHs, the BS starts finding the set of SJPs such that 
the total tour time of the MS will not exceed the delay constraint ( �d ). For this purpose 
the SJP Determination Algorithm (See Algorithm 2) is proposed. The position of the BS 
is considered to be the first SJP and it is added to the SJP_list . A sorted list of all CHs 
is prepared in descending order on the basis of dB . Then for each CH in the sorted list, 
the BS calculates the co-ordinates of the SJP ( SPx, SPy ) by using Section formula (See 
lines 13 and 14). It is assumed that the SJP divides the line segment between the BS and 
the CH in the ratio m : n, where m = dB − Tr and n = Tr . Then the new SJP is added to the 
SJP_list . The cost of the tour (in terms of travelling time of the MS) is calculated. After 
calculating the cost, if it is seen that the cost exceeds �d then the new SJP is removed 
from the SJP_list . The process continues until all the CHs in the sorted list are examined. 
Finding the minimum cost of the tour of the MS maps to a travelling salesman problem 
(TSP) [24] if we consider the CHs as the cities and the MS as a salesman. As TSP is a 
NP-hard problem, a heuristic method is required to find out a near optimal cost of the tour. 
For this purpose, a simple heuristic called Nearest Neighbour (NN) algorithm is applied 
as in  [24]. In NN algorithm, the salesman starts visiting from a city and then moves to 
the next city among all the unvisited cities which has the shortest route (edge) from the 
current city. This continues until the salesman visits all the cities before returning to the 
starting point. Figure 1 shows the tour path of the MS based on the NN algorithm. The 
MS (salesman) starts from the BS (starting city) and then moves to S3 which is the near-
est unvisited SJP (city) among all the unvisited SJPs (S1, S2, S3, S4) from the BS (cur-
rent city). Following the same process the MS then visits S2, S1 and S4 respectively and 
finally returns to the BS.
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5 � Performance Evaluation

For the purpose of performance evaluation of the proposed scheme, we have simulated the 
proposed scheme and other existing algorithms (EEPCT [21], DECH [17] and LEACH [7]) 
using Matlab 2015a and compared the simulated results in Sects. 5.2 and 5.3. Performance 
evaluation is done with respect to the energy distribution in the network, clustering over-
head, residual energy of the network, number of alive nodes and network lifetime. Bal-
anced energy distribution in the network and less clustering overhead lead to high resid-
ual energy of the network, increased number of alive nodes and increase in the network 
lifetime. Again, balanced energy distribution occurs when the clustering method selects 
optimal or near optimal set of CHs. Selection of optimal CHs leads to less energy con-
sumption of CHs. Variance of the energy consumption of nodes is a good parameter to 
measure the distribution of energy over the network. For the fair comparison, we consider 
two scenarios. In Scenario 1, to measure the efficiency of the clustering process of the pro-
posed scheme, we assume a WSN which is delay tolerant and no MS is employed to collect 
the data. The CHs have to send aggregated data directly to the BS which is located at the 
center of the square field. In Scenario 2, we consider a delay sensitive network where the 
MS, in every round, starts from the BS and travels towards some SJPs to collect data from 
the CHs. The MS should return to the BS within a specified tour deadline. The metrics 
for the simulations are summarised in Table 3. For the fair comparison with the existing 
works, the value of p is set to 0.1 as in [17, 21].

The value of the tour deadline ( �d ) is set to 100 s for the simulation purpose, though in 
a real scenario the tour deadline could be set to any time duration as per the application’s 
requirement.
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5.1 � Determining Optimal Values of Weights w
1
 , w

2
 and w

3

w1 , w2 and w3 are the weight coefficients for the factors f1 , f2 and f3 respectively to calcu-
late CSF (Eq. 8). Here, the weight coefficient determines how much importance is given to 
the respective factor for selecting a cluster head (CH). To determine the optimal combina-
tion of the values of the weights, we consider the first node death (in rounds) of the WSN 
consisting of 100 nodes. Figure 3 shows the results obtained for all possible combinations 
of w1 , w2 and w3 . Each line shows the 1st node deaths (in rounds) for all possible combina-
tions of w2 and w3 against each fixed value of w1 . It is seen from Fig. 3 that at each line the 
number of rounds increases to a certain point initially and then it decreases. We call all 

Table 3   Parameters used in 
simulation mode Eelec 50 nJ/bit

Efs 100 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

Esense 0.2 μJ/bit
EDA 5 nJ/bit/signal
Initial energy(Ie) 2 J
Data packet size ( kd) 2000 bits
Control packet size ( kc) 100 bits
Number of nodes (N) 100
Position of BS (X, Y) (50 m, 50 m)
Sensing area ( L × L) 100m × 100m

Tour deadline ( �d) 100 s
Speed of the MS ( vMS) 1 m/s
w1 + w2 + w3 0.4 + 0.3 + 0.3

Probability of a node to be a CH (p) 0.1
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Fig. 3   1st Node death for varying combinations of w1 , w2 and w3
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such points as the trade-off points. From all such trade-off points it can be seen that the 
highest number of rounds exists at the point where w1 = 0.4, w2 = 0.3 and w3 = 0.3 . (See 
Highest Trade-off point in Fig.  3). Thus, in this work, the aforementioned values of the 
weight coefficients are used.

The experimental results and performance analysis are described in the next section.

5.2 � Experimental results for Scenario 1

Figure  4 shows the residual energy of nodes in different remaining network energy sta-
tus (75%, 50% and 25% respectively of the total network energy) for the different algo-
rithms. As can be seen from the figures, LEACH and DECH have comparatively uneven 
energy distribution among the nodes when compared with the rest of the protocols as they 
do not consider any energy parameter while choosing the CHs. The distributed version 
of the EEPCT algorithm considers residual energy of nodes as the final selection criteria 
of the CHs and thus shows better energy distribution than LEACH and DECH. EBDCP 
showcases the most balanced energy distribution in all the three cases of remaining energy 
status of the network. This is due to the efficient choice of parameters and the use of the 
CH selection function CSF as described in Sect.  4.1. This proves that the CH selection 
protocol (DCSP) used in the proposed scheme selects the best set of CHs in each round 
as compared with the other protocols. This is the key factor for the consumption of less 
energy by the CHs which is illustrated in Fig. 5a. This also helps in maintaining a steady 
and balanced ratio of the energy consumption of CHs ( �Q

i=1
ECH ) and the network energy 

consumption of a round ( ERound ). This is depicted in Fig. 5b. For further investigation of 
the even distribution of energy over the network, the variances of energy consumed by the 
CHs ( Var(ECH) ) and the MNs ( Var(Emem) ) respectively from the mean energy consumption 
of the nodes ( �En

 ) are depicted in Fig. 6. The variances of CHs and MNs are calculated 
respectively by the Eqs. 14 and 15.

where Q is the number of CHs, nA is the number of alive nodes and nm(= nA − Q) is the 
number of member nodes.

It can be observed from Fig. 6a, b that EBDCP yields comparatively low and steady 
variances ( Var(ECH) and Var(Emem )) as compared to the variances of other protocols. These 
results further favour EBDCP scheme for well balanced energy dissipation over the net-
work as compared with other protocols.

Figure  7a calculates the overhead energy consumption in clustering process of all 
the algorithms. Overheads are calculated by the number of control messages which are 
involved in the clustering process. Less overhead is desired for longer network lifetime. It is 
clearly seen from Fig. 7a that DECH consumes very high overhead energy than the rest of 
the protocols. The main factor of such high overhead is the implementation of re-selection 
of CHs which involves extra control packets in the clustering process. Figure 7b provides 
the ratio of overhead energy ( EOverhead ) and the network energy consumption ( ERound ) to 
show the percentage of overhead energy to the network energy consumption. As expected 

(14)Var(ECH) =�
Q

i=1
(ECH(i) − �En

)2 ∕ Q

(15)Var(Emem) =�
nA−Q

j=1
(Emem(i) − �En

)2 ∕ nm
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from the discussion, it is clearly visible from the figure that DECH yields high overhead 
percentage as compared with the other schemes. The rest of the schemes including the pro-
posed EBDCP protocol maintain a reasonably low overhead percentage.

According to the results as discussed till now, it can be invariably concluded that 
EBDCP shows a balanced energy consumption and less clustering overhead as and 
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Fig. 4   Residual energy of nodes in different remaining network energy status
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when compared to the other algorithms. Going by the consequences of these conclu-
sions, Fig. 8 shows the residual energy of the network for different rounds till the last 
node is dead. As expected EBDCP shows better performance than the other existing 
algorithms.

The same conclusion and results are reflected in Fig.  9 as well. Fig.  9 shows that 
there are more number of alive nodes per round for EBDCP as compared to other exist-
ing algorithms. The stability period which is defined as the number of rounds till the 
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death of the first node is also higher in the proposed algorithm. To further verify Figs. 9, 
10 shows the comparison for the different algorithms in terms of percentage of dead 
nodes.  

5.3 � Experimental Results for Scenario 2

In case of Scenario 1, as the CHs have to send their aggregated data to the BS directly thus 
the CHs which are away from the MS may have to increase their transmission power to the 
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Fig. 8   Residual energy of the 
network in rounds
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maximum to reach the BS. Consequently this may cause unbalanced energy consumption 
over the network. To mitigate this problem an MS is employed in Scenario 2 where the MS 
travels some SJPs near the CHs. The CHs deliver their data to the MS when the MS comes 
within their proximity. In Scenario 2 it is also assumed that the low-speed MS should 
complete its journey within the tour deadline. For the purpose of fair comparison the SJP 
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determination algorithm (Algorithm  2) is implemented to all the algorithms (EBDCP, 
EEPCT, DECH and LEACH) and they are named as EBDCP-MS, EEPCT-MS, DECH-
MS and LEACH-MS respectively. In Figs. 11, 12, 13 and 14, N is set to 100 and L is set to 
100 m. Fig. 11 shows the tour time of the MS in different rounds. The tour deadline ( �d ) is 
set to 100 s. From the figure it is seen that the proposed EBDCP-MS has steady and rela-
tively higher tour time than the others. This is due to the fact that EBDCP-MS produces 9 
to 11 number of CHs (See Fig. 12) all along the rounds which is very close to the optimal 
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number of CHs (according to [7] the optimal number of CHs ( kopt ) is N × p = 100 × 0.1 = 
10). The maximum deviation of the number of CHs from the kopt is 1. In case of the other 
existing algorithms, the range of the number of CHs varies from 3 to 17 (Fig. 12). Thus, 
the maximum deviation is 7 which is much higher as compared to EBDCP-MS. Maintain-
ing a steady near optimal set of CHs all through the network rounds helps EBDCP-MS to 
achieve higher network residual energy in various rounds as compared to the other algo-
rithms. This is depicted in Fig.  13. The high network residual energy leads to high net-
work lifetime. The network lifetime is measured in terms of number of rounds upto which 
the network is functioning and connected. So, the number of rounds for any percentage of 
nodes’ death (1% to 100%) can be considered as the network lifetime. 

In Fig. 14, network lifetime is shown in rounds for different percentage of dead nodes. 
It is clearly seen from the figure that in all the cases EBDCP-MS showcases better perfor-
mance by achieving higher number of rounds when compared to the existing methods. The 
percentage of improvements achieved by EBDCP-MS over existing methods are shown in 
Table 4. 

6 � Conclusion

In this work, a novel distributed clustering method (EBDCP) has been proposed which bal-
ances the distribution of energy consumption over the whole network. Balancing of energy 
distribution helps in reducing the network energy consumption and increases the network 
lifetime. A time synchronized optimal cluster selection method named DCSP is used in 
EBDCP which selects near optimal set of CHs in each network round. The network round 
time is calculated by the sensor nodes by using an efficient time synchronization process. 
To overcome the hot-spot problem, the CHs are rotated in every round and an MS is also 
employed in the network. To ensure the applicability of the proposed scheme to a delay 
sensitive WSN, an optimal sojourn point selection algorithm named SJP Determination 
algorithm has been proposed which restricts the tour time of the MS within the tour dead-
line. Simulation results show that the proposed scheme outperforms the existing methods 
in terms of the balance of energy distribution, reduction in energy consumption, low clus-
tering overhead and increase in the network lifetime.
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