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Abstract
A set of moving nodes communicating with each other without any infrastructure is con-
sidered a mobile ad hoc network (MANET). Stability is a big problem with this type of 
network due to its variable location and variable speed with respect to time. As a result, 
link failure is a big problem in MANET. When the link fails, the network faces high packet 
drop and higher delay in delivery of the packets due to a new routing setup in most cases. 
In this paper, we have proposed a method to frame up a stable link network using a tem-
poral data analysis model. In this model, we first analyzed the mobility and position of 
neighbor nodes with respect to each node from the temporal snapshot of the network. The 
statistical model ARMA (Auto Regressive Moving Average) is used for predicting the sta-
ble neighbors of each node in a future time frame. These stable neighbors can be used for 
creating a link between different nodes. The combination between different nodes builds a 
path between the source and destination. We applied a BBO (Biogeographic-based optimi-
zation) technique to estimate parameters relevant to the optimal path from source to des-
tination nodes. This optimal link offers a stable and reliable connection for the remaining 
lifetime of the data transfer for the said network.
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1  Introduction

The main challange of an infrastructure-less decentralized mobile network is to main-
tain the link between the nodes. The nodes may be changing locations regularly as they 
are sought to be mobile. Two nodes falling in their communication range can transfer 
a packet directly by forming a link between them. If they are out of their transmission 
range, they make a path by attaching several intermediate nodes to communicate with 
source-to-destination nodes. The creation and maintenance of this path is handled by 
routing algorithms. There have been lots of routing protocols established over the past 
few years for MANET and they can usually be classified into two categories: (1) proac-
tive routing and (2) reactive routing protocols [1]. Destination-Sequenced Distance Vec-
tor Routing (DSDV) [15] is one of the representative examples of proactive routing pro-
tocols of MANET. In this protocol, each node holds the route information of all other 
nodes in a table and periodically updates that table, making it a table-driven routing 
scheme. The advantage of this protocol is that it always finds the single source’s shortest 
path between source and destination, but involves a huge overhead by maintaining the 
routing table at each node. On the other hand, the reactive routing protocols establish 
routes on request. So, the routing overhead is comparatively less, but every time the 
link breaks, it searches for a new route. Dynamic Source Routing (DSR) protocol [8] 
is a representative reference of reactive routing protocol. In DSR, the route cache of 
the source node acquires multiple route information from previous routing information. 
So, before the new route discovery process starts, DSR protocol verifies the route cache 
information. For a confirmed route, there is no need to start the route discovery pro-
cess, and it continues with the previous route. So, it can start the rapid communication. 
However, DSR protocol adds to the delivery packet the full address of each hop from 
source to destination. Thus, the packet overhead is very high, resulting in consumption 
of more bandwidth. Ad hoc On-Demand Distance Vector (AODV) is another example 
of on-demand routing protocol [14]. Here, AODV manages a technique of destination 
sequence number (DSN). It is generated by receivers and regulates a contemporary path 
to the destination in this protocol. The node receives the DSN of the current packet. If it 
is greater than the DSN occupied presently by the node itself, then it upgrades the DSN. 
It modifies the information of that route accepted by the source. AODV uses a broadcast 
identifier number that inhibits multiple broadcast of the aforesaid packets. The interme-
diate nodes relay packets to the destination node and remove the duplicate copies of the 
packets. The source node broadcasts a route request (RREQ) to determine a route to the 
destination at the time of generating a new path. After receiving the RREQ, the hops 
decide whether they are one among the destination nodes or whether they have to be 
joined to a fresh route to the destination. The major problem with reactive routing pro-
tocols such as DSR and AODV is that they broadcast RREQ packets to their neighbors. 
The neighbors further forward it creating a huge army of RREQ packets. A number of 
proposals have been made to restrict this broadcast to a limited number of neighbors. 
Singh and Dutta [19, 20] have found that neighbors of a node and and links between two 
nodes can be modeled using auto-regressive processes. That motivated us to investigate 
this topic and find a set of stable neighbor nodes to whom the RREQ packets can be 
broadcast.

In this article, we propose methodologies and algorithms find stable neighbors of a 
node and restrict the forwarding of RREQ packets to neighbors with whom the source 
has a stable link. The stable neighbors are found using time series analysis. Further, 
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those neighbors will forward RREQ to only neighbors with whom they maintain a stable 
link. The predicted subset of neighbors are further optimized by using Biogeographic 
based optimization (BBO) [17].

The rest of this paper is organized as follows. The related works are presented in Sect. 2. 
Our proposed model and algorithms are presented in Sect. 3. Section 4 contains the simu-
lation settings and methodologies. The results and discussions are presented in Sect. 5, fol-
lowed by discussion of the results in Sect. 6. In Sect. 7 we conclude the article.

2 � Related Work

The status of a link can be predicted by using a probabilistic model as per Guo et al. [6]. A 
path availability model based on conditional probability in wireless network was defined in 
[12]. The technique to build a long time stable connected link was proposed by Torkestani 
and Meybodi [23]. Song et al. [21] proposed a model to estimate the link stability in the 
network layer based on link connectivity without using any extra device or low layer data. 
They used a sampling window of variable size to estimate the link transition rates. Jiang 
et al. [7] considered the link reliability with a dynamic nature of link status of MANET and 
developed a path selection model for routing metrics to improve the routing performances. 
Biradar et al. [2] suggested a link stability model on a random waypoint mobility pattern 
with a prior knowledge of some parameters of the mobility pattern. Authors of [16] pro-
posed a QoS Routing (RSQR) protocol in MANET based on route stability. That model 
ensures the link stability of a data path is based on received signal strengths. A method of 
link availability prediction of AODV routing based on signal strength is reported in [26]. 
In this method, the nodes can inform the estimated node breakage time to the other nodes 
which reduces the average end-to-end delay and average packet drop ratio. This technique 
also improves the packet delivery ratio of the network with link prediction. The authors 
of [24] proposed a congestion control and reliable routing protocol of MANET to over-
come the route errors by ignoring the current route. They created multiple paths between 
source and destination and selected the shortest path for efficient data transmission. Sridhar 
and Jacob [22] evaluated different performance metrics and compared between Ad hoc On-
demand Distance Vector (AODV) routing with Associativity Based Routing (ABR). They 
also changed the protociol mechanism to reduce the packet size and evaluate the perfor-
mance of the proposed model. Using the overhead information in ABR routing packets, 
they also developed a scheduling mechanism to increase the performance of the network. 
Authors of [9] developed a low transmission power routing strategy with some modifica-
tion of AODV routing protocol. They suggested it as the AODV-RR and through it the 
communication overhead and overall energy consumption of the network can be mini-
mized. Authors of [3] designed a biobjective optimization concept. They also proposed 
the Link-stability and Energy aware Routing protocol (LAER) for ensuring minimum drain 
rate of energy consumption. Optimal Link State Routing (OLSR) was proposed by Guo 
et al. [6] using a delay prediction mechanism. They integrated that prediction mechanism 
with a proactive ad hoc network routing protocol. They used a queuing delay technique 
for modeling a network in non-stationary time series. The authors of [19] performed the 
temporal analysis of node mobility in MANET. In [18], authors compared the path lengths 
of different routing protocols under different mobility models where DSDV routing takes 
the shortest path length to deliver the packets between various types of mobility patterns. 
It was also established that the path length distribution can be developed between mobile 
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nodes by an autoregressive (AR(p)) model for a suitable value of p. Wallace [25] proposed 
the evolutionary approach that was also applied to the travelling salesman problem by Mo 
et al. [13] to demonstrate its efficiency at optimizing a problem. Later Ergezer et al. [5] pro-
posed oppositional BBO (OBBO) which is a variant of BBO and that operates opposition-
based learning (OBL) with BBO migration rates. Du et al. [4] embedded some distinctive 
features from other heuristic algorithms into BBO in order to improve the efficiency of 
BBO. This improvement was illustrated by F-tests and T-tests for different implementa-
tions of BBO. Ma et al. [10] have explored six different migration models and analyzed 
their behaviors, finding that among all the different models the sinusoidal migration curve 
would provide the best performance.

3 � Proposed Work

The proposed system aims to find a stable shortest route from a source node to destination 
node. Figure 1 shows the flow chart of our proposed work.

In order to achieve this objective, the overall system is distributed into several subsys-
tems, as shown in Fig. 2. This figure shows that the nodes s and d are the source and des-
tination nodes of this network respectively at time t. The dotted circle represents the trans-
mission range of the center nodes s or d, and the nodes within the transmission range are 
the neighbor nodes of the center node. In this figure, the WHITE, BLUE and RED nodes 
are the neighbor nodes of s. The same scenario applies to node d. There is no overlapping 
between the transmission range of source and destination nodes. So, some intermediate 
nodes are used to create the path between them. The GREEN nodes are outside of the 
transmission range of s and d, and these nodes are used to create the path from s to d. The 
first step of our work deals with finding the stable neighbors. The stable neighbors are cho-
sen based on the time series concepts as proposed by Singh and Dutta [19, 20]. Applying 
the time series model, we find that the BLUE and RED nodes would stay in the transmis-
sion range of source or destination node for a longer time in the future. In the next step, we 
calculate the stability factor of these nodes and select the RED nodes whose stability factor 
is greater than the stability index. The stability of these RED neighbor nodes are maxi-
mum. In this way, we find the stable neighbors of each node of the network. Thereafter, we 
calculate the various paths through the earlier identified stable links. The single line arrows 
show the multiple paths from source s to destination d. There would be a number of paths 
between a source and destination pair depending on the number of stable neighbors. The 
stable shortest path is calculated using BBO algorithm [17] as shown by the double line 
arrow in this figure. In order to explain the working of each subsection clearly, some nota-
tions as follows are given in Sect. 3.1.

3.1 � Notation

The following notations are used throughout this article to define the various parameters:

–	 S: Set of nodes used for simulation
–	 m: Number of mobile nodes
–	 n: Total time of observations
–	 �t : Time lag
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–	 z
ij

t  : Neighbor value between nodes i and j is the neighbor of it at time t. zijt = 1 means 
the nodes i and j are neighbors. If zijt = 0 then nodes i and j are not within their trans-

Fig. 1   Flow chart of the pro-
posed work
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mission range, i.e. they are not neighbors.
–	 u

ij

t  : Stability value between node i and node j at time t. If uijt → 1 , then node j is the 
stable neighbor of node i. If, uijt → 0 then node j is not the stable neighbor of node i.

–	 � : Stability index. 0 ≤ � ≤ 1 . If uijt ≥ � that means node j is the stable neighbor of node i. 
As has already been indicated earlier, the choice of � happens to be crucial in respect of 
the performance.

The details of each subsystem are explained in following subsections.

3.2 � Stable Neighbor Finding

Two mobile nodes i and j are called neighbors if they belong to their respective transmission 
range. Stable neighbors of a node i are those nodes which are going to be neighbors of node 
i in a future time period. We are trying to build a model which will calculate the probability 
of node j staying within the neighborhood of node i for a longer duration. The autoregres-
sive moving average (ARMA(p,q)) model is employed to predict the stable neighbor nodes for 
suitable values of p and q.

Let S = {si, ∀ i = 1, 2,… ,m} be the set of m number of distinct mobile nodes at the 
initial point. In our experiment, the node numbers are fixed throughout the whole experiment. 
We observe the neighbor nodes of all the simulating nodes at time t = 0 by the initial neighbor 
matrix Z0 . Now, we consider the time lag is Δt . So, we define the neighbor matrix of a differ-
ent time lag as Zt with time at t + Δt . The elements in the matrix are denoted by zijt  where i 
and j are two mobile nodes at time t + Δt . If i and j are two neighbor nodes at time t, then we 
define:

i.e. node j is the neighbor of node i at time t. Otherwise,
z
ij

t = 1

z
ij

t = 0 ∀ i, j = 1, 2,… , n

Fig. 2   Prediction of neighbor nodes and the routing scenario
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Initially, at time t = 0 , we considered that the matrix Z0 is

The higher order ARMA(p, q) can be defined as

where �t are normally distributed with zero mean and constant finite variance �2 for 
t = 1, 2,… , n.

Now, we consider the ARMA(p, q) process from Eq. 1 is

where v is a constant.
To estimate the AR process, we need to determine its order p and the values of the 

parameters �1, �2,… , �p by a linear statistical model. et is the Gaussian white noise, which 
is an uncorrelated innovation process with mean zero and is independent of random vari-
ables at previous time points. We may estimate Θp = (�1,… , �p)

� by the least squares (LS) 
method.

Replacing the random variables by their observed values, we generate the matrix Xp 
from Eq. 2:

where,

and

and T = p + t

Let,

Z0 =

⎡
⎢⎢⎢⎢⎢⎢⎣

z11
0

z12
0

⋯ z1n
0

z21
0

z22
0

⋯ z2n
0

. . . .

. . . .

. . . .

zn1
0

zn2
0

⋯ znn
0

⎤
⎥⎥⎥⎥⎥⎥⎦

(1)
yt = yt−1�1 + yt−2�2 +⋯ + yt−p�p

− �1�t−1 − �2�t−2 −⋯�q�t−q + �t

(2)z
ij

t = v + �1z
ij

t−1
+⋯ + �pz

ij

t−p + et + �1et−1 +⋯ + �qet−q

(3)zij
p
= XpΘp + E

zij
p
= (z

ij

p+1
,… , z

ij

T
)�

E = (ep+1,… , eT )
�

Xp =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

z
ij
p z

ij

p−1
⋯ z

ij

1

z
ij

p+1
z
ij
p ⋯ z

ij

2

. . . .

. . . .

. . . .

z
ij

T−1
z
ij

T−1
⋯ z

ij

T−p

⎤⎥⎥⎥⎥⎥⎥⎥⎦
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This process is stationary and it has an MA representation:

To determine the order of MA(q), we consider a sample zij
1
, z

ij

2
,… , z

ij

T
 . The mean is

and the variance is

where �2
e
 is the variance of et.

The covariances of the process zijt  are

The autocorrelations of the MA(q) are

Thus the order of an MA corresponds to the maximum k for which �k is nonzero. After get-
ting the order of AR(p) and MA(q), we can calculate the matrices Zt for t = 0, 1,… , n using 
Eq. 2 and then generate the matrices Zt , i.e.

These zijt  are the predicted neighbor values of different nodes at different time instants. We 
can also observe the actual neighbor values of different nodes at different times which is 
estimated as ẑijt .

So, after considering the following parameters:

The probability of a node i being the neighbor of node j at time t can be calculated by Eq. 8 
as:

u
ij

t  is the probability of node j being the neighbor of node i at time t.
Now, � is the stability index. uijt ≥ � indicates high probability of node j remaining the 

neighbor of node i at time t+1. So,

(4)z
ij

t = et + �1et−1 +⋯ + �qet−q

E[z
ij

t ] = E[et] − �E[et−1] = 0

var(z
ij

t ) = (1 + �2)�2
e

(5)cov(z
ij

t , z
ij

t+k
) = E[z

ij

t z
ij

t+k
] =

⎧
⎪⎨⎪⎩

�2
e
+ �2�2

e
if k = 0 ;

−��2
e

if k = ±1;

0 otherwise.

(6)𝜌k =

⎧
⎪⎨⎪⎩

q−k∑
i=0

𝛼i𝛼i+k

q∑
i=0

𝛼2
i

for k = 0, 1,… , q;

0 for k > q.

(7)Zt = {z
ij

t ∣ ∀i, j = 1, 2,… ,m and t = 1, 2,… , n}

z
ij

t = The predicted neighbor value by usingARMAattimet

ẑ
ij

t = The original neighbor value at timetand

� = The sampling probability weight factor, 0 ≤ � ≤ 1.

(8)u
ij

t = ẑ
ij

t × � + z
ij

t × (1 − �)

(9)Ut = {u
ij

t ∣ ∀ i, j = 1, 2,… ,m and t = 1, 2,… , n}
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where,

3.3 � Stable Path Finding

Once the stable neighbors are identified, the links between two stable neighbors can be 
concatenated to get stable paths. In fact, we get a number of stable paths, as shown in Fig. 2 
at subsystem 4. The next phase is to find the shortest stable path, which is done using the 
BBO algorithm.

3.4 � BBO Optimization

In this algorithm, we take the input matrix Ut from Eq. 9. The Ut shows the stable neigh-
bors of each node depending on the probability based on stability factors. The BBO algo-
rithm is used to find the optimal and the stable path between the source mobile node Ns and 
destination mobile node Nd . It uses each of the possible solutions as a habitat and exploits 
migration to exchange information among different habitats to obtain a better solution. It 
starts by considering Ut matrix. This matrix represents the probability of sustaining of adja-
cent nodes corresponding to node. This matrix is primarily used to determine the optimal 
path between a pair of nodes. The overall procedure is described by Algorithm 1.

The BBO algorithm returns an optimal stable path, which is presented in the double line 
arrow of Fig. 2 at subsystem 4.

4 � Simulation Model

We used the network simulator NS-2 [11] for simulation of the network. The simulation 
time was set at 4000 s. The simulation of the first 3000 s was ignored as this is the time 
required by the nodes to distribute uniformly in the simulation area. The next 1000 s was 
used to collect all the results. All the nodes are restricted within the simulation area. We 
have taken constant speed in a time lag and different speed in a different time lag. We 
placed all the nodes in the simulation area according to the uniform distribution and they 
may change their positions with time accordingly. Here, we have considered,

Similarly, we can consider the actual number of neighbor nodes at time Δti is ANi . So,

u
ij

t+1
=

⎧
⎪⎨⎪⎩

u
ij

t if u
ij

t ≥ 𝛽

0 if u
ij

t < 𝛽

0 if i = j

n∑
i

PNi = Predicted number of neighbor nodes at time Δti
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is the percentage of accuracy to find out the exact number of neighbor nodes.
We also considered that the transmission range of each node is the same and that its 

value is 10 m. We have used IEEE 802.11 MAC protocol for the simulation and the ini-
tial energy of all nodes was set to be equal for this simulation. For further processing of 
simulation results, MATLAB is used where ARMA modeling and BBO algorithm were 
implemented.

5 � Results

The performances of our proposed model was compared with two reactive routing pro-
tocols: AODV and DSR. We have evaluated the parameters like Packet delivery fraction 
(PDF), number of hop counts, network throughput, number of link faults and neighbor 
prediction accuracy in this experiment. These observations are divided into two catego-
ries. In one group, we have kept all the parameters the same and observed the results 
at different time intervals. It actually shows that there is an effect of previous data val-
ues in future time series prediction. We compared our proposed model with two proac-
tive routing models: AODV and DSR. In another category, we change the speed of the 
mobile nodes in different time intervals. So, our aim is to prove that this time series 
prediction model and BBO technique can generate a more stable and the shortest route 
between source and destination in comparison with the other two routing models.

n�
i

ANi = Actual number of neighbor nodes at time Δti

PNA =

n∑
i

PNi

Max

�
n∑
i

PNi,
n∑
i

ANi

� × 100 for i = 1, 2,… , n

Fig. 3   Neighbor prediction accuracy at a different time lag with same node speed and b different node 
speed at a different time lag
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Neighbor prediction scheme can predict the neighbors of a node at a different time 
lag. It actually finds the neighbors on the basis of the time series prediction model using 
previous observations. The stability of the network actually depends on the stable neigh-
bors. The neighbor prediction accuracy of our proposed model is very high compared to 
the other two protocols as shown in Fig. 3a where we keep all the parameters unchanged 
at a different time lag. At increasing speeds of the mobile nodes, our proposed model 
can perform better, as shown in Fig. 3b. The other two routing models cannot perform 
better neighbor prediction because they do not use the time series prediction model.

Link faults occur when the connected node moves out of the range. The reactive rout-
ing protocols create the paths on demand. So, they take some extra time to build them. If 
the link fault occurs, the victim node further broadcasts the control packets to reconfigure 
the path. So, more link faults increase the data loss and end-to-end delay. But our proposed 
model, on the other hand, can predict the stable nodes before the creation of the path. In 
Fig. 4a, it can be observed that our proposed model can find the stable neighbors so that 
the link breakage rate is very low. It also increases the stability with time. This is because 
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it uses the time series prediction model which can predict the future value more accurately 
than the other two routing protocols. The increasing speed of the mobile nodes can break 
the link more frequently. So, we need to be concerned about the relative velocity of the 
neighbor nodes. By this experiment, we choose only those neighbors whose relative veloci-
ties are almost the same. So, in Fig. 4b, our proposed model shows a best result than the 
other two routing protocols.

The packet delivery fraction (PDF) is also an important parameter to measure the flow 
of the network. PDF shows the delivery rate, which may be defined as the ratio between 
the number of packets received and the number of packets sent by the nodes. In Fig. 5a, 
we consider the parameters of the network to be unchanged at different time intervals and 
it shows that the PDF is high and almost a straight line, i.e. the PDF is almost same at dif-
ferent time intervals because the stable network reduces the flow of control packets and 
increases the flow of data packets. In the case of the other two routing protocols, the PDF 
value is haphazard due to the instability of the network. In Fig. 5b, we changed the speed of 
the mobile nodes at each time interval. This shows that the PDF is decreasing with respect 
of the increasing speed of the mobile nodes in AODV and DSR routing protocols. But our 

Fig. 4   Percentage of Link fault rate at different time lag with a constant node speed and b different node 
speed

Fig. 5   PDF of different routing protocols with a fixed node speed with different time intervals and b differ-
ent node speed with different time intervals
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proposed model maintains almost a constant PDF value for the link stability model. So, in 
a high-speed network, it works better than other routing protocols.

In Fig.  6a, we calculated the average number of intermediate hops or nodes between 
source and destination nodes. For this purpose, we have used the BBO technique to opti-
mize this path. The optimized path can reduce the end-to-end delay and routing overhead. 
The BBO algorithm can find the shortest route. The proposed algorithm shows that it has 
the minimum number of intermediate hops in a path unlike the other two routing tech-
niques. In Fig. 6b, we considered the same scenario but increased the speed of the mobile 
nodes at different time intervals. Here also our proposed method performs better than the 
other routing protocols because of the stable neighbor prediction model. The relative veloc-
ity of the stable nodes are almost the same, which actually prevents the link fault.

The evaluation of throughput of a network is also an important part of the experiment. 
The number of data packets sent per second is considered as the throughput of the network. 
In our proposed method, the link failure rate is very low. So, this network sends more data 
packets than the control packets and the throughput is comparatively higher than the two 
other routing protocols, as shown in Fig.  7a. If all the parameters remain the same, our 
proposed method can give more throughput due to the stability of the network. In Fig. 7b, 
we changed the speed of the mobile nodes at a different time lag. But the stable neighbors 

Fig. 6   Average number of hop count within a path of different routing protocols with a same node speed 
and b different node speed

Fig. 7   Throughput of different routing protocols with a fixed node speed and b different node speed
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keep the link between the nodes. So, it shows the high throughput value unlike the other 
routing techniques.

6 � Discussion

The infrastructure-less and multi-hop characteristics of mobile ad hoc networks can work 
perfectly if the collaborative behaviors of the nodes can be studied properly. The ability of 
the network depends on the stability of the neighbor nodes. If the links between nodes are 
stable, the network broadcasts more data packets than the control packets. More data pack-
ets transmission increases the throughput of the network. Our proposed model can give 
better performance in different parameters when compared with two other proactive rout-
ing protocols. It also establishes that the time series prediction model can predict the future 
data on the basis of the past data set. In our experiment, this prediction rate is very satisfac-
tory and can be applied to a real network configuration. The BBO optimization technique 
can optimize the shortest path between source and destination nodes. This technique can 
reduce the end-to-end delay, routing overhead and energy of the network, as shown in our 
experiment. This optimization technique does not create more overhead of the network. 
So, our proposed method, which is the combination of a time series prediction model and 
a BBO scheme, shows a measurable performance difference in comparison with the other 
two routing protocols.

7 � Conclusion

In this article, we have proposed a novel technique to find out the stable neighbors of 
mobile nodes in a time series framework and then modeled it to find the shortest opti-
mum path between source and destination using the BBO technique. In comparison with 
other routing paradigm-oriented link stability schemes, the proposed technique offered a 
statistical model which supports an efficient communication in MANET. The simulation 
results observe that this link stability model can predict the stable neighbors and make an 
optimum path between source and destination for different data sets. The increasing speed 
of the mobile nodes and variation of mobile hops in the network area can also be evaluated 
perfectly by our proposed model. The proposed technique increases the throughput and 
packet delivery rate while decreasing the end-to-end delay between the two nodes. The 
only limitation of this proposed method is that initially it requires past data sets which 
may not be available at the starting time of the simulation. Future work can be focused on 
developing an artificial intelligent scheme to predict more accurately and design a reliable 
stable route.

References

	 1.	 Alotaibi, E., & Mukherjee, B. (2012). A survey on routing algorithms for wireless ad-hoc and mesh 
networks. Computer Networks, 56(2), 940–965.

	 2.	 Biradar, R. C., & Manvi, S. S. (2012). Neighbor supported reliable multipath multicast routing in 
manets. Journal of Network and Computer Applications, 35(3), 1074–1085.



231Biogeographic-Based Temporal Prediction of Link Stability…

1 3

	 3.	 De Rango, F., Guerriero, F., & Fazio, P. (2012). Link-stability and energy aware routing protocol in 
distributed wireless networks. IEEE Transactions on Parallel and Distributed systems, 23(4), 713–726.

	 4.	 Du, D., Simon, D., & Ergezer, M. (2009). Biogeography-based optimization combined with evolu-
tionary strategy and immigration refusal. In 2009 IEEE international conference on systems, man and 
cybernetics (SMC) (pp. 997-1002). IEEE.

	 5.	 Ergezer, M., Simon, D., & Du, D. (2009). Oppositional biogeography-based optimization. In 2009 
IEEE international conference on systems, man and cybernetics (SMC) (pp. 1009–1014). IEEE.

	 6.	 Guo, L., Peng, Y., Wang, X., Jiang, D., & Yu, Y. (2011). Performance evaluation for on-demand rout-
ing protocols based on opnet modules in wireless mesh networks. Journal of Computers and Electrical 
Engineering, 37(1), 106–14.

	 7.	 Jiang, S., He, D., & Rao, J. (2005). A prediction-based link availability estimation for routing metrics 
in manets. IEEE/ACM Transactions on Networking (TON), 13(6), 1302–1312.

	 8.	 Johnson, D. B., Maltz, D. A., & Broch, J. (2001). DSR: the dynamic source routing protocol for multi-
hop wireless ad hoc networks. Ad hoc Networking, 5, 139–172.

	 9.	 Lalitha, V., & Rajesh, R. S. (2014). AODV\_ RR: a maximum transmission range based ad hoc on-demand 
distance vector routing in MANET. Wireless Personal Communications, 78(1), 491–506.

	10.	 Ma, H., Ni S., & Sun, M. (2009). Equilibrium species counts and migration model tradeoffs for biogeogra-
phy-based optimization. In Proceedings of the 48th IEEE Conference on Decision and Control, 2009 Held 
Jointly with the 2009 28th Chinese Control Conference, CDC/CCC 2009 (pp. 3306–3310). IEEE.

	11.	 McCanne, S., & Floyd, S. Ns Network simulator. http://www.isi.edu/nsnam​/ns/.
	12.	 McDonald, A. B., & Znati, T. (1999). A path availability model for wireless ad-hoc networks. In 1999 

IEEE Wireless communications and networking conference (WCNC) (Vol. 1, pp. 35–40). IEEE.
	13.	 Mo, H., & Xu, L. (2010). Biogeography based optimization for traveling salesman problem. In 2010 sixth 

international conference on natural computation (ICNC) (Vol. 6, pp. 3143–3147). IEEE
	14.	 Perkins, C., Belding-Royer, E., & Das, S. (2003). Ad hoc on-demand distance vector (AODV) routing. 

Technical report
	15.	 Perkins, C. E., & Bhagwat, P. (1994). Highly dynamic destination-sequenced distance-vector routing 

(DSDV) for mobile computers. In ACM SIGCOMM computer communication review (Vol. 24, pp. 234–
244). ACM.

	16.	 Sarma, N., & Nandi, S. (2010). Route stability based QoS routing in mobile ad hoc networks. Wireless 
Personal Communications, 54(1), 203–224.

	17.	 Simon, D. (2008). Biogeography-based optimization. IEEE Transactions on Evolutionary Computation, 
12(6), 702–713.

	18.	 Singh, J. P., & Dutta, P. (2009). Temporal behavior analysis of mobile ad hoc network with different 
mobility patterns. In Proceedings of the international conference on advances in computing, communica-
tion and control (pp. 696–702). ACM

	19.	 Singh, J. P., & Dutta, P. (2010). Temporal modeling of node mobility in mobile ad hoc network. CIT Jour-
nal of Computing and Information Technology, 18(1), 19–29.

	20.	 Singh, J. P., & Dutta, P. (2011). Temporal modeling of link characteristic in mobile ad hoc network. CIT 
Journal of Computing and Information Technology, 19(3), 143–154.

	21.	 Song, Q., Ning, Z., Wang, S., & Jamalipour, A. (2012). Link stability estimation based on link connectivity 
changes in mobile ad-hoc networks. Journal of Network and Computer Applications, 35(6), 2051–2058.

	22.	 Sridhar, K. N., & Jacob, L. (2006). Performance evaluation and enhancement of a link stability based 
routing protocol for MANETs. International Journal of High Performance Computing and Networking, 
4(1–2), 66–77.

	23.	 Torkestani, J. A., & Meybodi, M. R. (2011). A link stability-based multicast routing protocol for wireless 
mobile ad hoc networks. Journal of Network and Computer Applications, 34(4), 1429–1440.

	24.	 Vadivel, R., Bhaskaran, V. M., Paruya, S., Kar, S., & Roy, S. (2010). Adaptive reliable routing protocol 
using combined link stability estimation for mobile ad hoc networks. In AIP conference proceedings (Vol. 
1298, pp. 625–632). AIP.

	25.	 Wallace, A. R. (2011). The geographical distribution of animals: With a study of the relations of living 
and extinct faunas as elucidating the past changes of the earth’s surface (Vol. 1). Cambridge: Cambridge 
University Press.

	26.	 Yadav, A., Singh, Y. N., & Singh, R. R. (2015). Improving routing performance in AODV with link pre-
diction in mobile adhoc networks. Wireless Personal Communications, 83(1), 603–618.

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

http://www.isi.edu/nsnam/ns/


232	 A. Pal et al.

1 3

Arindrajit Pal  did his B. Tech and M. Tech in Computer Science and 
Engineering from University of Burdwan and University of Kalyani 
respectively. He is working as an Assistant Professor in the Depart-
ment of Computer Science and Engineering in Academy of Technol-
ogy, West Bengal, India. He has more than ten years of teaching and 
research experience. He has coauthored three books in the area of 
Computer Algorithm and Computer Architecture. He has more than 
eight research publications in various national and international jour-
nals and conference proceedings. His research interests include Mobile 
Computing, Ad hoc Network and Soft Computing. He is Member of 
IEEE, Computer Society of India, Association for Computing Machin-
ery, USA.

Paramartha Dutta  did his Bachelors and Masters in Statistics from 
Indian Statistical Institute, Kolkata, India in 1988 and 1990 respec-
tively. Subsequently, he did his Master of Technology in Computer 
Science in 1993 from Indian Statistical Institute, Kolkata, India. He 
completed his Ph.D. in Engineering in 2005 from Bengal Engineering 
and Science University, Shibpur, India while he was in service. He is 
currently a Professor in the Department of Computer and System Sci-
ences, Visva-Bharati University, Santiniketan, West Bengal, India. He 
has been visiting/guest professor in (1) University of Kalyani, Nadia, 
West Bengal, India, (2) Bengal Engineering and Science University, 
Shibpur, West Bengal, India, (3) University of Tripura, India. He has 
co-authored 5 books and has 1 edited book to his credit. Apart from 
this he has more than 100 research publications in various national and 
international journals and conference proceedings and book chapters. 
His research interests include evolutionary computation, soft and intel-
ligent computing, pattern recognition and mobile computing. Dr. Dutta 
is a Fellow of Optical Society of India and Institution of Electronics 

and Telecommunication Engineering. He is Life Member of Indian Science Congress Association, Com-
puter Society of India, Indian affiliate of International Association of Pattern Recognition, Indian Society 
for Technical Education, Advanced Computing and Communication Society and International Association 
of Engineers, Hong Kong. He is also a Member of Association for Computing Machinery, USA and IEEE 
Computers Society USA.

Amlan Chakrabarti  is at present a Professor and Coordinator at the 
A.K.Choudhury School of Information Technology, University of Cal-
cutta. He is an M.Tech. from the University of Calcutta and has done 
his Doctoral research at Indian Statistical Institute, Kolkata, 2004–
2008. He was a Post-Doctoral fellow at the School of Engineering, 
Princeton University, USA during 2011–2012. He is the recipient of 
BOYSCAST fellowship award in the area of Engineering Science from 
the Department of Science and Technology Govt. of India in 2011, 
Indian National Science Academy Visiting Faculty Fellowship in 2014 
and JSPS Invitation Research Award, 2016. He has published around 
120 research papers in reputed journals and conferences. He is a Sr. 
Member of IEEE and ACM, ACM DSP and Secretary of IEEE CEDA 
India Chapter. His areas of research interest are Quantum Computing, 
Embedded Systems Design, VLSI Design, Computer Vision and 
Machine Learning.



233Biogeographic-Based Temporal Prediction of Link Stability…

1 3

Jyoti Prakash Singh  did his B.Tech in Computer Science and Technol-
ogy from Kalyani Government Engineering College, West Bengal, 
India and M.Tech. in Information Technology from Sikkim Manipal 
Institute of Technology, Sikkim, India. He completed his Ph.D. from 
University of Calcutta in 2015. He is currently an Assistant Professor 
in the Department of Computer Science and Engineering in National 
Institute of Technology Patna, Bihar, India. He has co-authored six 
books in the area of C programming, Data Structures and Operating 
systems. He has more than 40 research publications in various national 
and international journals and conference proceedings. His research 
interests include big data analytics, text mining and ad hoc network. 
He is senior member of IEEE and member of ACM, Computer Society 
of India, International Association of Engineers, Hong Kong, Interna-
tional Association of Computer and Information Technology 
Singapore.

Shayak Sadhu  did his B.Tech in Computer Science and Engineering 
from West Bengal University of Technology and perusing M.Tech in 
Maulana Abul Kalam Azad University of Technology respectively. He 
is a student of the Department of Computer Science and Engineering 
in Academy of Technology, West Bengal, India. His research interests 
include Ad hoc Network, Soft Computing and Data Mining. 


	Biogeographic-Based Temporal Prediction of Link Stability in Mobile Ad Hoc Networks
	Abstract
	1 Introduction
	2 Related Work
	3 Proposed Work
	3.1 Notation
	3.2 Stable Neighbor Finding
	3.3 Stable Path Finding
	3.4 BBO Optimization

	4 Simulation Model
	5 Results
	6 Discussion
	7 Conclusion
	References




