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Abstract
Wireless sensor networks (WSNs) consist of spatially distributed low power sensor nodes 
and gateways along with base station to monitor physical or environmental conditions. In 
cluster-based WSNs, the cluster head is treated as the gateway. The gateways perform the 
multiple activities, such as data gathering, aggregation, and transmission etc. The collected 
data is transmitted from gateways to the base station using routing information. Routing is 
a key challenge in WSNs design as gateways are constrained by energy, processing power, 
and memory. Moreover, heavily loaded gateways die in early stages and cause changes in 
network topology. It is necessary to conserve gateways energy for prolonging the WSNs 
lifetime. To address this problem, particle swarm optimization (PSO)-based routing is pro-
posed in this paper. Also, a novel fitness function is designed by considering the number of 
relay nodes, the distance between the gateway to base station and relay load factor of the 
network. The proposed algorithm is validated under two different scenarios. The experi-
mental results show that the proposed PSO-based routing algorithm prolonged WSNs life-
time when compared to other bio-inspired approaches.

Keywords  Wireless sensor networks · Clustering · Particle swarm optimization · Energy 
efficient routing · Network lifetime

1  Introduction

WSNs are networks that consist a large number of tiny and low energy sensor nodes. These 
nodes are randomly or manually spread in a given target area or region. The sensor node 
contains data aggregation unit, sensing unit, the communication component and also an 
energy unit. Each sensor node may have Global Position System (GPS) to progress within 
the given target area or region. WSNs have promising applications in different areas such 
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as disaster warning systems, health care, environmental monitoring, safety and in crucial 
areas such as surveillance, intruder detection, defense reconnaissance etc. [1]. Sensor net-
works are used to gather data from the environment and build inferences about the mon-
itored object. These sensor nodes are normally characterized by limited communication 
capabilities due to power and bandwidth constraints. So, minimizing energy conservation 
of gateways in the network is challenging task in WSNs. Energy efficient routing algo-
rithms are studied more in this regard [4, 9, 18].

In cluster based WSNs, sensor nodes are divided into several groups called clusters. 
Each cluster has a cluster head (CH), which gathers data from nearby sensor nodes and 
processes that data then send to Base Station (BS) directly or via other CHs. In cluster 
based WSNs, CHs have more workload compared to other sensor nodes [11, 13]. So, many 
researches [6, 10, 12, 17] deployed high energy level devices as CHs, also known as gate-
ways in WSNs. This entire process is depicted in Fig. 1. In a clustered WSNs, CHs need 
to do some additional work to collect data from sensor nodes within the respective cluster 
apart from handling its own data. CHs use data fusion to detect duplicate and unwanted 
data sent by sensor nodes in the respective cluster. These Gateways or CHs are operated 
with battery power. So, we need to develop an algorithm that maximizes network lifetime 
and minimizes power consumption. Sensor nodes and gateways usually run on low pow-
ered batteries, so they need a better way to utilize its battery power in an efficient way 
[17, 19]. Gateways may send data to another gateway or directly to the BS depending on 
the network structure and availability of devices. Data processing capability of a gateway 
is directly proportional to its power. If any gateway fails due to lack of energy, it effects 
dependent devices in the network. If any intermediate node fails, the nodes using this inter-
mediate node have to search for other alternative nodes to send the data and causes more 
load on newly identified alternative nodes. This problem is alleviated using an efficient 
routing between the gateways.

With the evolution of soft computing, bio-inspired algorithms have gained more atten-
tion in recent years. Many researchers designed algorithms to solve WSNs problems. For 
example, Genetic Algorithm (GA) [15], which is used to enhance WSNs lifetime in large-
scale surveillance applications. Artificial fish schooling algorithm [20], which has been 
used to solve traffic monitoring system and fruit fly optimization algorithm [21] is applied 
in Sensor deployment.

Fig. 1   Cluster based WSN with gateways
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In this paper, to address the WSNs energy problem, PSO-based energy efficient rout-
ing algorithm is proposed. The rest of the paper is organized as follows: works related to 
energy efficient routing are discussed in Sect. 2. The required preliminaries are discussed 
in Sect. 3 to understand the proposed method clearly. The proposed PSO-based energy effi-
cient routing is discussed in Sect. 4. The experimental results and its analysis are presented 
in Sect. 5. Finally, in Sect. 6, the paper is concluded based on experimental observations.

2 � Related Work

Many routing algorithms have been proposed for WSNs. We review some of the routing 
algorithms in this section. Low-Energy Adaptive Clustering Hierarchy (LEACH) is well-
known cluster-based routing algorithm used for WSNs. In LEACH algorithm one of the 
sensor node in the network selected as a CH for the cluster. This algorithm dynamically 
changes the CHs in the network which is good for load balancing. Suppose low energy 
node selected as a CH that may die rapidly. The main problem in this algorithm is low 
energy level CHs die fastly inside the network [8]. For solving this problem many improved 
LEACH algorithms have been proposed for selecting optimal CHs. In [14] authors have 
proposed I-LEACH (Improved LEACH) by considering residual energy to select the CH 
instead of probability as used in the LEACH. In [2] authors have selected energy efficient 
CH by considering the energy and distance parameters.

GAs [4] have been implemented for routing task between gateways and base station. In 
this algorithm fitness value evaluates the quality of the network, better fitness value gives 
the better routing path. P. Kuila et al. have used PSO-based routing to enhance the lifetime 
of WSNs. In this method, routing takes place based on the distance between the gateways 
and number of relay nodes between the each gateway to the base station. Fitness value of 
each particle in the swarm is computed using multi-objective fitness function and this fit-
ness value judges the quality of the network. A particle with better fitness function value 
gives better routing path for the network [12]. However, this proposed multi-objective fit-
ness function not considered the relay load factor which also plays vital role in prolong-
ing the network lifetime. If the load on particular relay nodes is more, network lifetime is 
decreased. Hence, in this paper authors have designed a novel fitness function by consider-
ing the relay load factor of the network.

3 � Preliminaries

3.1 � Energy Model

We have used similar energy model used in [7]. Energy consumption of sensor nodes and 
gateways effect the WSNs lifetime. Hence, it is important to design an efficient routing 
technique where every gateway and sensor node energy is mitigated in order to prolong 
network lifetime. In WSNs, radio signals are used for communication between nodes and 
the energy consumed for data transmission and reception is evaluated using energy model. 
There are two channels in energy model namely free space channel and multi-path fading 
channel. If the distance (d) between sender and receiver is less than a threshold d0 , then 
free space channel is used; otherwise, multi-path fading channel is used. The following 
equation shows the energy required by the model to send a l-bit message over a distance d.
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where d0 is a threshold, Eelec is the energy required by electronic circuit, �fs is the energy 
required by the free space and �mp is the energy required by multi-path channel.

The energy required to receive l-bit of data is given as:

The energy consumed by an electronic circuit ( Eelec ) depends on various factors, such as 
the digital coding, modulation, filtering and spreading of the signal etc. The energy con-
sumed by the amplifier in free space ( �fs ∗ d2 ) or multi-path ( �mp ∗ d4 ) depends on the 
distance between the sender and receiver and the bit error rate.

3.2 � Terminologies

We have used the below terminologies in the proposed fitness function and proposed 
algorithm.

	 1.	 The set of gateways is indicated by � = {g1, g2,… , gN} and base station in the network 
is denoted by Bs.

	 2.	 Lifetime(gi) signifies the gateway ( gi ) lifetime. If gi has leftover energy El(gi) and 
energy consumption per round Ec(gi) then Lifetime(gi) is computed as follows: 

	 3.	 dmax indicates the each gateway maximum communication distance.
	 4.	 distance(gi, gk) indicates the distance between two gateways gi and gk.
	 5.	 range(gi) denotes the number of gateways within communication range of gi (some-

times base station ( Bs ) also a member of range(gi) ). In other terms it is denoted as 
follows: 

	 6.	 Relay node: relay node is one of the gateway in the network. All the gateways in the 
network may not be directly communicate with the base station ( Bs ), in that situation 
gateways send data through one or more intermediate gateways, these intermediate 
nodes are called relay nodes.

	 7.	 RelayNodes(gi) : It is a list contains the set of gateways, that can be selected as a relay 
node for gi to communicate with base station Bs . 

	 8.	 RelayNode(gi) : It is one of the gateway selected as relay node from gi to BS. If gi is 
within the communication range of Bs , in that case directly we can communicate with 
Bs.

	 9.	 RelayNodeCount(gi) : Denotes the number of relay nodes needed to reach from gi to the 
Bs . If gi is directly communicates with base station then RelayNodeCount(gi) is one. 

(1)ET (l, d) =

{
l ∗ Eelec + l ∗ 𝜖fs ∗ d2, d < d0
l ∗ Eelec + l ∗ 𝜖mp ∗ d4, d ≥ d0

(2)ER(l) = l ∗ Eelec

Lifetime(gi) =

⌊
El(gi)

Ec(gi)

⌋

(3)range(gi) = {gk|∀gk ∈ (� + Bs) ∧ distance(gi, gk) ≤ dmax}

(4)RelayNodes(gi) = {gk|∀gk ∈ (range(gi) − Bs)}
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	10.	 DelayTime(gi) : is the time needed to transmit collected data from gateway ( gi ) to the 
base station ( Bs ) [3]. It contains average queuing delay ( DTq ) value per intermediate 
data dissemination, transmission delay ( DTt ) and propagation delay ( DTp ). 

 i.e., 

where C = DTq + DTt + DTp , is constant for a particular network [3]. It is also clear 
from Eq.  7 that DelayTime(gi) is directly proportional to RelayNodeCount(gi) i.e., 
reducing RelayNodeCount reduces delay time.

	11.	 Total distance covered among any two gateways in the routing path is defined by 
MaxDistance

	12.	 Maximum relay node count of the gateway is defined as MaxRelayCount. It is formu-
lated as follows: 

 Note: {distance(gi, gk) ∗ 1 ≤ dmax} , 1 ≤ i ≤ N , 1 ≤ k ≤{� + Bs}

3.3 � Particle Swarm Optimization

Particle Swarm Optimization (PSO) is inspired from the nature based on fish schooling and 
bird flocking [5, 16]. These birds regularly travel together in a group without any colliding 
for searching food or shelter. Each member or bird in a group follows the group informa-
tion by adjusting its velocity and position. Each bird or member individual effort searching 
for food and shelter reduces in a group because of sharing group information.

PSO consists of predefined number of particles ( Sn ), each particle gives solution to a 
specified instance of the problem. Each particle is going to be evaluated by a fitness func-
tion. All particles have same dimension. Each particle Pi has a position ( Pid ) and velocity 
( Velid ) in dth dimension of the hyperspace. So, at any point in time, particle Pi is repre-
sented as

To reach global best position, each particle Pi follows its own best ( Lbesti ) and global best 
(Gbest) to update its position and velocity iteratively. Using the Eqs. (10) and (11) [12], we 
perform the recursive position ( Pid ) and velocity ( Velid ) updates.

(5)RelayNodeCount(gi) =

⎧
⎪⎨⎪⎩

1, If RelayNode(gi) = Bs

1 + RelayNodeCount(gk),

If RelayNode(gi) = gk

(6)DelayTime(gi) = (DTq + DTt + DTp) ∗ RelayNodeCount(gi)

(7)DelayTime(gi) = C ∗ RelayNodeCount(gi)

(8)MaxDistance = max{distance(gi,RelayNode(gi))|∀i, 1 ≤ i ≤ N, gi ∈ �}

(9)MaxRelayCount = max{RelayNodeCount(gi)|∀i, 1 ≤ i ≤ N, gi ∈ �}

Pi = {Pi,1,Pi,2,Pi,3,… ,Pi,d}

(10)
Veli,d(t + 1) =w ∗ Veli,d(t) + a1 ∗ r1 ∗ (PLbesti,d − Pi,d(t))

+ a2 ∗ r2 ∗ (Gbestd − Pi,d(t))
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where w is the inertial weight, a1 and a2 are the acceleration constants which are non-
negative real numbers. r1 and r2 are two random numbers in the range [0, 1] which are 
uniformly distributed. This update process is repeated until we find global best or we reach 
maximum iterations count. This whole process is shown in Fig. 2.

(11)Pi,d(t + 1) =Pi,d(t) + Veli,d(t)

Fig. 2   PSO flowchart
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4 � Proposed PSO‑Based Routing Algorithm

We have formulated PSO-based routing algorithm for WSNs. This algorithm consists of 
particle initialization, evaluation of fitness function and updating velocity and position 
phases.

4.1 � Particle Initialization Phase

Each particle is encoded as network (contains path from each gateway ( gi ) to Bs ). The 
dimension of each particle Pi is D (number of CHs or gateways). We initialize each 
gateway (Pi,d|1 ≤ i ≤ Sn, 1 ≤ d ≤ D) with randomly generated number from a uniform 
distribution in the range (0, 1]. The value of dth gateway (i.e., Pi,d assigns a new node 
(say gk ) to gd as an immediate neighbor towards Bs . That is, gd sends data to gk which 
sends data to Bs . This can be formulated as follows:

i.e., gk is the nth relay node in RelayNodes(gd).
(12)n = ceil(|pi,d ∗ RelayNodes(gd)|)

Fig. 3   A WSN topology with 12 gateways and one base station

Table 1   Possible relay nodes of 
gateways

Gateways RelayNodes(gd) |RelayNodes(gd)|
g1 {g2, g4} 2
g2 {g4, g5, g6} 3
g3 {g2, g5} 2
g4 {g6, g7} 2
g5 {g6, g8} 2
g6 {g7, g8, g9} 3
g7 {g9, g11} 2
g8 {g9, g10} 2
g9 {g10, g11, g12} 3
g10 {g12,Bs} 2
g11 {g12,Bs} 2
g12 {Bs} 1
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The particle initialization process is explained using following Example 1.

Example 1  Consider a network with 12 gateways {g1 , g2 , g3 , … , g12} as shown in Fig. 3. The 
same is represented using Table 1 in terms of gateways, relay nodes in the range and number 
of relay nodes in the range. Figure 3 shows a directed acyclic graph G(V, E). Where V is set 
of gateways and E is set of edges. The edge between gi and gj specifies that gi can send data 
to Bs via gj ( gj should be in communication range of gi ). It is clear from Fig. 3 that g2 can use 
any of the gateways from {g4, g5, g6} as next gateway to send data to Bs.

During initialization, each dimension (gateway) Pi,d of particle Pi is initialized with a 
random number in (0, 1] range. For a random particle Pi the values assigned are shown in 
Table 2. This random initialization of gateway position values constitute a particle or solu-
tion. This solution is generated as follows:

Let us consider gateway g2 and its assigned random value of 0.65. According to the 
Eq. (12), ceil(0.65, 3) = 2 , i.e., second gateway ( g5 ) from the RelayNodes(g2) is selected 
for data transmission to Bs . This process is repeated for all gateways to construct entire 
network (particle). Table 2 shows the final result of network construction, and the same is 
visualized using Fig. 4.

Table 2   Relay node selection from randomly created particle

Gateways Pi,d |RelayNodes(gd)| ceil(|Pi,d ∗ RelayNodes(gd)|) RelayNode(gd)

g1 0.43 2 1 g2

g2 0.65 3 2 g5

g3 0.28 2 1 g2

g4 0.32 2 1 g6

g5 0.68 2 2 g8

g6 0.98 3 3 g9

g7 0.22 2 1 g9

g8 0.72 2 2 g10

g9 0.57 3 2 g11

g10 0.16 2 1 g12

g11 0.35 2 1 g12

g12 0.19 1 1 Bs

Fig. 4   Representation of random particle
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4.2 � Proposed Fitness Function

In order to evaluate the goodness of generated particles (networks) a novel fitness function is 
proposed. The proposed fitness function is given in Eq. (13). It is clear from the equation that 
the proposed fitness function is constituted by considering the three objectives. The first objec-
tive is to minimize the maximum distance between gateways to the base station. The second 
objective is to minimize the number of relay nodes used by the gateway (between gateway to 
base station) for data transmission. The third objective is to minimize the relay load factor of 
the network.

RelayLoadFactor = sum of all relay nodes RelayLoad value whose RelayLoad value is 
above the AvgRelayLoad value. i.e.,

RelayLoad(gi) = number of gateways sending data through gi either directly or indirectly. 
RelayLoad(gi) is zero, if gateway gi is not participated as relay node.

where � , � and � are weighted importance of each objective such that � + � + � = 1 and 0 
< �, �, � ≤ 1.

For a better solution the fitness function needs to be minimized i.e., lower fitness value 
indicates best network.

The RelayLoadFactor calculation is explained using Example 2.

Example 2  According to Fig. 4 the relay nodes are {g2 , g5 , g6 , g8 , g9 , g11 , g12}.
The RelayLoad values of {g2 , g5 , g6 , g8 , g9 , g11 , g12} are {2, 3, 1, 4, 3, 9, 11} respectively.

Then AvgRelayLoad = ⌊33∕7⌋ = 4 and
RelayLoadFactor = 4 + 9 + 11 = 24.
Note that while achieving any one of the above objective, we may loose control over 

others. We should include all three objectives into single fitness function and minimize 
it. To overcome the problem of trade-offs among objectives we have used weighted sum 
approach to formulate proposed fitness function by considering all objectives.

(13)F = � ∗ objective1 + � ∗ objective2 + � ∗ objective3

(14)objective1 ∶ minimize {distance(gi,RelayNodes(gi))}, 1 ≤ i ≤ N

(15)objective2 ∶ minimize {RelayNodeCount(gi)}, 1 ≤ i ≤ N.

(16)objective3 ∶ minimize {RelayLoadFactor}

(17)RelayLoadFactor =

N∑
i=1

{RelayLoad(gi)|RelayLoad(gi) ≥ AvgRelayLoad}

(18)AvgRelayLoad =

� ∑N

i=1
{RelayLoad(gi)}

Number of relay nodes

�
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Algorithm 1 PSO-based routing
– Input

– A set of gateways λ = {g1, g2, ..., gN}
– range(gi): collection of all gateways which are within the communication range of

gi.
– RelayNodes(gi) and RelayNodeCount(gi),∀i, 1 ≤ i ≤ N
– Swarm size= Sn (Number of particles in the swarm)

– Output
– Optimal routing path from each gateway to base station in the given network
– Routing R: λ →{λ + Bs}

– Algorithm
1: Step 1:
2: Initialize particles (Pi) in the swarm (Sn), ∀i, 1 ≤ i ≤ Sn

3: Step 2:
4: for i = 1 to Sn do
5: Compute fitness value of Pi, i.e., F (Pi) = α ∗ objective1 + β ∗ objective2 + γ ∗

objective3
6: Lbesti ← Pi

7: end for
8: Step 3:

Gbest = {Lbestx | Fitness (Lbestx) = minimum (fitness (Lbesti), ∀i, 1 ≤ i ≤
Sn)}

9: Step 4:
10: while (!terminate) do
11: for i = 1 to Sn do
12: Update position and velocity of particle Pi using equation
13: Compute fitness value of Pi

14: if F(Pi) ¡ F(Lbesti) then
15: Lbesti ← Pi

16: end if
17: if F(Lbesti) ¡ F(Gbest) then
18: Gbest ← Lbesti
19: end if
20: end for
21: end while
22: Step 5:
23: Compute RelayNode (gi), ∀i, 1 ≤ i ≤ N using Gbest i.e., routing path for the

network.
24: Step 6:
25: Stop

4.3 � Position and Velocity Updating Phase

In every iteration, the position and velocity of each particle are updated using Eqs. (10) and 
(11). While updating velocity and positions of particles we may get new position because 
of algebraic addition and subtraction. New position values may be less than or equal to 
zero, or greater than one. However, according to Eq. (12), the particles position must fol-
low in the range of (0, 1]. In order to get correct range values, we have to do the following 
changes [12] in our algorithm:

1.	 If updated position value is less than or equal to zero, then modify the value with a newly 
generated random number whose value tends to zero.
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2.	 If updated position value is above one, then modify the value to one.

After obtaining the modified positions, the particle Pi is evaluated using fitness function. 
Each particle best fitness value ( Lbesti ) is modified by itself, only if its present fitness value 
better than Lbesti fitness value. Until the termination condition is satisfied (number of itera-
tions), the velocity and the position values are updated in iterative manner. After termina-
tion of the PSO-based routing algorithm, the endmost solution is represented by the Gbest.

The proposed PSO-based routing algorithm that comprises of above mentioned phases 
is explained in Algorithm 1.

5 � Results and Discussion

We have implemented the proposed method using Matlab 2015Ra tool and C++ language. 
All the experiments are carried out under two different WSN scenarios namely WSN1 and 
WSN2. WSN1 and WSN2 consists of 60 to 80 number of gateways and 100 to 400 number of 
sensor nodes. WSN1 and WSN2 differ only in network structure (topology) and base station 
placements. The base station positions for WSN1 and WSN2 are (200, 200) and (350, 150) 
respectively. Table 3 shows the common simulation parameters for both WSN1 and WSN2. 
For comparison purpose GA [4], Greedy Load Balancing Clustering Algorithm (GLBCA) 
[17] and PSO [12] based routing algorithms in the literature have been implemented. In order 
to validate performance of the proposed method, it is compared with GA, GLBCA, PSO 

Table 3   Simulation parameters Parameters Value

WSN parameters
Area 500 * 500 m2

Sensor nodes 100–400
Capacity of each sensor node 2.0 J
Gateways 60–80
Capacity of each gateway 8.0 J
Iterations 200
Communication range 120 m
Eelec 50 nJ/bit
�fs 10 pJ/bit/m2

�mp 0.0013 pJ/bit/m4

d0 87.0 m
EDA 5 nj/bit
Packet size 4000 bits
Message size 500 bits
PSO parameters
Sn 60
a1 1.4962
a2 1.4962
W 0.7968
Vmax 0.5
Vmin − 0.5
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based routing algorithms in terms of network lifetime, total number of hops and average relay 
load on network.

5.1 � Number of Gateways Versus Network Lifetime

Experiments are performed for number of sensor nodes 100, 200, 300 and 400. For both 
WSN1 and WSN2 lifetime of networks are calculated in terms of number of rounds (how 
many number of rounds the network is alive). Experimental results for WSN# 1 are shown 
in Fig. 5 for 60, 70 and 80 number of gateways. Similarly WSN# 2 results for 60, 70 and 80 
number of gateways are shown in Fig. 6. It is observed from the results that using proposed 
method the life time of WSN1 and WSN2 is prolonged as compared to state-of-the-art PSO 

Fig. 5   Comparison of network life time for WSN#1. a Comparison of lifetime with 60 gateways. b Com-
parison of lifetime with 70 gateways. c Comparison of lifetime with 80 gateways
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and GLBCA techniques. It is due to the fact that load on particular relay node is balanced by 
redirecting through alternative routing path. This process some times may choose a longer 
routing path as an alternative. Though, it increases number of hops but overall load distribu-
tion is proper. Hence, it will increase the network life time.

5.2 � Number of Gateways Versus Total Number of Hops

Experiments are performed for number of gateways 60, 70 and 80. For both WSN1 and WSN2 
number of hops are calculated in terms of communication between gateways (how many 

Fig. 6   Comparison of network life time for WSN#2. a Comparison of lifetime with 60 gateways. b Com-
parison of lifetime with 70 gateways. c Comparison of lifetime with 80 gateways
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number of hops required for each gateway to reach base station). Experimental results for 
WSN# 1 are shown in Fig. 7a for 60, 70 and 80 number of gateways. Similarly, WSN# 2 results 
for 60, 70 and 80 number of gateways are shown in Fig. 7b. It is observed from the results 
the proposed method some times requires more number of hops for routing when compared 
to state-of-the-art GA [4] and PSO techniques. It is due to the reason that if any relay node is 

Fig. 7   Comparative analysis in terms of number of hops Vs number of gateways. a WSN#1. b WSN#2

Fig. 8   Comparative analysis in terms of number of gateways Vs average relay load. a WSN#1. b WSN#2
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heavily loaded then the proposed method chooses another alternative routing path which may 
be longer. Though, proposed method some times chooses longer routing path this helps in pro-
longing the network life time.

5.3 � Number of Gateways Versus Average Relay Load

Experiments are performed for number of gateways 60, 70 and 80. For both WSN# 1 and 
WSN2 average relay load on network is calculated as mean of all relay loads in the network 
(using Eq. 18). These experimental results for WSN# 1 are shown in Fig. 8a for 60, 70 and 
80 number of gateways. Similarly, WSN# 2 results for 60, 70 and 80 number of gateways are 
shown in Fig. 8b. It is observed from the results the proposed method requires less average 
relay load when compared to state-of-the-art GA and PSO techniques. It is due to considering 
relay load factor in proposed fitness function.

6 � Conclusion

In this paper, particle swarm optimization algorithm has been used for effective routing in 
WSNs for prolonging the WSNs lifetime. For effective routing a novel fitness function also 
designed by considering relay load factor of the network along with distance and number 
of relay nodes between gateways to base station. The proposed PSO-based routing algo-
rithm has been compared with state-of-the-art routing techniques, such as GA, GLBCA, 
etc. Performance of the proposed algorithm is evaluated in terms of network life time, 
number of hops and average relay load under two different typologies of WSN. The experi-
mental results showed that proposed PSO-based routing algorithm increased the network 
life time and reduced the average relay load at the cost slightly more number of hops when 
compared with GA [4] and GLBCA [17] routing techniques. Moreover, our proposed PSO-
based routing algorithm with novel fitness function is outperformed PSO-based algorithm 
[12] in the literature.

Finally, it is concluded from above results that proposed routing algorithm is efficient 
for improving the lifetime of WSNs.
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