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Abstract
Active queue management schemes are used to reduce the number of dropped packets at 
the routers. Random early detection uses dropping probability which is calculated based on 
the average queue size. Further it is modified according to the value of the count indicat-
ing the number of unmarked packets that have arrived after a marked packet. The impact 
of random variable i.e. number of packets arrived after a marked packet over the drop-
ping pattern is investigated. The proposed model achieves smooth dropping pattern which 
results in improvement of quality of service parameters. A new model for dropping prob-
ability is proposed with different dropping function. The effect of new dropping probability 
results in the increase of the throughput and reduction of the expected end-to-end delay. An 
important finding is that the choice of modified dropping function significantly affects the 
performance measures of the networks.

Keywords  Active queue management · Random early detection · Modified dropping 
probability · End-to-end delay · Throughput · Loss-rate · Traffic load · Buffer size

1  Introduction

Active queue management (AQM) is one of the popular network assisted congestion con-
trol algorithms which is implemented at the routers/gateways. The AQM scheme may 
involve one or more parameters based on queue size, loss-rate, input–output rate mis-
match and queue mismatch, delay, or based on controller  [1–7]. Random early detection 
(RED) [1], Adaptive-RED [2], triple-section RED (TRED) [6] are well known queue size 
based AQM schemes. The dropping probability in RED, TRED, and Adaptive-RED is 
computed using the average queue size, minth,maxth , and maxp and it is further modified 
to incorporate the number of unmarked packets to have arrived since a last marked packet.

The throughput and average queuing delay are concerned, RED is sensitive both 
to the traffic load as well as parameter settings  [2]. The RED has limitation to keep 
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the average queue size within the target range of the average queue size. The reason is 
that at a lightly congested link the average queue size varies around minimum thresh-
old (minth) when maximum probability (maxp) is high while at a heavily congested link 
the average queue size varies around maximum threshold (maxth) . The Adaptive RED 
addresses a few issue of RED by adapting maxp to keep the average queue size within 
the target range.

The limitations with queue based AQM schemes such as RED, Adaptive RED, and 
TRED is the direct coupling between queue length and the probability of dropped packet. 
These AQM schems are dependent on the load level in steady state queue length. In the 
case of overloaded flows these schemes suffer not only from higher delay but also from 
more number of dropped packets  [3]. Another controller based sheme i.e. Proportional 
Integrator (PI) has the ability to decouple both average queue size and the dropping prob-
ability [3]. A stochastic optimization based AQM scheme has been presented by Bhatnagar 
et al. [8].

An adaptive localized active route maintenance (ALARM) mechanism is developed to 
monitor and maintain the on-going communications by utilizing special control messages 
techniques which enable fast response to link failure for an existing ad-hoc multipath rout-
ing protocol [9]. A novel scheduling approach for multiband mobile routers that can trans-
mit through different frequency bands [10]. The queuing analysis based analytical model 
is developed by these authors to analyze scheduling algorithm for multiband mobile rout-
ers [10]. Learning Automata-Based Congestion Avoidance Algorithm in Sensor Networks 
(LACAS) addresses the congestion problem in healthcare WSNs  [11]. LACAS intelli-
gently learns from the past and it leads to improved performance. Learning-automata-like 
RED (LALRED) does simultaneously increase the likelihood of the scheme converging to 
the action which results in reduction of packet drops at the gateway [12]. The LALRED 
approach improves the performance of congestion avoidance by adaptively minimizing the 
average queue size and the queue-loss rate. For flow-aware networks (FAN), an efficient 
congestion control mechanism is developed to enhance the transmission and minimize 
the delay [13]. An optimized second-order model using robust proportional controller for 
AQM has been developed in [14].

AQM has been an area of extensive research. Several algorithms have been proposed to 
handle the congestion at the routers. Recently Karmeshu, Patel and Bhatnagar have pro-
posed an adaptive queue management with random dropping (AQMRD) algorithm which 
incorporates information not just about the average queue size but also about the rate of 
change of the same. AQMRD introduces an adaptively changing threshold level that falls 
in between lower and upper thresholds. This algorithm demonstrates that the additional 
features significantly improve the system performance in terms of throughput, average 
queue size, utilization and queuing delay [15].

The queue based AQMs such as RED, MRED, Adaptive-RED, TRED etc. use the aver-
age queue size to compute the dropping probability which is modified according to the 
number of packets to have arrived since the last marked packet. However, it may be pointed 
out that these algorithms are not efficient in achieving good throughput for congested net-
works where a sufficient bandwidth is not available. Our aim is to further explore appropri-
ate modification of dropping function to address these limitations.

Our objective in this paper is to find a suitable dropping probability distribution so that the 
pattern of dropped packets is neither too frequent nor too rare. Based on simulation results, the 
performance of the proposed scheme is investigated with respect to RED, TRED, Adaptive-
RED, and PI. The major contribution of this paper is to address the problem of heavily con-
gested networks. The proposed modified dropping function is able to reduce the delay and 
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enhance the throughput. The improvement in delay is one of the importnat requirements of the 
network. The proposed scheme addresses these issues.

This paper consists of four sections. Section 2 discusses the proposed model and its analy-
sis. The evaluation of the proposed model is carried out in Sect.  3. The simulation results 
are presented in Sect. 4. Using ns-2 simulator, the performance of the proposed scheme is 
compared with the existing schemes using the ns-2 simulator. In the last section, we provide 
conclusion.

2 � Model Description

2.1 � Background

The dropping propability is calculated in two steps. In the first step, the dropping probability 
is calculated as a linear function of the average queue size. In the second step the dropping 
probaility is modified. The packet is dropped in queue size based AQM router where dropping 
of packet depends on the position of qavg . If qavg exceeds the maxth then definitely router drops 
a packet and if it is lies between (minth,maxth) then dropping or marking of packet is decided 
by dropping probability computed at router.

We consider that packets arrive randomly that may be any distribution and some packets 
are dropped in the manner as shown in Fig. 1. A random variable X corresponds to the number 
of packets that arrive after a marked packet until the next packet is marked [1]. The number 
of unmarked packets is represented by a count variable. The random variable X is assumed to 
follow different distributions.

2.1.1 � Geometric Random Variable X

Let X be a geometric random variable with each packet being marked with probability p. Then 
probability that k packets arrive after a marked packet is

The correspnding mean and variance are:
(1)P[X = k] = (1 − p)k−1p, k = 1, 2, 3…

(2)E[X] = 1∕p and Var[X] = (1 − p)∕p2

Fig. 1   Model description
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2.1.2 � Uniform Random Variable X

In order to render the random variable X to be uniformly distributed, each arriving packet 
must be marked with a modified probability p∕(1 − count.p) . This is an existing model 
used in RED  [1]. The probability that k number of packets that arrive, after a marked 
packet, until the next packet marked is given by:

and

The mean number of unmarked packets between two marked packets is

For detail one can refer [1]. The next subsection present a new dropping function model for 
computation of dropping probability.

2.2 � Proposed Model

Let X be a random variable which represents the number of packets to have arrived after a 
marked packet until the next marked packet. It also includes a last marked packet. In other 
way, the variable count denotes the number of unmarked packets between two successive 
marked packets. Therefore count will be always k − 1 , if next marked packet is kth packet. 
The count is set to zero after every marked packet.

Our aim is to find such a marking probability in terms of p1 and count that improves the 
QoS parameters like throughput, utilization and delay where p1 is the dropping probability 
that is calculated using Eq. (5). We set the dropping probability p2 of each packet as a func-
tion of count such that p2 increases when count increases. It would be more realistic when 
the probability of marking increases as the count increases. The modified dropping prob-
ability p2 is calculated according to

where p1 is calculated as

Here qavg denotes the average queue length of the packets stored in the router.
Let f (p1) = p1(−log(p1)) , it can be easily shown that f (p1) is always positive and has 

maxima at p1 = 1∕e with maximum value 1/e. It can be easily shown that p1(−log(p1))
j+1

∀j > 0  

lies between (0, 1/e) which makes p2 positive. If kth packet is marked then count reaches to 

P[X = k] =
p

1 − (k − 1)p

k−2
∏

j=0

(

1 −
p

1 − j.p

)

, 1 ≤ k ≤ 1∕p,

= p,

P[X = k] = 0, k > 1∕p

(3)E[X] =
1

2

(

1 +
1

p

)

.

(4)p2 = 1 −
p1(−log(p1))

count + 1
, minth ≤ qavg ≤ maxth

(5)p1 =
qavg − minth

maxth − minth
maxp.
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k − 1 since it excludes the last marked packet. Our interest is to identify the probability 
mass function when the probability of marking is count dependent. The probability that k 
number of packets have arrived between two successive marked packets including the last 
marked packet is given by,

Let X = i indicate that ith packet arrives after a marked packet and k indicates that kth 
packet is marked. Therefore i = j + 1 and k varies between i = 1 to i = k where j varies 
j = 0 to k − 1 . We can also say that k includes the marked packet and count (represented 
by j) does not include the marked packet. Putting a = p1(−log(p1)) , we have from Eq. (6):

where p1(i) = a∕i . After simplification, we get

It would be more realistic to restrict the random variable to assume the maximum value C. 
Thus

where

The normalization constant A → 1 as C → ∞ and one can obtains pmf as in Eq. (7). There-
fore, we find the expected value of X as

(6)P[X = k] =

(

1 −
p1(−log(p1))

k

) k−2
∏

j=0

(

1 −

(

1 −
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j + 1

))

, k ≥ 1.
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(

1 −
a

k

)

k−1
∏

i=1

a

i
,
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ak−1
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−

ak

k!
, k = 1, 2, 3,…
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[
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−
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k!

]
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The moment generating function is given as

where t is a parameter. Noting that E[X2] = M
��

X
(t = 0) = 2Aaea therefore variance can be 

determined as

Therefore,

In terms of p1 and C, the mean and variance of random variable X turns to be:

The analysis for mean and variance of dropped packet may be carried out for those packets 
that accounts for qavg lies between (minth,maxth) using Eqs. (11) and (12).

2.2.1 � Proposed Algorithm

The flowchart for our proposed algorithm for which we implement the code in ns-2 is shown 
in Fig. 2. The dropping probability p1 is calculated in the first step and is computed when 
the average queue size lies between minth and maxth . Modified dropping probability calcu-
lated from second step is denoted by p2 and count set to zero whenever a packet is marked or 
dropped. The variable count is updated only when the average queue size lies between minth 
and maxth . In the following section we investigate the proposed model in relation to the exist-
ing models.

2.3 � Evaluation of Model

We conduct the three experiments when a random variable X follows: (1) Geometric dis-
tribution (2) Uniform distribution (3) Proposed distribution (Eq. (7)). We analyze the 
models for three choices of random variable X. The purpose of analysis is to find the 

MX(t) = E[etX]

= sum∞
k=1

etkP[X = k]

=
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k=0

etk
(

ak−1

(k − 1)!
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)

A

= A(et − 1)eae
t

,

Var[X] = E[X2] − (E[X])2

= A(2aea − e2a).

(10)E[X] = Aea and Var[X] = A(2aea − e2a)

(11)E[X] =
e−p1(log(p1)

1 −
aC

C!

,

(12)Var[X] = −
2p1log(p1)

1 −
aC

C!

e−p1(log(p1) −
e−2p1(log(p1)

1 −
aC
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dropping probability distribution which has a smooth dropping pattern of the packets and 
compare the three mechanisms of marking the packets. Mechanism-1 uses a Geometric 
random variable, where each packet is marked with probability p. Mechanism-2 describes 
a Uniform random variable where each packet is marked with probability p

1−count.p
.

In our proposed mechanism each packet is marked with probability 1 − p(−logp)

count+1
 . The 

choice of parameters is dictated by the fact that the average number of dropped pack-
ets remains same for each mechanism. Actually we choose for p = 0.02 (mechanism-1), 
p = 0.01 (mechanism-2) and p = 0.001 (proposed mechanism). In mechanism-1, mecha-
nism-2 , and proposed mechanism about 4489, 4723, 5050 packets are generated and 
100 of these packets are marked in each case. In addition to this we also assume that 
average queue size always lies between minth and maxth at arrival of each packet. We 
find that our proposed model achieves smooth dropping of packets at regular intervals as 

Fig. 2   Flow chart for our pro-
posed scheme
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shown in Figs. 3 and 4 for the three different mechanisms viz., Geometric, Uniform, and 
the proposed. The Y-axis of Figs. 3 and 4 represents the dropping probability where it 
has been shown that packet is dropped if dropping probability reaches to 1.

3 � Simulations and Results

3.1 � Experimental Setup

We consider the network topology as shown in Fig. 5. We have proposed a new AQM 
scheme which has been analyzed for 2D router. The number of input flow entered on 
2D plane that can only be accepted. The model can be extended to make useful for 3D 
router as well even the analysis has been discussed only for 2D router. The gateway/
router parameters used in the experiments are set as wq = 0.002,maxp = 0.1,minth = 20 
packets, and maxth = 60 packets. The queue parameter minth is set at one-third of maxth 
in each simulation to achieve good performance  [5]. A gateway has a buffer size of 
64 packets and has a congestion window size of 50 packets. Each packet has a maxi-
mum length of 1000-bytes. We perform three experiments keeping the same network 
parameters but with traffic load changes for three levels (1) N = 50 , (2) N = 100 , and 
(3) N = 200 . Performance evaluation for AQM schemes is depicted in the following 
sub-section.

3.2 � Performance Evaluation

We evaluate the performance of each AQM scheme for three experiments (1) N = 50 , 
(2) N = 100 , and (3) N = 200 . Throughput, loss-rate, queue size, and end-to-end delay 
analysis are calculated.

3.2.1 � Throughput Analysis

We perform the simulations for three different network scenarios with network topology 
shown in Fig. 5. For low traffic and high traffic loads, simulation experiments have been 
performed and depicted in Figs. 6, 7 and 8. These results show that proposed scheme has 
better tuning of dropping probability with traffic loads. Most of the packets are marked 
when the average queue size lies between minth and maxth . This avoides the situation 
of exceeding the maxth . The rate of packet drops is more when the average queue size 
exceeds the maxth which leads to reduction in TCP sending rate and consequently reduces 
the throughput. We find that AQMRD and Adaptive RED achieve approximately same 
throughput. The low throughput for RED and TRED is achieved due to very high con-
gested link whereas our proposed scheme achieved high throughput with the aim to control 
the highly congested networks.

3.2.2 � Queue Size Analysis

We perform the experiments for three different traffic loads (1) N = 50 , (2) N = 100 , 
and (3) N = 200 . A queue size comparison of our scheme with Adaptive-RED for 
N = 50 is shown in Fig. 9. We find that our scheme is able to stabilize the average queue 
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Fig. 3   Dropping pattern for random variable. a Geometric, b uniform

Fig. 4   Dropping pattern for Proposed scheme
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size which suggests a lower end-to-end delay. We compare the current queue size with 
the PI scheme because PI is the only competing scheme to achieve higher through-
put. Figure 10 shows the current queue size comparison with PI, the proposed scheme 
achieves lower current queue length and the average queue length due to better selection 
of dropping probability particularly for heavy traffic load.

3.2.3 � End‑to‑End Delay Analysis

Queuing delay plays an important role under high traffic condition. We have performed 
simulation experiments to compare the end-to-end delay for each traffic load (1) N = 50 , 
(2) N = 100 , and (3) N = 200 . Figure 11 shows that our scheme has lowest end-to-end 
delay in comparison with all other AQM schemes. At other traffic loads N = 100 and 
N = 200 , our proposed scheme is relatively capable to achieve sufficient reduction in 
end-to-end delay as given in Figs. 12 and 13. The reduction in delay is achieved due to 
lesser number of packets stored in the buffer. Thus proposed scheme achieves reduced 

Fig. 5   Dumbbell topologyconfiguration-I

Fig. 6   Throughput comparison 
for N = 50 (experiment-1)
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current queue size due to marking of packets with higher probability when packets are 
arriving after a marked packet.

3.2.4 � Loss‑Rate Analysis

We perform the loss-rate comparison for each AQM scheme. In contrast to two perfor-
mance metrics viz., throughput and end-to-end delay; our scheme is performing much 
better in relation to other schemes. However one drawback of our proposed model is 
that it does not reduce the acceptable loss-rate. The reason is that the our proposed 
scheme marks a large number of packets to keep lower current queue length for achiev-
ing reduced queuing delay. A comparative study of loss-rates is shown in Fig. 14. Sim-
ilar results are obtained for other traffic loads i.e. N = 100 and N = 200.

Fig. 7   Throughput comparison 
for N = 100 (experiment-2)

Fig. 8   Throughput comparison 
for N = 200 (experiment-3)
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3.3 � More Experimental Study

In order to test the efficacy of the proposed scheme, we run the simulations for a dif-
ferent network. We perform the experiments for different network topology as shown 
in Fig.  15. Table  1 shows the network configurations for our experiments. Experi-
ment-4 and experiment-5 are run on network topology-II as shown in Fig. 15. Experi-
ment-4 and experiment-5 have the difference only in link bandwidth, experiment-4 has 
the same bottleneck link bandwidth while experiment-5 has different bottleneck link 
bandwidth.

3.3.1 � Experiment‑4

To check the efficacy of the proposed algorithm we run the simulation for different net-
work topology shown in Fig. 15, with same bottleneck bandwidth between routers R1R2 

Fig. 9   Queue size compari-
son: proposed scheme versus 
Adaptive-RED (experiment-1)

Fig. 10   Instantaneous queue size 
comparison: proposed scheme 
versus PI (experiment-1)
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and R2R3 . Due to increase in propagation delay between source to destination some of 
these AQM schemes fail to achieve the higher throughput. Adaptive RED is one of these 
which shows the drawback of it. Throughput analysis is given in Fig. 16 and we find that 
the high throughput is achieved by our proposed scheme. This shows that our proposed 
algorithms is able to handle the congestion irrespective of the changes in propagation 
delay between the routers or network topology. Due to same flow of data between link 
R1R2 and R2R3 having same bandwidth on both links, we do not get any variation in 
queue size at routers R2 and R3.

Fig. 11   End-to-end delay analy-
sis for N = 50 (experiment-1)

Fig. 12   End-to-end delay analy-
sis for N = 100 (experiment-2)
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3.3.2 � Experiment‑5

In this experiment, we consider different bandwidths for two bottleneck links of dumb-
bell topology shown in Fig. 15. In this experiment we attempt to check the performance 
of each AQM scheme in heavily congested networks. This network topology generates 
two level of congestion first at link R1R2 and second at link R2R3 . Queue size analy-
sis for both current as well as average queue size is compared with Adaptive- RED in 
Fig.  17. Current queue size comparison with PI is depicted in Fig.  18 and again our 
scheme yields better stabilization of queue size. We find that throughput of PI, Adap-
tive RED, and AQMRD suddenly degraded due to very high congestion at link R2R3 as 
shown in Fig. 19. Simulation results show that all the AQM schemes fail to show the 
robustness with respect to different network topology. Our proposed scheme is more 

Fig. 13   End-to-end delay analy-
sis for N = 200 (experiment-3)

Fig. 14   Loss-rate comparison 
(experiment-1)
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robust than other existing AQM schemes. The acheived throughput is always maintained 
maximum for our proposed scheme among other AQM schemes irrespective of number 
of input nodes or sending nodes has been increased. Though the loss-rate increases in 
such cases when number of input nodes increases. If we use the multiple bottleneck link 
with different bandwidth then end-to-end delay would be affected. Our scheme shows 
highest throughput having large difference in relation to other schemes.  

Table 1   Network configurations

Experiments Network configurations Network topology

Experiment-1 N = 50,B = 64 , and window size = 50 Network topology-I
Experiment-2 N = 100,B = 64 , and window size = 50 Network topology-I
Experiment-3 N = 200,B = 64 , and window size = 50 Network topology-I
Experiment-4 N = 50,B = 64 , and window size = 50 Network topology-II
Experiment-5 N = 50,B = 64 , and window size = 50 Network topology-II

Fig. 15   Dumbbell topology configuration-II

Fig. 16   Throughput analysis for 
experiment-4
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3.4 � Statistical Analysis of End‑to‑End Delay

We compare the expected end-to-end delay for each AQM scheme with our proposed 
scheme. Experiment-1, experiment-2, and experiment-3 are performed on network 
topology of Fig.  5 while experiment-5 is performed on network topology given in 
Fig. 15. We find from Table 2 that our proposed scheme achieves lowest mean value of 
end-to-end delay for every experiment. We observe that the proposed scheme perfor-
mance increases when load increases because of higher marking probability for those 
packets which are arriving after a few unmarked packets. The proposed scheme is capa-
ble to keep lower current queue length even for heavy traffic load. Thus the objective of 
proposed scheme, designed particularly for heavy traffic load is achieved.

Fig. 17   Queue size compari-
son: proposed scheme versus 
Adaptive-RED (experiment-5)

Fig. 18   Instantaneous queue size 
comparison: proposed scheme 
versus PI (experiment-5)
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4 � Conclusion

We have performed a number of experiments to check the efficacy of our proposed 
scheme in relation to others. We use relatively lower bandwidth and higher propagation 
delay for bottelneck link to create a congested link. We find that our proposed scheme in 
comparison to RED, TRED, Adaptive-RED, AQMRD, and PI outperforms in terms of 
throughput . In each experiment, due to high congested link, the performance for RED 
and TRED is substantially degraded, showing that these schemes are not able to handle 
the congestion for heavy traffic load.

Our simulation results in Table 2 shows that our scheme yields least end-to-end delay 
in relation to RED, TRED, Adaptive-RED, and PI except recently proposed AQMRD 
algorithm [15]. The low variance of end-to-end delay for our proposed scheme shows 
the stability with respect to delay in the congested networks. The better stabilization 
of both average queue size as well as current queue size leads to reduction in queuing 
delay. Due to the consideration of additional parameter i.e. the rate of change of average 
queue size, AQMRD is able to stabilize the queue size more efficiently.

Fig. 19   Throughput analysis for 
experiment-5

Table 2   Comparative analysis of end-to-end delay

AQM algorithms End-to-end delay (ms) ( � ± �
2)

Experiment-1 Experiment-2 Experiment-3 Experiment-5

Proposed scheme 157.74 ± 1.70 157.74 ± 1.89 157.84 ± 1.85 266.08 ± 6.33
RED 158.85 ± 4.48 160.56 ± 5.13 160.62 ± 5.22 267.08 ± 14.69
TRED 159.13 ± 4.54 160.38 ± 5.17 160.47 ± 5.22 268.47 ± 14.97
Adaptive-RED 160.75 ± 5.83 162.52 ± 6.44 162.78 ± 6.50 270.99 ± 17.46
AQMRD 156.33 ± 1.73 157.67 ± 1.89 157.45 ± 1.85 262.6 ± 5.70
PI 162.29 ± 6.71 164.53 ± 7.37 163.75 ± 7.07 274.28 ± 19.24
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It is found that PI gives maximum end-to-end delay in each experiment and performs 
better in terms of throughput but due to highest end-to-end delay it would not be the 
preferable scheme. The major contribution of this paper is that we have developed a 
novel AQM algorithm which is able to handle the congestion for highly congested net-
works. This goal is achieved by our proposed scheme where our concern is more about 
throughput and delay. In the context performance measures viz., throughput, end-to-end 
delay, the numerical experiments show that the proposed scheme is found to perform 
much better than other schemes. The future goal is to design a model for analysis of 
delay as well as length of the two successive dropped packets.
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