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Abstract With the increasing pervasiveness of the mobile nodes, service discovery has

become inevitable. In the resource constrained mobile nodes, caching is being used to

reduce the access cost. The enhanced service discovery protocol presented in this paper is a

combination of cache placement, cache discovery, cache consistency and replacement

algorithms. The overheard service information is cached by the coordinator nodes of each

geographical area to reduce the discovery delay. A light weight cache discovery algorithm

that uses a minimum spanning tree is proposed. The cache consistency is maintained in a

soft state. Cache replacement is done based on a weight value that is calculated using the

recency, frequency and cost factors. An M/G/1/? non-preemptive queuing model is

proposed to analyse the cache replacement performance. The extensive simulation results

performed to demonstrate the effectiveness of the proposed enhanced service discovery

protocol in terms of reduction in the service discovery delay and number of cache

replacements. The replacement scheme proposed has increased the cache hit ratio.

Keywords Service discovery � Cache placement � Cache discovery � Cache

replacement � Ad hoc network � Queuing model

1 Introduction

Mobile ad hoc networks (MANET) are networks with mobile nodes that are characterized

by mobility and energy limitations besides using multi hop communication. A service is

any resource that is provided by one node and is utilized by other nodes. The role of a
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service discovery (SD) protocol is to identify a resource of interest from a provider. In a

directory based SD architecture, the service providers (SP) register their services with the

directory nodes and the service information is provided to the requestors through these

directories only. A directory may be maintained either in a centralized or distributed

manner. The directory node acts as a coordinator that aids the service discovery process.

Caching is used to reduce the access cost and delay to overcome the resource constraints

of an ad hoc network [1, 2]. The broadcast nature of wireless transmission enables all

nodes within the transmission range to overhear and cache the transmitted information

even though it is not the specified target. In this work, it is proposed to enhance the

performance of the service discovery protocol in MANETs by effective cache manage-

ment. The main issues involved in caching service information are cache placement, cache

discovery, cache consistency and cache replacement. Cache placement in service discovery

is defined as the location where the service provider information is cached. Cache dis-

covery is discovering the location of a cache. Cache consistency is updating the provider

information stored at all the cached locations. Cache replacement is replacing the existing

service record when the service cache is full.

In the existing works, the location of caching is based on the access cost of the item to

be cached or is decided cooperatively by all the caching nodes [3–5]. In these schemes, the

overhead involved in deciding and sharing the location of the cached nodes is very high.

Based on the above observations, a novel caching algorithm in which a coordinator node,

caches the overheard service provider information is proposed. This coordinator node

sends a reply to the service request received by it, instead of forwarding it to a distant

coordinator.

Cache discovery is usually made either in a proactive, reactive or by using a combined

query approach [5]. In a proactive discovery mechanism, the details of the caching nodes

are maintained, and a request is forwarded to that node. This mechanism is not suitable for

an ad hoc network owing to the transient nature of the mobile nodes. In reactive mecha-

nisms, the requests are forwarded to the destination using traditional routing methods. A

light weight cache discovery mechanism that uses an overlay minimum spanning tree

(MST) to find the cached location is proposed in this work. The nodes of the MST are the

zone coordinators where the service information is cached.

The cache replacement schemes usually based on policies such as frequency or recency

of usage of a data item, and the size of the data item to be cached [6, 7]. The cache

replacement is done based on two policies in the proposed work. The first one is deleting

the service entries whose life time is less than the minimum service period and the second

one is removing the service record with minimum weight. The proposed cache replacement

scheme is modelled as an M/G/1/? non-pre-emptive priority queuing system.

The rest of the paper is organized as follows. In Sect. 2, the related works are discussed.

Section 3, describes the service discovery mechanism using cache. Section 4, presents the

proposed caching algorithm. Section 5 proposes a light weight cache discovery mecha-

nism. In Sect. 6, two cache replacement schemes are presented, and its performance is

analysed using M/G/1/? non-pre-emptive priority queuing system. Section 7 describes the

simulation environment and presents the evaluation results. Finally, Sect. 8 presents the

conclusion part.
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2 Related Work

This section provides an overview of the techniques used in the literature for cache

placement, discovery and replacement. Quiet a lot of work has been done for cache

placement, discovery and consistency in ad hoc networks [5]. The decision of where to

cache an item is based on certain factors such as the terminal profile of a node or the item

to be cached [1]. In cooperative caching schemes the location of caching and data access is

decided in a cooperative manner so as to cache the data only in certain nodes based on its

distance from the source. Cooperative caching techniques described in [8–10], improves

the data access performance and availability in mobile ad hoc networks. However, variable

data sizes, frequent data updates, limited client resources, insufficient wireless bandwidth

and client’s mobility make cache management a challenge [11]. Khawaga et al. [12],

proposes administrative cluster-based cooperative caching that uses utmost two copies of

the cahced item in each cluster with a cluster manager and a cluster backup. Zam and

Movahedinia [13], uses cluster based cache discovery mechanism that uses two cache

tables know as Pre-fetched and Non-prefetched list inorder to increase the cache hit ratio

and cluster hit ratio. Joy and Jacob [14], describes push pull based cache discovery

techniques and their respective advantages. Saleh [15], uses as adaptive cooperative

caching strategy that forms non overlapping clusters using routing information.

Group based service discovery protocol [16], caches both service request and adver-

tisement. Forward Node Minimization enhanced Group-based Service Discovery Protocol

minimizes the number of next hop nodes when forwarding the request packets by making

use of the service advertisement information in the cache [17]. A service cache can be

maintained at each node [18] or in the backbone nodes [19] or selective nodes based on

cache space available or popularity of data item cached [1]. In the caching schemes that

maintain the cache in all the nodes, the overhead at the time of service advertisement is

increased and leads to cache consistency problem.

Cache maintenance can be done either in a hard state, where any change in information

must be explicitly intimated to all the nodes caching the information. Tian et al. [20], Cao

[21] and Madhukar et al. [22] sends invalidation reports to overcome the cache consistency

problem either periodically or whenever there is a change in the cached information. In an

ad hoc network cache maintenance in a soft state, where a cached entry is deleted after a

time period, is preferred to reduce the communication overhead and to handle mobility.

The cache replacement is done based on certain factors such as LRU, data size, transfer

time, data invalidation rate and access interest [23]. Cache replacement based on least

recently used (LRU) policy replaces the entries stored in the cache based on the recency of

references. It replaces the block in the cache which has not been used for the longest period

of time. This is found by using the age bits. The least frequently used (LFU) policy

replaces the entries based on the frequency of references. It replaces the block that is least

frequently used. It is done by maintaining a reference count. Literature also uses a com-

bination policy called LRFU that inherits the benefits of both of the above policies by

leaning towards the LRU or the LFU by usage of a weighing parameter [6, 7].
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3 Service Discovery with Cache Maintenance

In a MANET hierarchical decomposition the geographic area is done to divide an area into

zones and to facilitate communication amongst the mobile nodes. The zone coordinators

(ZC) maintain the information predominantly within its zone, and the collective infor-

mation of all the zones are maintained by a single area coordinator (AC). To facilitate the

SD process, these coordinators keep the details about the service, location and membership

information of the providers and the requestors.

The crucial issue in directory based architecture is the selection of a coordinator node.

These coordinators are selected adaptively to ensure that they are not drained, and also

additional backup nodes may provide support in case of failure of the coordinators. To

investigate the effect of the proposed cache management schemes on the SD protocol in

MANET, the coordinator election, service discovery and delivery are done as described in

[24]. An SP advertises its services to the ZC and AC. When a service requestor (SR) makes

a request to its ZC, it is forwarded to the provider if the location of the provider is known;

otherwise, the request is sent to the AC. Any ZC en-route to the AC may forward the

request to the provider if the SP location is cached.

Figure 1, shows the sequence diagram of the service discovery process with and without

using the cache. When a service request is sent to a ZC, the ZC checks its ZCTABLE for

the SP information. If it is not found, the ZC forwards the request to the AC, through the

intermediate ZCs. Any intermediate ZCs, receiving the service request checks the

Fig. 1 Service discovery process with and without cache
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ZCTABLE for the cached service record. If it is found, the request is sent directly to the SP

to reduce the discovery delay. If the SP information is not found, the request is forwarded

to the adjacent ZC in the path leading to the AC. This path is computed using the minimum

spanning tree algorithm described in Sect. 5. The AC finally forwards the request to the SP.

The SP sends the service reply to the SR’s ZC. The intermediate ZCs that over hears this

reply updates their service cache. The SP delivers the service to all the SRs, through their

respective ZCs periodically.

4 Caching the Service Information

The SPs in a zone wishing to provide any service, register their service with the respective

ZC by sending the associated service parameters. The ZC upon receiving this information

updates the ZC TABLE in Table 1. The ZCs of all the zones, advertise the ZCTABLE

Table 1 ZCTABLE

SR’s ID SP’s ID SR location SP location Service parameters
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contents, to the AC periodically and the AC, in turn, updates its ACTABLE. The coor-

dinator nodes use the ZCTABLE and ACTABLE in Table 2 as a service cache.

The service parameters maintained in the cache are service ID, the life time of the service,

sequence number, frequency count, and combined recency, frequency, cost value (CRFC).

Each service reply has a unique sequence number and is used by the coordinator nodes to

identify the reply messages uniquely. The frequency count indicates the number of times the

cache has serviced a request. The CRFC value is the weight value attached to each of the

service records. The significance of this CRFC value is described later in Sect. 6.

When a service reply is heard by a coordinator, and no entry for that service is found in the

cache (ZCTABLE), the service record is cached. If an entry for the service is already

available, then the entry for the provider that is nearest to the ZC is retained. If the entry for the

same service and provider is available, the entry from the latest reply is stored by checking the

sequence number of the reply message. Cache replacement is needed if there is no free space

in the cache to store the service record. Since the adaptive leader election proposed in [24] is

used for electing the coordinator nodes, the cached information is transferred during handoffs

to the new coordinator nodes. The algorithm for service caching is given below.
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5 Light Weight Service Discovery

Service cache discovery is discovering the location of the cache where the service provider

information is stored. Traditional proactive approaches for discovering the location of the

cache, by storing the information and location about the caching nodes is not suitable for

MANETs, because of the frequent change in the position of the mobile nodes. When an SR

is received by a ZC, it forwards the request to the AC. Therefore the ZC must know the

path through which a service request must be forwarded. A minimum spanning tree (MST)

algorithm is used to find the cache path if the provider information is not available with a

ZC that has received the service request.

In the proposed light weight cache discovery mechanism, we use an overlay MST that

connects all the ZCs and the AC. There is no additional overhead in tree construction and

maintenance because the MST that is used for SD is also used for cache discovery. An

overlay tree is an MST that connects only the coordinator nodes, and the forwarding nodes

are computed only at the time of transmission and are hence more suitable for an ad hoc

network. Prim’s algorithm is used for the construction of MST. The advantages of using

Prim’s algorithm are given in [25]. The minimum spanning tree algorithm that is used to

find the location of the cache is described below.

Table 2 ACTABLE

ZC’s ID ZC’s location ZC’s zone ID Service parameters
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6 Cache Consistency and Replacement

While caching dynamic information, the data becomes obsolete after a specified time. The

service information cached in the coordinator has to be updated periodically.

6.1 Cache Replacement Algorithm

During advertisement of the service information, the provider specifies the time period for

which a service is available. The coordinators calculate the minimum service time that is

required for sending a request to the provider and receiving the service from the provider

based on the distance from the coordinator to the provider. When a ZC hears a new service

request, it stores it in the ZCTABLE. If there is a lack of space in the cache, all the entries

whose life times are less than the minimum service period are deleted. If more free space is

still required, the entry with the minimum weight value is removed. This CRFC value is

calculated by taking into consideration the frequency, recency and cost factors of a cached

service record. The size of the data item is not considered since all the service records are

of the same size. The algorithm for cache replacement is given below.

6.2 Computation of CRFC value

The CRFC value for each of the service record is calculated as shown in Eq. (1).

WðsÞ ¼ Rð0Þ þ FðsÞ � AðsÞ ð1Þ

The Eq. (1) can be expanded based on Kim, C.S. 2001 and Li, Z et al. 2012 as follows,

Wtiðs) = R (0) + F(ts � t
0

sÞ � Wt
i
0 ðs)*A(s) ð2Þ

where R(0), Weight value of recently referenced service record; F(s), Frequency of ref-

erence to the service record; A(s), Access cost for fetching a service record s from the AC;

WtiðsÞ, Weight value of a service record s at the time of ith reference; Wt0
i
ðsÞ, Weight value

of a service record s at time of i - 1th reference; ts, Time stamp for the current reference to

a service record s; ts
0
, Time stamp for the previous reference to a service record s.
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The combined least frequently recently policy associates a value with each block in the

cache. This value gives the likelihood that the block will be referred shortly. Each refer-

ence to a block in the past contributes to this value and a reference’s contribution is

determined by a weighing function F(x) = e - cx where x is the time span from the

reference in the past to the current time. When c = 0, F(x) = 0 and the function behaves as

LFU policy. When c = 1, F(x) = e - x and the function behaves as LRU policy. It is

found that the performance is optimum when c = 0.5 [6]. The cost value of an object at the

time of kth reference can be computed from the time of (k - 1)th reference and the cost

value at that time. The block with the minimum value is replaced [6, 7]. In the proposed

scheme, the cost factor is added to the recency and frequency factors to compute the CRFC

value. This weight value quantifies the likelihood that a service record stored in the cache

will be referred shortly.

6.3 Modelling Cache Replacement as M/G/1/? Non-Pre-Emptive Priority
Queuing Model

To explore the effectiveness of the cache replacement strategy, it is modelled as an M/G/1/

? with non-pre-emptive priority queuing model.

M/G/1 queuing system is a single server system in which the arrivals are Poisson with

rate k[ 0 and the service time are distributed and are independent of the arrival time. The

mean service time is given by S = 1/l. The number of servers is 1, and the size of the

server capacity is ?. Usually, the customers are served according to FCFS service dis-

cipline. In applications where preferential treatment has to be given, priority queues are

considered. In priority queues, there are at least two priority classes. If the priority is lower,

the class number is greater. The customers of the same priority are served in FCFS order.

The priority policy may be pre-emptive or non-pre-emptive. In pre-emptive policy, a

customer that is being served is pre-empted by the newly arrived customer, bringing the

customer that is currently served to the beginning of the priority queue and is the next

customer to be served. In non-pre-emptive policy, the customer who is serviced is not

interrupted by a higher priority customer that has arrived.

The overhearing of an SA by the coordinator node is considered as the Poisson arrival of

an SA. The cache replacement is considered as service. The time taken for each service is

distributed because the time taken to remove an old entry when its service time expires and

the time taken to calculate the minimum weight value and remove it, is independent of the

arrival of an SA.

Since a preferential treatment is given for cache replacement based on its class, the

system is modelled as a priority queue system; with non-pre-emptive priority policy as a

new SA that arrives is never a candidate for replacement. The priorities for cache

replacement are classified as follows,

Class 1: SA whose service lifetime has expired; has the highest priority to be removed

from the cache.

Class 2: SA whose weight value is the least; has the second highest priority to be

replaced from the cache.

As each coordinator maintains only one cache, it is modelled as a single server system

as shown in Fig. 2. In an M/G/1 system keff = k, since there are no blocked customers and

there are no SA that is not stored in the cache because of the finite cache size. Hence a ?
queue length assumption is made. An SA has to wait for a residual service time before it

enters the cache.
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Modelling of Cache Replacements using queuing theory approach:

Notations:

li Replacement rate of a SA of class i from the cache

E[xi] Mean waiting time for a SA of class i before it is replaced

E[R] Mean residual service time of a SA

E[Xi] Mean replacement time of a SA of Class i = 1/li

E[Xi2] Second moment of the replacement time

qi Replacement intensity of a SA of class I = k i/li

Mean Residual service time for an SA of class i is the remaining time taken for an

advertisement to be removed from the cache when a new advertisement arrives at the

cache. If no advertisement is currently being removed then E[Ri] = 0.

E½R� ¼
Xn

i¼1

kE½X2
i �

2
ð3Þ

where n is the total number of priority classes

Mean waiting time of an SA in the cache is the mean time for which an SA resides in

the cache.

E[xi� ¼
E½R�

ð1 � liÞð1 � li � 1Þ ð4Þ

where li �
Pi

j¼1 qj We get,

E½xi� ¼
Pn

i¼1

kE½X2
i �

2

ð1 � liÞð1 � li � 1Þ ð5Þ

Mean Sojourn time of an SA of class i in the system, is the mean time for which an SA

resides in the system.

E[Ti� ¼
1

li

þ E[xi� ð6Þ

We get,

E½Ti� ¼
1

li

þ
Pn

i¼1

kE½X2
i �

2

ð1 � liÞð1 � li � 1Þ ð7Þ

Applying Little’s formula to (3), the average number of SA of class i in the cache is

Fig. 2 M/G/1/? model for cache replacement
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E [Ni] = qi þ kiE[xi� ð8Þ

We get

E½Ni� ¼ qi þ ki

Pn
i¼1

kE½X2
i �

2

ð1 � liÞð1 � li � 1Þ ð9Þ

The probability of a service advertisement being in a cache of size z

q
Z!

z

1 þ qþ q2

2! þ � � � þ qz

z!

ð10Þ

7 Performance Evaluation

7.1 Simulation Setup

The simulation was done using ns2 simulator [26]. The scenario used for ad hoc network

simulation is given in Table 3. A result was gained by an averaging number of simulation

runs with different seed values. The network size was varied from 30 to 50, and the number

of service requests is increased proportionately.

The service distribution model is set randomly as follows. 25% of the mobile nodes act

as service providers. A total number of services provided is 75% of the nodes. An SP may

provide a maximum of 5 different types of services. For service and location update, and

beacon packets the CBR packet size is set as 100 bytes and for service registration,

advertisement, request, reply and update exchanges the CBR packet size is set as 512

bytes.

7.2 Simulation Results

7.2.1 Effect of Cache on Service Discovery

To explore the effect of cache on service discovery, service discovery framework with and

without using cache, for varying network size are simulated. Average discovery delay is

the average time interval between a node issuing a service request and receiving the

corresponding acknowledgement message. Figure 3, shows that the use of cache reduces

the discovery delay by 41% because if any intermediate LC locates the SP information in

the cache, it forwards the request to the provider instead of to the GC. Also, it is found that

the discovery delay increases with the increase in the network size. When the network size

increases, the number of service requests is increased proportionately in the simulation and

hence the average discovery delay also increases.

7.2.2 Effect of Cache Size on the Cache Performance

To explore the effect of the cache size on cache hit ratio, the simulation was run for 900 ms

with varying pause times. A cache hit ratio is the ratio of the number of cache hits to the

total number of issued request message. Figure 4, shows the effect of cache size on cache

hit ratio. When the cache size is large, number of service records can be stored in the
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cache, and hence the hit ratio improves as the cache size is increased. Pause time is the

time for which the mobile nodes stay stationary before starting its movement in the random

way point mobility model used in simulation. When the pause time is less mobility is more.

When the cache size is large, more number of service records can be stored in the cache

and hence the hit ratio improves as the cache size is increased. It is also found that when

mobility is more the cache hit ratio reduces because of the change in service record

information stored in the cache. The cache hit ratio is 43% greater when pause time is 40 s

when compared to the hit ratio when pause time is 20 s.

To explore the effect of cache size on the service discovery performance, average

discovery delay is determined for the entire simulation duration. It is found from Fig. 5 that

when the cache size increases, discovery delay reduces because more number of service

records can be stored in the cache. When a service request is received and the provider

information is found in the cache the request is directly forwarded to the provider, instead

of forwarding to the GC, which forwards the request to the provider. The provider then

sends the corresponding acknowledgement message. It is also found that the discovery

delay is more when the mobility is more because of the change in the service record

information. The average discovery delay is 61% greater when pause time is 20 s when

compared to the delay when pause time is 40 s.

To explore the effect of the cache size on the number of replacements, the simulation

was run for 900 ms using the three replacement schemes. A service reply is cached, by the

coordinator nodes and a service record stored in the cache is replaced when the cache is

full. The cache replacement scheme proposed in our work is named as Combined Recency

Frequency and Cost (CRFC). Figure 6, show that the average number of replacement using

CRFC is 18% lesser than LFU and 12% lesser than LRU. This is because the weight value

considered for replacement, takes into accounts the frequency, recency and access cost into

account. It is found that the number of replacements is less when the cache size is more

because more number of service records is stored in the cache.

7.2.3 Effect of the Network Size on the Cache Performance

To explore the effect of network size on the number of replacements, the number of nodes

is varied from 30 to 50. The cache size is kept as constant. From Fig. 7, it is found that the

number of replacement increases with the increase in number of nodes. In the simulation,

the number of service requests increases in proportion to the number of nodes and hence

Table 3 Scenario for simulation
Parameter Values

Area 2400 m 9 2400 m

Zone size 800 m

MAC protocol IEEE 802.11

Mobility model Random way point

Propagation Two ray ground

Radio range 250 m

Traffic pattern CBR

Energy model-initial energy 0.5 J

Transmitting power 0.6 W

Receiving power 0.3 W
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the number of replacements are more. The number of replacements using CRFC is 15%

less than LRU and 28% less than LFU. This is because the weight factor considered for

cache replacement ensures that the service records that have the likelihood of access in the

near future is retained in the cache.

7.2.4 Effect of Mobility on Average Discovery Delay

Figure 8, shows the effect of cache replacement schemes on the discovery delay. The

simulation was run at different speed and delay was calculated using three cache

replacement schemes namely LFU, LRU and CRFC. Discovery delay increases propor-

tionately with speed. This is because, when the speed increases the SP location changes

and the SP takes more time to update its service record stored in the cache. It is also found

that the CRFC scheme is 20% lesser than LFU and 38% lesser than LRU.

From Fig. 9, it is found that the cache hit ratio is less when mobility is more. This is

because of the change in the service parameter values stored in the cache and the change in

the location of the SP. The cache hit ratio increases with increase in the cache size using

CRFC. To explore the effect of speed on cache hit ratio, the speed is varied and the cache

hit ratio is determined. The hit ratio of CRFC is 20% greater that LFU and 38% greater

than LRU.

Fig. 3 Effect of network size on
average discovery delay

Fig. 4 Effect of cache size on
cache hit ratio
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Fig. 5 Effect of cache size on
average discovery delay

Fig. 6 Effect of cache size on
the average number of
replacements

Fig. 7 Effect of network size on
the number of replacements

1530 C. Jayapal et al.

123



8 Conclusion

To evaluate the performance of our proposed algorithm, extensive simulations were done.

The service discovery framework, with and without using cache was simulated. The

caching algorithm proposed in this paper uses the over hearing property of a wireless fnode

to cache the service reply from the providers at the coordinator nodes. It was found that the

caching reduces the discovery delay considerably. The light weight MST algorithm used

for cache discovery and the weight value based cache replacement scheme used for cache

management has improved the performance of caching in terms of discovery delay; a cache

hit ratio and the number of replacements.
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