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Abstract The Internet of Things (IoT) lay down a platform for global communication

among millions of electronic devices connected to the internet. These devices and elec-

tronic appliances included both wireless and wired sensors, home appliances such as

Television, refrigerator, etc., radio frequency identifications (RFID), and so. Similarly,

heterogeneous networks provide a platform for media independent communications.

However, there exist several issues in using heterogeneous technologies for IoT commu-

nications. These challenges include the co-existence of wireless technologies such as

ZigBee, Bluetooth and WIFI, cross-layer communications, high packet loss due to inter-

ferences with electronic devices, etc. Similarly, IoT is a new paradigm for interconnecting

electronic devices, thus, it needs major refinement for standardising it for various services.

In order to address the aforementioned challenges, we proposed a scheme for enabling a

generic IoT framework and platform for various IoT embedded devices. The working of

the proposed scheme is twofold, (1) discovering and collecting information from IoT

enabled devices using sensors and (2) scheduling the working of these appliances based on

the data collected using sensors attached to these devices. Further, the data is transferred to

Hadoop ecosystem for processing and analyzing to disseminate the relevant information to

the citizen. Moreover, the proposed system is tested in a smart home scenario by installing

sensors attached to various home appliances. The energy consumption and packet loss
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occur due to available electronic appliances, and heterogeneous devices are computed and

analyzed for planning an optimal scheduling scheme and load balancing. Similarly, data

from various authentic sources is analyzed using Hadoop ecosystem and disseminate it to

the citizen in real-time.

Keywords Wireless sensor networks � Hadoop ecosystem � Internet of
Things � Scheduling � Load balancing

1 Introduction

The Internet of Things (IoT) has progressively developed with the passage of connecting

heterogeneous technologies. The word IoT was first announced by two students working at

MIT in late 2000 while working on Radio Frequency Identifiers (RFID). However, the IoT

has been used in various fields of technology and communication for connecting embedded

internet devices. Both short and long-range communication technologies is used for data

transfer in an IoT environment with sophisticated protocols and algorithms. The data

transfer from a sensor attached to an IoT device to an end user is made possible with

processing data in real-time. Various flavours of IoT have been developed and designed

with the passage of time such as the Internet of Every Things (IoET), Internet of Social

Things (IoST), Internet of Vehicle Things (IoVT), fog for everything etc. [1, 2]. Theses

flavours help in identifying the communication protocols, underline technologies, and

privacy of data to be used for any specific purpose in an IoT environment. Similarly, the

classifications of such huge amount of data over the internet also need sophisticated

technologies such as cognitive radio networks, software-defined networking, etc. The most

important goal of IoT is to enable human beings to do their work in the shorter amount of

time with less possible congestion and overhead in communication networks. The bet-

terment of human beings can be made possible with implementing IoT in a way that can be

simple and user-friendly to use. For example, if a user wants to wash his clothes back in a

home with the help of IoT which is further connected both the user and washing machine at

home. The user can send commands over the internet to control the machine at home.

Similarly, other examples of betterment can be seen by controlling the IoT devices such as

lights, television, refrigerator, etc. at home. Such controlling of home appliances come

under the category of smart homes which is an application of IoT. Other example consists

of smart parking, smart health management, smart traffic and vehicular communications,

etc. In addition, other new technologies and concepts such as Information-Centric Net-

working (ICN), Name Data Networks (NDN), and Wireless Sensor Network (WSN) based

data dissemination, etc. is progressively developing due to the IoT [3–7]. Further, the

literature consists of various examples and innovative technologies which are using IoT in

some way.

The progressive research in IoT identifies many challenges and issues in IoT. These

challenges and issues include the huge amount of data processing generated through

various connected devices in real-time [8, 9]. Similarly, other challenges include designing

sophisticated and efficient protocols for data collection and acquisitions, data dissemina-

tion and transfer over existing networks, controlling IoT devices with the help of Power

Line Communications (PLC), and so on [10–12]. The literature still lacks a complete

standard fulfilling and addressing the demands and challenges present in an IoT based

infrastructure such smart homes, cities, etc. These challenges can be addressed with

designing a layering architecture for IoT communications. Similarly, the data is transferred
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with the help of an intermediate layer consisting of various technologies to the data

processing layer which is further connected with an application layer. However, it is still a

challenging job how these layers can communicate with each other for efficient data

transfer. The existing layering architecture have several problems, and issues such is

poorly addressing the cross-layer communications, processing the data in offline mode,

communication protocols for seamless transfer of connections among mobile IoT devices,

and so on [13, 14]. In addition, the short-range communication technologies need much

assistance as it is mainly operated on batteries. Thus, a communication overhead or other

problem can consume much battery during peak hour time which can make it imperative to

improve energy efficiency and increase the lifetime of an IoT device with limited battery

capacity. Further, the IoT environment needs separate addressing of IoT devices which can

help in efficient data transfer in a local IoT environment. For example, a sensor device can

be named such as an IoT-enabled device to make it separate from existing WSN based

sensors. One of the reasons for separate naming schemes can help in designing standard

communication protocols for IoT [15]. However, it is impossible until a standard body such

as IEEE, ACM, Microsoft, etc. define such standard names [16].

The aforementioned challenges are addressed by various researchers from various fields

of information technology and engineering. One of the steps was taken by the European

Communication Council (ECC) in 2007 to present a standard for IoT technology. However, it

is still going through refinement for final use. Similarly, other market firms such as Qual-

comm, ACM, etc. come up with several ways and research ideas to use IoT in various fields

such as smart homes, cities, and so on. According to the US National Intelligence Council

(NIC) by 2025, various things such as food items, furniture, electronic machines and so on

will be connected with IoT. The literature consists of various schemes for efficient data

gathering and collection from various IoT devices. These schemes include the collecting data

using clustering approach, service platform approach, etc. [17–19]. The said protocols are

able to place sensors at various locations such as different roadsides to count the number of

cars on the roads, smart homes, smart health clinics, etc. and transfer it to citizens for a better

selection of less congested roads in real-time. The real-time processing of such huge amount

of data is carried out using Hadoop ecosystem alongside SPARK and GRAPHX. However, it

is still a challenging job to disseminate the correct and accurate information among the

citizens in real-time. Therefore, researchers develop new technologies such as ICN andNDN

for the said purpose. However, it is not yet fully operated for disseminating data in hetero-

geneous networks [20]. A home automation system has been developed for efficient col-

lection of data from various home devices and sent it to amanagement station to process it for

optimising energy consumption of home appliances in real-time [21]. The proposed

scheme presented a case of study of a single user home system followed by amulti-user smart

home system. A scheduling scheme is designed based on game theory and dynamic pro-

gramming to address the consumption of electricity and calculate the electricity pricing with

various home appliances turned-on at different interval of time. A similar scheme is pre-

sented to the optimised electricity consumption of light sources available in a smart home by

integrating the sunlight with the light sources [22]. The proposed scheme optimises the

energy consumption by dividing the entire room into different zones and then tune the light

sources according to the sunlight. Similarly, various schemes are presented for specific

operations in a smart home, smart city, smart community, etc. However, they do not address

the challenges present in an IoT environment in a generic way.

In order to address the problems and challenges present in IoT environment in a generic

way, we come up with scheme presented a model of installing sensors in an IoT envi-

ronment to disseminating data with citizens in real-time. The proposed scheme broadly
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targets the urban planning with the help of sensors networks, ICN, NDN, and big data

analytics. The proposed scheme is further supported by a case study scenario of a smart

home and a smart city data analytics using Hadoop alongside SPARK and GRAPHX. The

data of various authentic sources such as parking, environmental, etc. are tested in real-

time, and the results are disseminated to citizens for better use and selection of services.

Further, the system is consisted of a sensor deployment phase to efficiently and accurately

deploy sensors at various locations in a smart city to collect data from various IoT-enabled

devices. The data is then passed to Hadoop ecosystem with the help of underlying tech-

nologies. The processed data is transferred to an application layer to distribute it among

required and concerned departments. The results of various smart homes and other services

and departments such as smart parking management, environmental department, etc. of a

smart city are tested using proposed scheme. The results show that the proposed scheme is

able to process the data in real-time and the citizens can select the required service with

less amount of time.

The rest of the paper is further divided into following sections. Section 2 explains the

related work and back ground studies of the recent work published in the said domain. The

proposed scheme is explained in Sect. 3 following by results and discussion in Sect. 4.

Finally, the paper is concluded in Sect. 5.

2 Related Work

IoT (Internet of Thing) system has many vital factors; low power layer communication is

one of them. Hence, IEEE802.15.4 display a complete detail of physical layer for IoT

system, which facilitates short-term communication services. Thus, IoT prime function is

to direct communication in low coverage area between two objects. Network interface card

(NIC) accomplish multiple tasks. Conversion of digital into an analog signal or electro-

magnetic is one of the key task assigned to NIC. Modulation techniques are used for

conversion digital bytes into analog streams. Analog signals, being very low power and

cannot be sent directly to the antenna by NIC. Firstly, these signals are converted to high

power in the air for efficient transformation. The power amplifier receives signals from

NIC and sends it to the antenna. While converting and sending from the system, the signal

agonised to noise and other challenges like riding and volatizing. Now, the low noise

amplifier is used to make robust signals which can be managed by the demodulator.

Further, weak signal range from-80- to 90-dBm is received by radio interface. Highest

energy consumption elements are noise amplifier, demodulator and modulator. Therefore,

IoT infrastructure should design in such a smart way that it will perform radio operation in

lowest possible energy. To overcome power consumption challenges, IoT Enabled Device

IoTED needs a mature scheduling mechanism which auto turn on/off the radio.

To keep the above mechanism of energy consumption in mind, the power if IoTED is

mostly affected by the scheduling module. In the last couple of year, different scheduling

mechanisms have been proposed and target the round trip of the IoTED. Lower than 1%

round trip is claimed in these schemes as shown in [23], totally based on priority queue

model. To handle IoT scheduling among the IoT clients and IoT devices, the concept of

agent is made known to IoT setup. As it’s hard to figure out the cyclic duration of IoT

client and concern device within conventional network. By using M/M/1 queue method,

traffic among participant devices will flow without any noise. Traffic flow categorisation

into a diverse module (k) is carried out on behalf of messages. The author focusses on
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request time and gives a detail description of how the request time can be processed and

manage using the traffic flow methodologies. As random device request may lead to queue

congestion in IoT structure and down grade performance. In [24], the author gives the same

idea built on round-trip radio interface of a device. An eminent traffic responsive algorithm

is used in the proposed scheme to minimize the response time up to certain limit. More-

over, time slots allocation and channel offsets are done through a network topology.

Finally, the node was made responsible for scheduling with the help of a data flow

paradigm. Furthermore, the projected scheme achieved the milestone, minimise delay and

maximise throughput using a smaller number of channels.

Power saving is one of the key parameters which can be achieved by scheduling IoT

devices. There should be a global standard for IoT hardware vendors to manufacture

lightweight, energy aware and small devices in terms of dimensions comparatively other

conventional devices. By doing this, a variety of devices are designed using constrain

energy and dimensions of IoT devices which deliver refined IoT devices for future gener-

ation aspects. For IoT devices, Different statements are documented in IEEE802.15.4, in

which the most common state using by IoTED are Idle, receiving, transmitting, sleep,

awake, etc. Many of the research studies focus on these states of IEE802.15.4 for better

management of energy consumption and saving. In the case of listening state, the node starts

transmission if and only if the channel is free and the availability of channel is carried out by

the transceiver, as transceiver continuously listens to the available channels. In the case of

the idle state, even though the transceiver always in the awake state but the interface is not

able to process incoming data and request from the channel. Finally, in the active state, both

transmission and receiving take place. It is concluded that round-trip time can be minimized

by keeping the radio interface in an idle state. Nowadays, researchers are working on duty

cycle to overcome energy and enhance the operational activities of an IoT device. In order to

explain the working of a duty cycle, let take an example of reducing the duty cycle of a node

contain battery power of 3000 mAh and let assume that an LTC5800 radio consumes 10 mA

electric current to receive the data. If we keep the radio interface on permanently, then its

duty cycle will be 100% and the consumed battery will be 3000/10 = 300 h which means

12.5 days. Similarly, by keeping the round-trip 1% the battery will work up to 1217 days.

The IEEE802.15.4 power consumption constraints have been intimidated in the upgraded

model, i.e. IEEE802.15.4e where it defines the MAC layer and introduces a direct protocol

communication with the interface. In addition, it relays on MAC header and defines well the

communication methodology among different nodes. The communicating strategy of

IEEE802.15.4e can be simulated by Bluetooth v3.0 where nodes are obliging to commu-

nicate with the master one and Bluetooth v4.0 where nodes are communicating with each

other. Moreover, considering wireless networking methodology, the dedicated medium is

never guaranteed to be stable and free of any interferences because the signals are mostly

exposed to any external noise, jitter, and acknowledgement delays. Hence, single-channel

operations will most likely results in performance decreasing over networks. The term

synchronisation is one of the necessary key perimeters to keep establishing the communi-

cation between devices. The synchronisation process is performed in two different methods

called Frame and Acknowledgment. The acknowledgement based synchronisation is

referring to the process where receiver calculates time difference of sending and receiving

frames. While in the case of frame synchronisation process, the receiver calculates the time

difference between arrival and actual arrival time. As the Model IEEE802.15.4e is unlike of

Model IEEE802.15.4 in MAC protocol, hence, the hardware change is not needed at all.

Model IEEE802.15.4e attain a tiny duty cycle which results in a significant decrease in node

energy consumption because this model uses the time based synchronised channel hopping
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technique named as TSCH. Furthermore, the prior MAC protocol version was adopted as

time synchronised mesh protocol (TSMP) since 2006. TSMP is adopted for Wireless HART

[25] because of its substantial success in varies products. The utmost aim of IEEE802.15.4e

model is to effectively well-organise the nodes’ energy by synchronising the nodes along

with TSCH for channel hopping to make it reliable. Figure 1 shows TSCH graph where two

nodes are perfectly synchronized with each other by listening to the advertisement packets

[26]. As the synchronisation process is ended, each node is labeled with time slots and

channel offsets. The same nodes information (slots and channel slots) are used to com-

municate with neighbours.

A significant feature of MAC layer in IEEE802.15.4e is to intensify the scheduling

methods. The scheduling needs a great care of attention to be shaped because if a node is

intended to communicate with another node, the receiving one should be on the listening

node. There are two different types of scheduling under IEEE802.15.4e, i.e. Centralized

and distributed. The centralised scheduling approach is specifying a manager node, which

is responsible for maintaining and controlling the distribution of schedules. In addition, the

available nodes in the network assist the Manager Node with the newbie, and the one

cannot listen to the manager. The distributed approach refers to link establishment among

nodes to freely schedule with other nodes. Similarly, interested readers are referred to [27]

for scheduling based on the link capacity. The authors also referred to the Aloha-based

scheduling model that devote the nodes with the channel for broadcasting advertisement.

Moreover, the reservation-based scheduling is dedicatedly used to hold timeslots for target

advertisement. Considering IoT area, a number of scheduling algorithms have appointed

based on QoS-aware scheduling [28]. While sadly saying, these algorithms have focused

on generic network environment and elsewhere. For instance, in [28], the author alters the

existing layering structure with QoS-aware layering structure. Likewise, the authors

introduced a scheduling algorithm in [23] while the mentioned proposed scheme is notably

upgraded. For a generic scheduling mechanism, one should stay with above-mentioned

constraints in mind. Otherwise, this algorithm can be limited to some scenarios. Following

are the other factors that concern the power consumption of IEEE802.15 4e.

3 Proposed IoT Architecture

The proposed scheme is in two folds. In the initial phase identifies the appliances that are

always or frequently in the state ‘‘on’’. Upon identifying those appliances, the second phase

proposes a switching mechanism to minimise the energy consumption.

Fig. 1 TSCH: time synchronisation channel hopping
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3.1 Overview of the Proposed System

The IoT notion enables communication among multi-vendor, multi-purpose devices that

are deployed in IoT environment via heterogeneous communication technologies. Optimal

communication capabilities are achievable by considering various aspects and arranging

them accordingly. Sensor technology plays a key role in IoT. Hence, extra cautious

mechanisms should be followed to facilitate energy-aware communication. Sensors con-

sume considerable energy to be in on state. Thus, we propose a scheduling mechanism to

manage the energy consumption of sensors. The sensors are turned to sleep mode by the

scheduling mechanism, upon noticing no activity from a sensor or a group of sensors. In

the deployment of sensors, a set of sensors are attached to a coordinator (management

station). The coordinator processes data sent from the sensors attached to it. In addition to

data processing, coordinators communicate with control server and send commands to

sensors. The control server hosts a web service that performs automatic actions and records

all the actions performed on each sensor.

3.2 Appliances Discovery

In this phase, the scheme identifies all appliances that are switched on during user absence.

For example, assume a scenario where a resident is at home and watching television, but

the computer is in on-state at the same time. Another common example could be a house

with children where they turn on various electronic devices, i.e. television, light bulbs, etc.

without actually using them. Henceforth, we categorised the appliances in an IoT envi-

ronment on the basis of user dependability. Table 1 describes the appliances

categorisation.

Afore stated appliances are commonly found in most of the IoT environments. Nev-

ertheless, devices are not limited to aforementioned ones. Therefore, we built a generic

architecture that caters heterogeneous devices.

3.3 Sensor Configuration and Deployment

The sensor deployment mainly depends on the IoT environment. However, the distribution

in an IoT environment is carried out using the Poisson distribution. The proposed archi-

tecture occupied two types of sensors i.e. Farthest sensor (FR) and Relay sensor (RS). Each

sensor manages communication between user and communication between a Management

Station (MS), the MS has more battery power than a typical sensor. It is further connected

with the web service via cellular network or Wi-Fi. Since FR are not directly communi-

cating with MS, RS nodes act as mediators between FR and MS. Contrasting with FR, RS

Table 1 Appliances categorization

User availability Usage time Appliances

High User dependent Television, light bulb, etc.

Medium Partially user dependent Toilet, scanner, etc.

Low Less user dependent Washing machine, rice cooker, etc.

Needless User depends less Street lights, microwave Owen, etc.
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have both sensing and processing capability. The key responsibility of these sensor nodes

is to determine whether the devices are in on-state when the users are not available.

Information collected at FS travels through k - 1 hops. Since we need to allow multiple

hops, we employed multi-hop technology between FS and corresponding MS. RS act as the

intermediate node between MS and FR, therefore, RS nodes consume more energy com-

pared to FS nodes. Figure 2 clearly illustrates the communication pathway of MS, FR, and

RS.

3.4 Event Management and Scheduling

As previously stated, sensors consume considerable energy to operate in on state. For

example, 37 mA energy is consumed by CC2530 sensor for both data receiving and data

transfer operations. Hence, we introduced an Appliance Sleep-Scheduling (ASS) mecha-

nism that can significantly improve the battery life of sensors. We categorized the sensors

into groups and attached every group with an MS, in order to manage ASS mechanism

efficiently. The MS offers two types of services i.e. send information collected from

sensors to the web service and also sends information to the user. A form of message event

MEU is occupied to transfer information to the user. The MEU contains the identification

number of the device that is in on-state (SID) and turned-on time for that particular device

(TON). Owing to essential information provided by MEU, user can decide on the succeeding

action that can be either turning-off the device or let the device to be in on-state (RON/OFF).

On the other hand, if the user intends to change sensor state into sleep mode, RSLEEP

response message is forwarded to the MS. Whenever the user is unable to receive the MEU

or the user is unable to respond, we introduced an automatic response AR generator with

the web service. Once the MS receives response message from the user, MS sends USTOP

message to the web service, which restricts AR response to the sensor. However, if the web

service does not receive USTOP, it initiates AR upon the expiration of elapsed time ET.

Subsequent to the expiration of ET, AR changes the corresponding sensor into sleep-state.

A confirmation message (Ack) is sent to the MS, Web and user for at the end of performing

FR RS

MS

Filtration

Load
Balancing

HDFS

MapReduce

Master

Mappers

Results and Aggregation UnitReducers

Analysis/
Decisions/

Actions
Server

Municipality
and Smart

Control Systems

Fig. 2 Communication of FR and RS with MS
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the necessary action. Figure 3 illustrates the entire sleep-scheduling mechanism using a

flow diagram between sensors and a user.

3.5 Information Gathering and Processing

The required data is collected by the sensors and forwarded towards the MS. Each sensor

collects two types of data related to a device i.e. (1) SID of the device and (2) turned-on

time of the device. A sensor stores these information for TS time. If the device is turned-off

during TS time, stored information is deleted from the sensor to release memory for the

next event. If the device remains in on-state after Ts time, sensor generates MEU message

and transfers it to the corresponding MS. The sensor waits for WT time to get a response

from user or MS. Upon receiving a response, the sensor deletes stored information and

performs necessary action accordingly i.e. switch to sleep state or remain in on- state. A

sensor consumes its energy on three main tasks namely; (1) Information sensing, (2)

Transferring information to user and MS, and (3) receive commands from user and MS.

The web service collects data stored in sensors on an hourly basis. Data aggregation

from sensors assist in managing energy consumption of an IoT environment. The Hadoop

system tests and evaluates collected data considering the sensor ID. Subsequently, results

are presented to the users via the web service. Incorporating this information, users can

manage the appliances to operate in off-peak hours. Figure 2 illustrates an example sce-

nario of the Hadoop system. All data are collected in packet form, which contains sensor

ID and the operation time during an hour. According to the ID, the collection unit cate-

gorizes data. Management of packet loading to the Hadoop system is handled by the load-

balancing module. The processing level transforms sensor data into meaningful informa-

tion. Noteworthy that large amount data consumes more time and power for processing.

Hence, processing enormous data in real-time has become a major challenge. The proposed

scheme occupies Hadoop distributed file system (HDFS) for data storing and MapReduce

paradigm for data analysis. Hadoop ecosystem incorporates multiple clusters to process

data bulks. Existing literature have identified a variety of mechanisms that allocate jobs

among multiple clusters in a Hadoop ecosystem. In fact, dividing jobs into sub-jobs is

essential for scheduling of MapReduce tasks. However, after loading to MapReduce

system, the maximum number of jobs remains unchanged. Considering the fact, we

employed a dynamic scheduling mechanism to load jobs into MapReduce adaptively.

When transferring a part of job from one node to another, the job tracker evaluates CPU

utilization and memory requirements. The job-shifting task is solely depended on the load

of the cluster and manages in real-time basis. Nevertheless, job transferring during

Sensor MS Web User

MEU MEU

USTOP User Perform the
necessary action

MEU

[Else]

RON/OFF/SLEEPRON/OFF/SLEEP RON/OFF

USTOP
ET

Ack

Fig. 3 Working of the ASS mechanism
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processing time is not allowed in typical Hadoop ecosystem. Even though in-progress

shifting is not allowed, that compromises optimal performance as high performing nodes

remain idle and low performing nodes remain in busy state. Hadoop ecosystem become

unstable as a result of this disagreement between high performing and low performing

nodes. The proposed scheme monitors each node during runtime and allows any node that

utilize below 75% capacity to request for new jobs. Owing to this behavior, the job

scheduler allocates jobs according to the workload of each node. Consequently, every node

utilizes the maximum capacity, while improving the system performance. Moreover,

MapReduce output is transferred to the HDFS to perform storing and manipulation tasks.

The analysis and decision server show the Hadoop output via the web service. The

threshold levels are separately defined for energy consumption of the building, home, and

office. Once the web service notices an energy consumption record that surpasses the

threshold, it immediately notifies the user.

4 Results and Data Analysis

The proposed system is tested using various data sets from authentic sources for various

services such as parking and roads congestion data, environmental data, energy con-

sumption data of a smart home. Various authentic sources obtained These data sets by

installing sensors at various places and location around the world. For example, the data

collected for parking lots is obtained from Aarhus city, Denmark at various daytime. This

dataset is collected from 125 measuring points using a Bluetooth sensor attached to the

mobile car from one particular point to another point. Similarly, the environmental data

obtained from different sources consisted of various information of different gasses such as

Ozone, Sulphur dioxide, etc. Similarly, another dataset contains buried container data at

various locations in Aarhus city, Denmark. The road congestion data can help the citizens

of selection the best possible route to a particular destination in real-time. However, it is a

difficult job to process such huge amount of data in real-time i.e. more than 100 GBs in

real-time. The data sets of road congestion are obtained from various roads of Madrid city,

Spain. The data is collected by installing various sensors at different locations on roads.

Disseminating the information of intensity of traffic with citizen can help the citizens of

planning which road can be used to any particular destination. Similarly, the smart home

energy consumption data is obtained by placing and installing sensors with various

appliances in different rooms and kitchen. The data obtained through a single smart home

is tested for designing sophisticated algorithms for optimal energy consumption. The

researchers can process the data in real-time to test various existing algorithms for better

appliances usage and load balancing techniques. However, it is only possible with the help

of analyzing data from a number of smart homes in a city. Therefore, in this research work,

we used the proposed scheduling algorithm on the data obtained from various houses using

programmable sensors. The dataset is investigated for energy consumption of various

appliances such as television, refrigerator, microwave oven, etc. as shown in Fig. 4. Fig-

ure 4 shows the energy consumption of heavy duty appliances such as refrigerator and

television are high during specific daytimes. Similarly, the energy consumption of the

appliances such as washing machine and microwave oven is high at some specific time but

zero at other time of the day. The results of Fig. 4 can be used for designing sophisticated

and efficient algorithms for load balancing among smart home appliances in real-time.
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The packet loss rate is calculated using different sensors in a smart home scenario with

different rooms and a kitchen. The results are calculated in two different scenarios, i.e. pure

WSN and WSN with relay nodes support. Both pure and relay based WSN follows the

IEEE802.15.4e protocol for data exchange. Figure 5 shows that the pure WSN requires

more energy as the sensors are assumed in on-state most of the time. However, the relay

support decreases the energy consumption because of transferring most of the data to the

MS with the help of relay nodes. Similarly, we performed an experiment of grouping the

sensors based on the distance from the MS. The sensors near MS is less affected by the

congestion and, therefore, the packet failure rate of such sensors is less compared to the

farthest sensors.

In order to test the Hadoop ecosystem functionality, a parking dataset is investigated for

two different purposes, i.e. vehicles on different roads in Aarhus city, Denmark and empty

parking lots in Fig. 6a, b as an example to check the performance of the proposed

architecture of disseminating the data with the citizens in real-time. The data collected

from various authentic sources of smart cities [29–31]. The number of vehicles can be used

for disseminating the information of congestion on roads. For example, if there are four

different lanes between two cities. Then a citizen can choose the road with less congestion

based on the processing of data obtained from different roads in real-time. Similarly, a

citizen can check free parking lots in various parking lots based on the data obtained from

parking lots located in a city.

Further, the information of vehicles congestion on different roads can be used for

planning roads and streets. Moreover, in future, the municipality and highway construction

authority can design efficient vehicular transportation system based on analysing data from

various data authentic sources.
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Fig. 4 Appliances energy consumption after testing and applying load balancing module
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5 Conclusion and Future Directions

In this article an analysis has been carried out for checking the performance of

IEEE802.15.4e protocol in a smart home scenario. Similarly, various datasets are inves-

tigated from authentic sources of smart cities for vehicular data. These datasets are thor-

oughly investigated using Hadoop ecosystem for disseminating the congestion of roads and

empty parking lots with the citizen in real-time. Similarly, a detail description of the

existing MAC protocols based on IEEE802.15.4 is investigated for choosing the right

protocol for IoT scenarios. An architecture for IoT environment is designed to handle the

energy consumption and processing the big data in real-time. The proposed architecture

consists of four main steps i.e. discovering IoT appliances in a smart home, deployment

and configuration of sensors as a management station and normal sensors, load balancing

and scheduling, and information gathering and processing using Hadoop ecosystem. In

future, we will implement the system on real sensors and hardware to get accurate results

both in term of efficiency and performance.
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