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Abstract This paper proposes a hybrid of Outer Block Boundary Matching Algorithm and

Directional Interpolation Error Concealment Algorithm (DIECA) to recover the Motion

Vectors (MVs) and the Disparity Vectors (DVs) of the lost color frames of the transmitted

Three-Dimensional Video (3DV). For the lost 3DV depth frames, an Encoder-Independent

Decoder-Dependent Depth-Assisted Error Concealment (EIDD-DAEC) algorithm is pro-

posed. It exploits the recovered color MVs and DVs to estimate more additional con-

cealment depth-assisted MVs and DVs. After that, the initially-estimated concealment

candidate DVs and MVs are selected from all previously-predicted ones using the DIECA

and the Decoder Motion Vector Estimation Algorithm (DMVEA). Finally, the proposed

Bayesian Kalman Filtering (BKF) scheme is efficiently employed to filter out the inherent

errors inside the selected concealment candidate color-plus-depth MVs and DVs to achieve

better 3DV quality. Extensive experimental results on different standardized 3DV

sequences demonstrate that the proposed color-plus-depth schemes are more robust against

heavy losses and they achieve high 3DV quality performance with an improved average

Peak Signal-to-Noise Ratio (PSNR) gain. They objectively and subjectively outperform the

state-of-the-art error recovery techniques, especially at severe Packet Loss Rates (PLRs).
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1 Introduction

The 3DV consists of different video streams captured for the same object with multiple

cameras. The 3DV is predicted to rapidly take place of 2DV in different applications [1–5].

Recently, the 3DV communication through Internet or wireless networks has increased,

dramatically [6]. Thence, highly efficient compression mechanisms must be introduced,

whilst preserving a high reception quality for transmitting the 3DV over bounded-resources

networks. For adaptive 3DV transmission, the 3DV structure must exploit the merit of the

time and space matching between frames in the same stream in addition to the inter-view

matching within the different 3DV streams to enhance the encoding performance. On the

other hand, the extremely compressed 3DV is more sensitive to wireless channel errors.

The 3DV communication over severe-packet-erasure wireless networks is servile to

burst and random mistakes [7, 8]. So, it is a serious problem because of the bounded

available bandwidth and the difficulty of re-transmitting the lost Macro-Blocks (MBs).

Thus, it is an imperative assignment to achieve efficient encoding to adapt future band-

width constraints, whilst preserving an increasing 3DV reception quality. The predictive

3D Multi-view Video Coding (MVC) framework is presented in Fig. 1 [9]. It comprises the

inter- and intra-frames. So, the transmission errors might propagate to the adjacent views

or to the subsequent frames leading to an impecunious video quality. In the case of real-

time video transmission, it is difficult to re-transmit the whole lost or corrupted frames.

Therefore, the post-processing Error Concealment (EC) techniques are utilized at the

decoder to deal with the channel propagation errors [10–12]. They have the merit of

minimizing the channel erasures without raising the latency or demanding encoder

alterations.

Fig. 1 3D video prediction coding model
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The EC techniques exploit the intra-view and inter-view correlations within the 3DV

content to recover the corrupted MBs. Also, they are neither imposing encoder modifi-

cations nor rising the transmission bit rate or propagation delay. The EC methods proposed

for 1D or 2D video transmission can be employed to restore the corrupted 3D video frames

[13–17]. They are expected to work more efficaciously in concealing the 3DV frame errors

due to the availability of the inter-view correlations [9, 10]. The 3DV-plus-Depth

(3DV?D) is another format of 3D video representation that has recently been discussed,

intensively. They have data about the scene-per-pixel geometry [5, 6, 10]. The depth data is

very essential and it is beneficial of adaptive depth conception to harmonize various 3D

displays. Because the whole object pixels must have identical depth values, the depth

information can be used to recognize the object boundaries that may help the concealment

process [18]. Furthermore, the depth data optimizes the 3DV stored bits compared to the

traditional 2DV applications.

The state-of-the-art EC techniques [10–17] exploit the availability of the neighboring

space, time, and inter-view correlations among the 3DV views and frames to reconstruct

the DVs and MVs of the corrupted MBs. Unfortunately, in the state of heavy transmission

errors, these EC algorithms are mostly unfaithful and might present inaccurate 3DV quality

and their concealment efficiency will be close to that of the straightforward Frame Tem-

poral Replacement Algorithm (FTRA) [13]. To handle the case of heavy MBs losses, we

propose improved hybrid post-processing EC algorithms for the color-plus-depth 3DV

transmission over unreliable error-prone wireless channels. The suitable EC algorithm is

selected depending on the corrupted frame and view types. For the lost depth frames, the

EIDD-DAEC is proposed. It comes different from what were introduced in the literature

works [19–25], which require the depth maps to be encoded and transmitted through the

network. In this paper, the depth maps are estimated at the decoder rather than being

calculated at the encoder. For further enhancement of the decoded 3DV quality, the pro-

posed BKF is utilized on the predicted color and depth MVs and DVs to improve the

overall performance of the proposed concealment algorithms.

The Kalman Filter (KF) is a recursive Bayesian filtering technique, which is used for

predicting unsteady indiscriminate operations from a set of noisy experiments [19]. Based

on this similarity, the KF model can be applied to the received heavily-corrupted-depth

3DV. The process of MVs and DVs estimation is considered as a set of noisy observations

because the restoration of the lost boundary MBs from their neighboring correlated MBs

does not depend on the corrupted MBs themselves. Therefore, an enhanced BKF based EC

(BKF-EC) mechanism is proposed for the MVs and DVs prediction. It alleviates the burst

transmission errors by refining the predicted candidate color and depth MVs and DVs that

are firstly estimated by the proposed OBBMA and DIECA. Consequently, the immanent

errors among the OBBMA-estimated MVs and the DIECA-estimated DVs could be

removed, and thus the erroneous color and depth frames can be concealed with further

precision. It is noticed that the KF was used previously in 2D H.264/AVC video con-

cealment [19–21]. The proposed work in this paper is different from what were introduced

in the previous works. Our proposed scheme refines the corruptly-received 3D H.264/MVC

color-plus-depth videos with erroneous MBs at high PLRs. The proposed BKF-EC

scheme in this paper outperforms what were presented in the literature works by up to 5 dB

PSNR.

In the following sections, the proposed schemes with the experimental results will be

introduced with more details. The rest of this paper is organized as follows. Section 2

presents the 3D MVC prediction coding framework, the basic error concealment methods,

the related works on the depth-aided EC methods, and the conventional KF model. In
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Sect. 3, we introduce the proposed color-plus-depth EC algorithms. Simulation results are

discussed in Sect. 4. The concluding remarks are given in Sect. 5.

2 Related Works

2.1 3D MVC Prediction Structure (3D MVC-PS)

The 2DV coding differs greatly from the 3DV coding, which benefits from the high inter-

view matching between different views, and also from the space-temporal correlations

among frames within the self-same view video [26]. The Disparity Compensation Pre-

diction (DCP) and Motion Compensation Prediction (MCP) are used at the encoder to

achieve high 3DV compression. They are also used at the decoder for performing an

efficient concealment mechanism [13]. In the 3D MVC-PS shown in Fig. 1, the MCP is

utilized to determine the MVs among different frames in the same video view, and the

DCP is used to estimate the DVs among various frames of contiguous views. So, each

frame in the 3D MVC-PS can be estimated through temporally-neighboring frames and/or

through various view frames.

The 3D MVC-PS has an efficacious encoding/decoding achievement. It introduces a

Group Of Pictures (GOPs) that contains eight different time pictures. The vertical direction

represents multiple camera views and the horizontal direction represents the temporal axis.

For example, the V0 view is encoded only via time correlation depending on the MCP. The

other even V2, V4, and V6 views are likewise encoded based on the MCP. On the other

hand, the prime key frames are encoded via the inter-view predictions depending on the

DCP. In the V1, V3, and V5 odd views, the inter-view and temporal estimations

(DCP ? MCP) are simultaneously used for enhancing the encoding performance. In this

work, the 3DV view is referred to considering its elementary locality 3DV frame.

Therefore, as presented in Fig. 1, the odd views are called B-views, the even views are

referred to as P-views, and the V0 view is symbolized as I-view. The final view might be

even or odd based on the suggested 3DV GOPs. In this paper, it is proposed to be a P-view.

The 3D MVC-PS presents two encoded frame types, which are the P and B inter-frames

and the I intra-frames. The inter-frames in the B-views are estimated via the intra-frames

inside the I-view, and also from the inter-frames within the P-views. Thence, if an error

occurs in the I frames or in the P frames, it propagates to the relative inter-view frames and

furthermore to the adjacent temporal frames in the same video view. In this paper, we

suggest different cases of EC hypothesis for the color and depth inter- and intra-frames in

the B, I, and P views. Therefore, the suitable EC hypothesis is efficiently exploited

depending on the lost view and frame types to recover the corrupted color and depth MBs.

2.2 Error Concealment (EC) Algorithms

The 3DV transmission through unreliable channels may encounter huge challenges due to

unavoidable bit errors or packet loss that deteriorate the decoded 3DV quality. Thus, it is a

promising solution to perform the EC for credible 3DV transmission. The EC is an effi-

cacious methodology to resolve the errors through substituting the lost 3DV MBs by

correctly-decoded and recovered MBs of the video stream to reduce or eliminate the bit-

stream erasures. The EC techniques utilized in 2D video to compensate for broadcasting

errors can be employed with particular modifications to deal with the corrupted 3DV
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frames [13–21]. They are expected to be more valuable for hiding errors in the 3DV system

as they exploit the inter-view correlations among the different 3DV views. The FTRA is a

straightforward time concealment algorithm that replaces the lost MBs by their spatial

relative MBs in the correlated frame. The DMVEA and the OBBMA are more advanced

time concealment techniques [13].

The OBBMA estimates the MVs amongst the external outlines of the substituted MB

pixels and the same outer outlines of the corrupted MB pixels. It utilizes only the

reference MB external borders to set the most correlated adjacent MVs as presented in

Fig. 2a. The DMVEA determines the MVs of the erroneously-received MBs by

employing a complete search in their relative 3DV frames. It is beneficial in character-

izing the exchange of MBs that reduces the error distortion limit as illustrated in Fig. 2b.

The DMVEA introduces more effective EC performance than that of the OBBMA with

approximately the same computational complexity. The DIECA and the Weight Pixel

Averaging Interpolation (WPAI) algorithm are used for the inter-view and spatial EC

[14]. The WPAI algorithm restores the lost pixels by employing the horizontal and

vertical pixels in the adjacent MBs as indicated in Fig. 3a. The DIECA conceals the lost

MBs by searching on the neighboring MBs to determine the object boundary direction,

where the largest value of the object boundary orientation is selected to conceal the

corrupted MBs as illustrated in Fig. 3b.

2.3 Depth-Based EC Techniques

Several depth-assisted EC techniques have been extensively explored for the 2D H.264/

AVC standard. Recently, the depth-based EC algorithms for 3DV transmission have gained

increasing attention. Yan [18] introduced a Depth-aided Boundary Matching Algorithm

(DBMA) for color-plus-depth sequences. In addition to the zero MV and other MVs of the

collocated MBs and neighboring spatial MBs, another MV estimated through depth map

motion calculations is appended to the group of estimated candidate MVs. Wen et al. [22]

Fig. 2 Temporal EC algorithms: a outer block boundary matching, and b decoder motion vector estimation
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proposed an EC technique for 3DV transmission in color and depth format by making use

of the correlation among 2D texture video and its congruous depth data.

Liu et al. [23] proposed a Depth-dependent Time Error Concealment (DTEC) technique

for the color streams. In addition to the MVs of the MBs surrounding a corrupted MB, the

corresponding MV of the depth-map MB is added into the candidate group of the former

MVs. Furthermore, the MB depth identical to a corrupted color MB is classified into

homogeneous or boundary type. A homogeneous MB can be recovered as a whole. On the

other hand, a boundary MB may be divided into background and foreground, and after that,

they are separately recovered. The DTEC method can differentiate between the back-

ground and foreground, but it fails to allow adequate outcomes when the depth information

is absent at the identical corresponding positions of the color sequence. In [24], Chung

et al. presented a frame damage concealment scheme, where precise calculations for the

corrupted color MVs are carried out with the assistance of depth data. Hong et al. [25]

proposed an object-dependent EC technique. It is called the True Motion Estimation

(TME) scheme that employs the depth data to estimate and extract the MVs for every

object.

It is noticed that most of the previously-proposed works extract the depth data at the

encoder and allow the depth maps to be coded and transported through the network to the

decoder. So, they increase the complexity and bit rate of the transmission system, which

does not meet the future bandwidth constraints of wireless transmission networks.

Therefore, the efficient proposed depth-assisted EC contribution comes from estimating the

depth information of the erroneous MBs at the decoder side rather than performing esti-

mation at the encoder side. So, the proposed algorithm can achieve more efficient objective

and subjective qualities compared to prior depth-based EC works, while saving the

transmission bit rate and presenting minimal computational complexity. It neither requires

difficult encoder operations nor increases the transmission latency.

2.4 Conventional Kalman Filter Model

The KF is a recursive Bayesian filtering mechanism that describes the mathematical model

of the discrete-time observed process [19]. It is used to predict the discrete-time problem

Fig. 3 Spatial/inter-view EC algorithms: a weight pixel averaging interpolation, and b directional
interpolation
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events s(k) that are observed through the stochastic linear difference formula from a series

of calculated measurements y(k). The mathematical BKF model is expressed in Eq. (1) and

(2).

In Eqs. (1) and (2), s(k) = [s1(k), s2(k), …., sN(k)]
T, y(k) is an Mx1 measurement

vector, r(k) is an Mx1 measurement noise vector with N 0; r2r
� �

, H(k) is an MxM mea-

surement matrix, w(k) is an Nx1 white noise vector with N 0; r2w
� �

, and A(k-1) illustrates an

NxN transition matrix. In this work, we assumed that the process w(k) and measurement

r(k) noises follow independent and normal distributions.

sðkÞ ¼ Aðk � 1Þsðk � 1Þ þ wðkÞ ð1Þ

y kð Þ ¼ H kð Þs kð Þ þ r kð Þ ð2Þ

In this paper, the BKF is employed in the MVs and DVs prediction processes. We

assumed that the MVs and DVs estimation of the lost MBs from their neighboring

reference MBs follows a Markov model. Thus, the BKF can manage their prediction for

recovering the corrupted MBs. The BKF is an optimum recursive method that follows

two steps in the estimation process, which are the time update and measurement update

as depicted in Fig. 4. The ŝ�k; p
�
k ; p

�
k ; ŝk; pk and Kk refer to a priori state estimate, a priori

estimate error covariance, a posteriori state estimate, a posteriori estimate error covari-

ance, and KF gain, respectively. The KF is used to estimate the filtered events s(k) from a

set of noisy states y(k) [20], where it exploits the predestined state from the prior step

time and measurement at the immediate step time to predict the current state.
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3 The Proposed Color and Depth 3D Video Error Concealment Schemes

In this section, the proposed color-plus-depth EC schemes at the decoder are introduced for

concealing the erroneously-recevied 3DV inter- and intra-frames. We present the proposed

BKF-EC scheme for reconstructing the corrupted color frames and also introduce the

suggested EIDD-DAEC algorithm for concealing the lost depth frames. A full framework

diagram of the proposed color-plus-depth 3DV wireless transmission system is presented

in Fig. 5.

3.1 The Proposed BKF-EC Algorithm for the Lost Color Frames

In this section, the proposed BKF-EC algorithm is explained. It is employed for refining

the previously-estimated color MVs and DVs by the OBBMA and DIECA. In this work,

the 3DV coding prediction framework presented in Fig. 1 is utilized due to its effective

performance. It presents the space-temporal correlations between different frames within

the same video view in addition to the inter-view matching between different views. As it

was discussed in Sect. 2.1, the DCP and MCP processes can be employed at the encoder to

achieve more 3DV compression and also at the decoder for an efficient EC process.

Therefore, in order to efficiently estimate the MVs and DVs of the corrupted MBs, we

exploit the advantage of the 3DV inter-view, spatial, and temporal matching among the 3D

MVC-PS views and frames.

The proposed BKF EC algorithm adaptively chooses the suitable EC scheme (OBBMA

or DIECA or both) depending on the corrupted view and lost frame types to recover the

heavily-corrupted color blocks. After that, to eliminate the immanent errors among the

OBBMA-estimated MVs and the DIECA-estimated DVs, the proposed BKF is used as a

second step to improve the 3DV visual quality with more accuracy. Figure 6 shows the

flow structure of the suggested BKF-EC technique for the corrupted color frames.

In Fig. 6, the BKF scheme is used as a correction prediction mechanism compensating

for the estimated measurement errors of the OBBMA-estimated MVs and the DIECA-

estimated DVs. We assumed that the desired predicted MV or DV is defined by the state

vector s = [sn, sm], and we also assumed that the previously-recovered measurement MV

or DV is given by y = [yn, ym], where m and n represent respectively the height and width

of the MB. The desirable outcome s(k) of a frame k is presumed to be elicited from that

case at frame k-1 using Eq. (3). Likewise, the observation measurement state y(k) of the
state vector s(k) is calculated by Eq. (4). So, the state and measurement model for MV or

DV prediction can be described as in (3) and (4). In the proposed algorithm, we assume

constant process w(k) and observation r(k) noises that follow zero-mean Gaussian white

noise distributions, where they are set with constant covariance of r2w ¼ r2r0:5I2 (I2 is the

unity matrix of size two). Also, we adopted constant transition A(k) and measurement H(k)

3D H.264/MVC
 Encoder

3D Videos   
Error-Prone

Wireless Channel
Proposed Depth-frames

EC Algorithms
Proposed Color-frames

EC Algorithms
3D H.264/MVC

 Decoder

3D Videos
Proposed Color+Depth Post-processing EC Algorithms

Fig. 5 General framework of the proposed 3DV transmission system
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matrixes as two-dimension unity matrices, where it is assumed that there are high corre-

lations between horizontally and vertically neighboring MBs.

The proposed BKF-EC prediction process can be characterized by the prediction and

updating steps as discussed in Sect. 2.4. The detailed proposed BKF refinement mechanism

can be summarized as in the following three phases:

3.1.1 Phase (1): Initialization Phase

1. Define the previously-measured noisy OBBMA-estimated MVs or/and DIECA-esti-

mated DVs.

Rx. Corrupted MVC Bit-streams

Search the damaged MBs

Start EC

B frame at  B view

Apply the BKF-based EC Scheme to refine the previously
 estimated MVs & DVs of the lost MBs

Exchange the corrupted MBs with the best MBs that are
recursively predicted by BKF-EC scheme

End EC

Locate the corrupted MBs frame and view types

B frame in P view
or

B frame at  I view

P frame within P view
or

I frame at I view

Employ the
DIECA Alg. to estimate

DVs of the corrupted MBs

Employ the
OBBMA Alg. to estimate

MVs of the corrupted MBs

Employ the OBBMA and
DIECA Algs. to estimate
 MVs & DVs of the lost

MBs, respectively

Fig. 6 Complete structure of the proposed BKF-EC algorithm for the lost color frames
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2. Set the initial state and covariance vectors as in Eq. (5).

3.1.2 Phase (2): Prediction Phase

1. Calculate the predicted a priori estimate state (MV or DV) ŝ�k for frame k using the

previous (MV or DV of the MB) updated state ŝk�1 of frame k-1 as introduced in

Eq. (6).

2. Calculate the estimated a priori predicted error covariance p�k utilizing the updated

estimate covariance pk�1 and the noise covariance process r2w as presented in Eq. (7).

3.1.3 Phase (3): Updating Phase

1. Calculate the updated estimate state (finally estimated candidate MV or DV) vector ŝk
employing the measurement state y

k
(the initially OBBMA-estimated MVs or/and

DIECA-estimated DVs) and the observation noise covariance r2r as shown at Eq. (8).

2. Calculate the updated filtered error covariance pk via the predicted estimate covariance

p�k and the noise covariance observation r2r as in Eq. (9), where the KF gain Kk is

given by Eq. (10).

For each lossy color MB indexed according to its position in the corrupted color frame and

view, the above prediction and updating phases are applied as refinement processes. The

BKF-EC steps are repeated for all the corrupted color MBs until we get the finally-

estimated candidate MVs or/and DVs as given in Eq. (8). Such a mechanism repeats until

all corrupted color MBs are concealed. Thus, if the initially-estimated MVs and DVs are

not reliable for optimum EC due to heavy error occurrence and low available surrounding

and boundary pixels information, they are then enhanced by the finally-predicted candidate

MVs and DVs via employing the proposed BKF to fulfill high objective and subjective

3DV quality for the transmitted color frames.
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ŝm
k

" #

þ
knk � ynk � ŝn
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3.2 The Proposed EIDD-DAEC Algorithm for the Corrupted Depth Frames

In this section, the suggested EIDD-DAEC algorithm is introduced for concealing the 3DV

depth intra-frames and inter-frames. A full schematic chart of the suggested EIDD-DAEC

algorithm at the decoder is illustrated in Fig. 7. Since the MVs and DVs are calculated at

the encoder, and then they are transmitted to the decoder, we may instantly use them at the

decoder to calculate the depth maps of the received MBs in their reference frames. The MB

depth maps of the correctly received MBs within their reference frames depend on the

correctly received neighboring matched left/right MVs and up/down DVs, and they can be

calculated by (11) and (12) [18].

dMVðm; nÞ ¼ k �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MVðm; nÞ2x þMVðm; nÞ2y

q
ð11Þ

dDVðm; nÞ ¼ k �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DVðm; nÞ2x þ DVðm; nÞ2y

q
ð12Þ

where theMVðm; nÞ and DVðm; nÞ are the motion and disparity vectors, respectively, at the

location ðm; nÞ, the k is a calibration factor, and the subscripts x and y demonstrate the MB

horizontal and vertical components, respectively. After that, we determine the spatio-

temporal and inter-view (MVs and DVs) depth values of the lost MBs inside their cor-

related and reference neighboring left/right and up/down frames as introduced in Fig. 8 by

(13) and (14) [18].

DMVðm; nÞ ¼ k �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MVF�1ðm; nÞ2x þMVF�1ðm; nÞ2y þMVFþ1ðm; nÞ2x þMVFþ1ðm; nÞ2y

2

s

ð13Þ

DDVðm; nÞ ¼ k �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DVS�1ðm; nÞ2x þ DVS�1ðm; nÞ2y þ DVSþ1ðm; nÞ2x þ DVSþ1ðm; nÞ2y

2

s

ð14Þ

where the subscripts F?1, F-1, S?1, S-1 refer to the right, left, up, and down reference

frames, respectively, as shown in Fig. 8. The calculation of motion and disparity depth
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values for the erroneous MBs is performed using their collocated adjacent MBs. Thus, the

DCP and MCP are employed on the previously-estimated depth maps, which are calculated

by (13) and (14) to take out the depth DVs and depth MVs, respectively. The Sum of

Absolute Difference (SAD) [24] is used as the estimation measure to collect the candidate

depth MVs as given in (15) and (16), and to determine the candidate depth DVs that can be

found by (17) and (18).

SADMVðm; nÞ ¼
XR�1

i¼�R

XR�1

j¼�R

DFðm; nÞ � DF�1ðmþ i; nþ jÞj j ð15Þ

SADMVðm; nÞ ¼
XR�1

i¼�R

XR�1

j¼�R

DFðm; nÞ � DFþ1ðmþ i; nþ jÞj j ð16Þ

SADDVðm; nÞ ¼
XR�1

i¼�R

XR�1

j¼�R

DFðm; nÞ � DS�1ðmþ i; nþ jÞj j ð17Þ

Gather the
texture DVs

Receive corrected MVs and DVs

Depth maps calculation of the corrected MBs
in references frames by Eq. (11&12)

Rx. corrupted 3D MVV bitstreams

Get the damaged MBs

I-Frame/I-View
or

P-Frame/P-View

Start  EC

B-Frame/I-View
or

B-Frame/P-View
B-Frame/B-View

Select the best DVs by
DIECA algorithm

Gather the depth DVs
by Eq. (17&18)

Employ DC P to the
estimated DVs depth maps

Employ MC P & DC P to the
estimated MVs & DVs depth maps

Gather the
texture

MVs & DVs

Determine the temporal
depth values for the lost MBs

within left and right
reference frames

by eq.(13)

Employ MC P to the
estimated MVs depth maps

Gather the depth MVs
by Eq. (15&16)

Determine the temporal-interview
depth values for the lost MBs

within left, right,
up and down reference
 frames by eq.(13&14)

Gather the depth MVs & DVs
by Eq. (15&16&17&18)

Select the best MVs by
DMVEA algorithm

Select the best MVs & DVs by
DMVEA & DIECA algorithms

Gather the
texture MVs

End EC

Determine the spatio-temporal
depth values for the lost MBs

 within surrounding
spatial or left reference

frames by eq.(14)

Conceal the lost MBs with the best selected MBs (MVs & DVs) that are calculated in the last step

Determine the lost MBs frame and view types

Fig. 7 Complete flow structure of the suggested EIDD-DAEC algorithm for the lost depth frames
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SADDVðm; nÞ ¼
XR�1

i¼�R

XR�1

j¼�R

DFðm; nÞ � DSþ1ðmþ i; nþ jÞj j ð18Þ

where theDiðm; nÞ signifies the amount of depth at position ðm; nÞ of frame i, and theR is the

search domain. In these formulas above, we suppose that the MBs within frame F are cor-

rupted. Therefore, theDFðm; nÞ is estimated by (13) or (14). TheDF�1ðm; nÞ andDFþ1ðm; nÞ
are calculated by (11). By the way, the DS�1ðm; nÞ and DSþ1ðm; nÞ are determined by (12).

To improve the EC efficiency, we also gather the set of candidate texture color MVs and

DVs for the lost MBs in their reference frames. The texture color MVs and DVs are those

associated with the immediate MBs and the collocated MBs of their reference frames,

which are estimated by the same criteria used to calculate the depth MVs and DVs. The

depth MVs and DVs of the lost MBs are derived from the depth data maps with the

selfsame locations as the texture color MVs and DVs. However, we combine the depth

MVs and DVs associated with the received corrected MBs, whose depth is estimated by

(11) and (12). At this stage, we have a lot of texture candidate color MVs and DVs in

addition to the estimated candidate depth MVs and DVs from the correctly-received and

the lost MBs. Thus, finally, the DMVEA is employed to select the optimum concealed

MVs and apply the DIECA to select the best concealed DVs for concealing the lost color-

plus-depth MBs of the received 3DV sequences.

4 Experimental Results

So as to assess the performance of the suggested combined color-plus-depth (BKF-EC/

EIDD-DAEC) schemes, we have carried out several test simulations on standard well-

known 3DV ? D (Ballet, Kendo, and Balloons) sequences [27]. The three 3DV sequences

corrupted
MB

F+1 frame
(Right)

F-1 frame
(Left)

S+1 frame
(Up)

S-1 frame
(Down)

F frame

Fig. 8 3DV frames prediction structure
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have different characteristics. The Ballet video is a fast-moving sequence, the Kendo

stream is a moderate animated video, and the Balloons sequence is an intermediate slow-

moving video. For each sequence, the encoded 3D H.264/MVC bitstreams are produced,

and after that they are transported through the wireless channel with different PLRs of 20,

30, 40, 50, and 60%. The received bitstreams are then subsequently concealed and decoded

via the proposed schemes at the decoder, without embracing error propagation. In our

simulation results, the reference JMVC codec [28] is employed, depending on the 2D video

codec [26]. The encoding simulation parameters utilized in this work are selected

depending on the well-known JVT experiment [27]. The PSNR is utilized as the measured

objective quantity of the concealed and recovered MBs to appraise the efficiency of the

suggested algorithms.

To clarify the influence of employing the suggested algorithms for recovering and

concealing the corrupted transmitted color-plus-depth 3DV over heavily-erroneous chan-

nels, we compare their performance with the case of utilizing the state-of-the-art EC

techniques without applying the BKF-EC and the EIDD-DAEC schemes (Color-assisted

EC ? No Depth-assisted EC ? No BKF), compare also with the case when utilizing the

EIDD-DAEC algorithm only and without the BKF-EC algorithm (Color-assisted

EC ? Depth-assisted EC ? No BKF), compare also with the case of using the BKF-EC

technique only and without the EIDD-DAEC algorithm (Color-assisted EC ? No Depth-

assisted EC ? BKF), and compare also with the case when no EC is applied (No Color-

assisted EC ? No Depth-assisted EC ? No BKF). In the introduced simulation results, the

BKF-EC ? EIDD-DAEC (Color-assisted EC ? Depth-assisted EC ? BKF) gives high-

quality results.

Figures 9 to 14 present the color-plus-depth subjective comparison results at different

Quantization Parameters (QPs) (37, 32 and 27) and at different severe PLRs (40, 50, and

(a) (b) (c)

(d) (e) (f)

Fig. 9 Visual subjective results of the chosen color 16th intra I frame in the I view (V0) of the ‘‘Ballet’’
video: a error-free original I16 color frame, b erroneous I16 color frame with PLR = 40% and QP = 37,
c concealed I16 color frame without depth-assisted EC and without BKF-EC, d concealed I16 color frame
with depth-assisted EC and without BKF-EC, e concealed I16 color frame without depth-assisted EC and
with BKF-EC, f concealed I16 color frame with depth-assisted EC and BKF-EC
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60%) for the color-plus-depth inter- and intra-frames of the selected three 3DV (Ballet,

Balloons, and Kendo) sequences. For each sequence, miscellaneous erroneous frame

positions and types (I- or B- or P-frame) are chosen inside different view locations (I- or B-

or P-view) to show the effectiveness of the proposed BKF-EC ? EIDD-DAEC schemes on

ameliorating different positions and types of the lost color-plus-depth MBs at various

PLRs.

Figure 9 demonstrates the color frames subjective visual results of the 3DV Ballet

sequence at PLR = 40% and QP = 37 of the selected 16th intra-coded color I frame as a

test frame inside the V0 view. We recovered the tested 16th color I intra-frame (depending

on indexed lossy MB position in the corrupted frame and view) with the appropriate color-

assisted EC algorithms without using the depth-assisted EC and without the BKF algorithm

as introduced in Fig. 9c, when employing the depth-assisted EC algorithm without the

BKF algorithm as shown in Fig. 9d, with the state of not utilizing the depth-assisted EC

algorithm with the BKF algorithm as shown in Fig. 9e, and finally with both the depth-

assisted EC and the BKF-EC algorithms as given in Fig. 9f. It is observed that the sub-

jective results given in Fig. 9f of the color frames of the suggested full BKF-EC ? EIDD-

DAEC schemes outperform those of the color-assisted OBBMA ? DIECA algorithms

only, those of the EIDD-DAEC scheme only, and those of the BKF-EC algorithm only,

which are introduced respectively in Fig. 9c to 9e. By the way, the depth frames subjective

results of the comparison on the Ballet 3DV sequence at PLR = 40% and QP = 37 for the

selected 16th intra depth I frame as a test frame within the V0 view are presented in

Fig. 10. We observe that the subjective depth frame visual result given in Fig. 10f for the

proposed BKF-EC ? EIDD-DAEC schemes outperform those with depth algorithms only,

(a) (b) (c)

(d) (e) (f)

Fig. 10 Visual subjective results of the chosen depth 16th intra I frame in the I view (V0) of the ‘‘Ballet’’
video: a error-free original I16 depth frame, b erroneous I16 depth frame with PLR = 40% and QP = 37,
c concealed I16 depth frame without color-assisted EC and without BKF-EC, d concealed I16 depth frame
with color-assisted EC and without BKF-EC, e concealed I16 depth frame without color-assisted EC and
with BKF-EC, f concealed I16 depth frame with color-assisted EC and BKF-EC
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those of the EIDD-DAEC scheme only, and those of the BKF-EC algorithm only, which

are introduced in Fig. 10c to 10e.

Figure 11 shows the color frames visual results, and Fig. 12 offers their typically depth

frames visual results of the 3DV Balloons sequence at channel PLR = 50% and QP = 32.

We have chosen the 73rd inter-encoded color-plus-depth B frames within the V1 view.

From the shown concealed color frame result in Fig. 11f compared to that offered in

Figs. 11c, 10d, e, and from the presented reconstructed depth frame result given in Fig. 12f

compared to that introduced in Fig. 12c to 12e, it is noticed that the full suggested BKF-

EC ? EIDD-DAEC schemes for recovering the corrupted color-plus-depth MBs achieves

good results in the case of heavily-erroneous channels as in the case of PLR = 50%. By

similarity, Fig. 13 introduces the color frames subjective visual results and Fig. 14 presents

their depth frames subjective visual results of the 3DV Kendo sequence at channel

PLR = 60%, and QP = 27 for the tested chosen 24th inter-encoded color-plus-depth P

frame inside P view V2. From both introduced color frames results in Fig. 13f compared to

those introduced in Fig. 13c–e, and also from the depth frames visual results given in

Fig. 14f compared to those shown in Fig. 14c to 14e; we observe that the subjective visual

results of the full proposed BKF-EC ? EIDD-DAEC (Color-based EC ? Depth-based

EC ? BKF-EC) schemes outperform those of the (Color-based EC ? No Depth-based

EC ? No BKF-EC), the (Color-based EC ? Depth-based EC ? No BKF-EC), and the

(Color-based EC ? No Depth-based EC ? BKF-EC) algorithms. Thus, the utilization of

the full proposed BKF-EC ? EIDD-DAEC schemes is attractive for concealing the lost

color-plus-depth MBs, efficiently, especially in the case of heavily-erroneous channels

such as the case with PLR = 60%.

(a) (b) (c)

(d) (e) (f)

Fig. 11 Visual subjective results of the chosen color 73rd inter B frame in the B view (V1) of the
‘‘Balloons’’ video: a error-free original B73 color frame, b erroneous B73 color frame with PLR = 50% and
QP = 32, c concealed B73 color frame without depth-assisted EC and without BKF-EC, d concealed B73

color frame with depth-assisted EC and without BKF-EC, e concealed B73 color frame without depth-
assisted EC and with BKF-EC, f concealed B73 color frame with depth-assisted EC and BKF-EC
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(a) (b) (c)

(d) (e) (f)

Fig. 12 Visual subjective results of the chosen depth 73rd inter B frame in the B view (V1) of the
‘‘Balloons’’ video, a error-free original B73 depth frame, b erroneous B73 depth frame with PLR = 50% and
QP = 32, c concealed B73 depth frame without color-assisted EC and without BKF-EC, d concealed B73

depth frame with color-assisted EC and without BKF-EC, e concealed B73 depth frame without color-
assisted EC and with BKF-EC, f concealed B73 depth frame with color-assisted EC and BKF-EC

(a) (b) (c)

(d) (e) (f)

Fig. 13 Visual subjective results of the chosen color 24th inter P frame in the P view (V2) of the ‘‘Kendo’’
video, a error-free original P24 color frame, b erroneous P24 color frame with PLR = 60% and QP = 27,
c concealed P24 color frame without depth-assisted EC and without BKF-EC, d concealed P24 color frame
with depth-assisted EC and without BKF-EC, e concealed P24 color frame without depth-assisted EC and
with BKF-EC, f concealed P24 color frame with depth-assisted EC and BKF-EC
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In Fig. 15, Table 1, and Fig. 16, we illustrate the objective PSNR values of the tested

3DV sequences at different PLRs and QPs of 27, 32, and 37. We show the PSNR results of

the suggested BKF-EC ? EIDD-DAEC schemes (Color-based EC/Depth-based EC/BKF)

compared to those of the state-of-the-art EC techniques without applying the BKF-EC and

the EIDD-DAEC schemes (Color-based EC/No-Depth-based EC/No-BKF), those of the

EIDD-DAEC algorithm only without the BKF-EC algorithm (Color-based EC/Depth-

based EC/No-BKF), those of the BKF-EC technique only without the EIDD-DAEC

algorithm (Color-based EC/No-Depth-based EC/BKF), and those of no EC (No Color-

based EC/No-Depth-based EC/No BKF). From all the tested 3DV sequences, it is per-

ceived that the proposed BKF-EC ? EIDD-DAEC schemes always consummate superior

PSNR values. As well, it can be realized that the proposed Color-based EC/Depth-based

EC/BKF schemes have a meaningful average gain in objective PSNR on all tested 3DV

sequences of about 0.6–0.8, 1.3–1.6, and 2.03–2.35 dB at different QPs and PLRs over the

case of harnessing the Color-based EC/No-Depth-based EC/BKF schemes, the case of

applying the Color-based EC/Depth-based EC/No-BKF schemes, and the case of

employing the Color-based EC/No-Depth-based EC/No-BKF schemes, respectively.

We can also pay attention to the fact that the proposed Color-based EC/Depth-based

EC/BKF algorithms are crucial as they provide about 15.35 * 24.25 dB average PSNR

gain at different QPs and PLRs compared to the case of not bestowing any recovering

algorithms (No-Color-based EC/No-Depth-based EC/No-BKF). From all the presented

objective and subjective results, it is recognized that exploiting the proposed Color-based

EC/Depth-based EC/BKF schemes is more appreciated in the case of heavily-erroneous

channels. They have preferable objective and visual simulation results compared to the

Color-based EC/No-Depth-based EC/BKF, the Color-based EC/Depth-based EC/No-BKF,

and the Color-based EC/No-Depth-based EC/No-BKF algorithms. The simulation results

(a) (b) (c)

(d) (e) (f)

Fig. 14 Visual subjective results of the chosen depth 24th inter P frame in the P view (V2) of the ‘‘Kendo’’
video, a error-free original P24 depth frame, b erroneous P24 depth frame with PLR = 60% and QP = 27,
c concealed P24 depth frame without color-assisted EC and without BKF-EC, d concealed P24 depth frame
with color-assisted EC and without BKF-EC, e concealed P24 depth frame without color-assisted EC and
with BKF-EC, f concealed P24 depth frame with color-assisted EC and BKF-EC
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Fig. 15 PSNR (dB) objective results of the three tested: a ballet, b balloons, and c kendo 3DV streams at
different PLRs and QP = 27
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show that there is a PSNR amelioration achieved by the proposed schemes over those

achieved by other EC algorithms that do not use the depth-assisted correlations or the BKF.

They become significant while increasing the PLR or QP values. Furthermore, it is noticed

that the suggested BKF-EC ? EIDD-DAEC algorithms present good experimental results

for 3DV streams with different characteristics, and they can recover erroneous frames in

any view position with high efficiency.

5 Conclusions

This paper proposed enhanced EC schemes at the decoder for lossy color-plus-depth

frames of the 3DV transmission over erroneous wireless networks. One of the main

important strengths of this work is the inclusion of depth MVs and DVs without encoding

and transmitting the depth maps to avoid sophisticated depth calculations at the encoder.

Moreover, the appropriate EC scheme is adaptively selected depnding on the corrupted

color or depth faulty frame and view. Furthermore, the proposed algorithms proved that

they are more desirable and reliable in the case of lossy channel conditions. Experimental

results manifest the heartening achievements of the proposed algorithms on concealing

heavily-corrupted color-plus-depth 3DV sequences at high PLRs. They expound the

Table 1 PSNR (dB) objective results of the ballet, balloons, and kendo videos at various PLRs and
QP = 32

Sequence Applied scheme Packet loss rate (PLR) %

20% 30% 40% 50% 60%

Ballet No error 38.70 38.70 38.70 38.70 38.70

Color-based EC/depth-based EC/BKF 36.98 36.23 34.68 33.03 31.24

Color-based EC/No-depth-based EC/BKF 36.24 35.41 33.91 32.39 30.72

Color-based EC/depth-based EC/No-BKF 35.34 34.67 33.15 31.44 29.63

Color-based EC/No-depth-based EC/No-BKF 34.98 34.17 32.81 31.07 29.18

Error occurs(no-color-based EC/No-depth-based EC/
No-BKF)

21.29 18.62 14.34 9.67 5.57

Balloons No error 41.13 41.13 41.13 41.13 41.13

Color-based EC/depth-based EC/BKF 39.02 37.89 36.47 34.88 33.19

Color-based EC/no-depth-based EC/BKF 38.34 37.11 35.80 34.19 32.34

Color-based EC/depth-based EC/No-BKF 37.69 36.54 35.12 33.67 31.85

Color-based EC/no-depth-based EC/No-BKF 37.23 36.03 34.69 33.19 31.34

Error occurs (no-color-based EC/No-depth-based EC/
No-BKF)

25.66 21.96 18.72 15.17 11.36

Kendo No error 43.03 43.03 43.03 43.03 43.03

Color-based EC/depth-based EC/BKF 41.08 39.47 37.72 35.92 33.79

Color-based EC/no-depth-based EC/BKF 40.46 38.81 37.06 35.31 33.15

Color-based EC/depth-based EC/No-BKF 39.55 37.95 36.19 34.46 32.57

Color-based EC/no-depth-based EC/No-BKF 38.51 36.93 35.22 33.53 31.62

Error occurs (no-color-based EC/no-depth-based EC/
no-BKF)

24.03 21.11 16.73 12.21 8.18
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Fig. 16 PSNR (dB) objective results of the three tested: a ballet, b balloons, c kendo 3DV streams at
different PLRs and QP = 37
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prominence of deploying the BKF-EC and depth-assisted MVs and DVs to reinforce the

3DV subjective quality and likewise acquire appreciated objective PSNR values. We

elucidated that the suggested algorithms can deal with various 3DV characteristics effi-

ciently with high 3DV quality.
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