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Abstract With the soaring demands for high speed data communication, as well as

transmission of various types of services with different requirements over cellular net-

works, having a decent radio resource management is considered vital in Long Term

Evolution (LTE) system. In particular, satisfying the quality of service (QoS) requirements

of different applications is one of the key challenges of radio resource management that

needs to be dealt by the LTE system. In this paper, we propose a cross-layer design

scheme that jointly optimizes three different layers of wireless protocol stack, namely

application, Medium Access Control, and physical layer. The cross-layer optimization

framework provides efficient allocation of wireless resources across different types of

applications (i.e., real-time and non real-time) run by different users to maximize network

resource utilization and user-perceived QoS, or also known as Quality of Experience

(QoE). Here, Mean Opinion Score is used as a unified QoE metric that indicates the user-

perceived quality for real-time or multimedia services notably video applications. Along

with multimedia services, the proposed framework also takes care of non-real-time traffic

by ensuring certain level of fairness. Our simulation, applied to scenarios where users

simultaneously run different types of applications, confirms that the proposed QoE-ori-

ented cross-layer framework leads to significant improvement in terms of maximizing user-

perceived quality as well as maintaining fairness among users.
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1 Introduction

Ever-increasing demands for high-speed data communication coupled with the scarcity of

radio resources and adverse nature of the wireless medium have brought great difficulties

to improve users’ QoS while making efficient utilization of available radio resources [3]. In

order to overcome these difficulties, Orthogonal Frequency Division Multiple Access

(OFDMA) is adopted for LTE downlink radio access. However, despite its many advan-

tages, a number of research challenges remain to be tackled. One of the most important

challenges is having a decent packet scheduler that will manage the assignment of users to

available resources.

The 3GPP standard leaves open the design and implementation of radio resource

scheduling. Consequently, several attempts have been made to design the packet scheduler

by considering different requirements of the network [14, 29, 33, 42]. Conventional

wireless systems employ the Open Systems Interconnect (OSI) layered design, and the

design of each individual layer does not consider the parameters of other layers. However,

this kind of architecture does not provide adequate support to face the growing demand for

multimedia applications as well as rapid variation of channel state. The reason for that is

the low layers of protocol stack (i.e., physical, MAC and network layers) are optimized

without explicitly considering the specific characteristics of multimedia applications. More

precisely, the available techniques at the application layer such as streaming algorithm and

multimedia compression do not consider the mechanisms provided by the lower layers for

resource management, scheduling and error recovery. To overcome such limitations, Cross

Layer Design (CLD) has been introduced to make efficient utilization of network resources

by optimizing across the boundaries of strict layering principles. In the other word, CLD

presents a flexible architecture which enables the interaction between different layers of

protocol stack. Many studies confirm that CLD can improve users satisfaction

[6, 8, 15, 25, 26, 31, 40, 41]. In [18], CLD jointly optimizes the application, MAC, and

physical layer by introducing resource allocation based on MOS prediction. In [11], a CLD

approach, including an adaptive radio link buffer, congestion control by adapting H.264/

SVC. The status of physical layer and data link layer taken into consideration in [22] by

adopting SVC video coding.

A considerable amount of literature has been published on LTE scheduling was mainly

concerned the QoS metrics (i.e., throughout, packet loss and delay, etc.), such as the ones

proposed in [7, 12, 21, 22, 32, 34]. However, the performances of such a schedulers are

unclear in terms of end-user perceived quality. This means that guaranteeing QoS

requirements of RT application is not necessarily leading to a high user satisfaction, mainly

because of the additional constraints imposed by RT traffic characteristics. Moreover, the

demand of services have been shifted toward multimedia applications recently, conse-

quently; the objectives of scheduling strategies are also changed from improving QoS to

Quality of Experience (QoE). Indeed, QoE is the assessment of the level of customer

satisfaction to the provided service which can be measured in terms of Mean Opinion

Score (MOS) [16]. The MOS method provides a common numerical measure of the user-

perceived quality of video applications. Furthermore, these scheduling strategies are
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usually designed to support a specific type of application. However, in reality, the radio

resources are shared among the users with different type of applications. In this context,

designing a packet scheduler which could jointly consider RT and nRT is crucial for

heterogeneous nature of wireless traffics.

The remainder of this paper is structured as follows. Section 3 describes downlink LTE

system model. Section 4 gives a detailed description of our proposed method. Simulation

setup and results are then discussed in Sect. 5, and the paper is concluded in Sect. 6.

2 Related Works

Since the traditional wireless systems employ the Open Systems Interconnect (OSI) lay-

ered design, and the design of each individual layer does not consider the constraints of

other layers, this kind of architecture does not provide adequate support to face the

growing demand for RT applications, especially video application. Unlike the nRT ser-

vices, video applications are highly sensitive to delay and transmission rate. Therefore, it is

envisaged that the QoS and resource utilization efficiency can be improved by taking

constraints of different layers into consideration. This approach is known as CLD. The

CLD presents a flexible architecture which enables the interaction between different layers

of protocol stack. In subsequent subsections, we discuss different CLD with their

characteristics.

A wealth of studies has focused on cross layer packet scheduling for LTE network in

recent years. A recent study by [22] proposed a CLD for multimedia application to

improve the performance of LTE packet scheduler in terms of throughput and fairness. For

this purpose, The CLD takes CQI, queue length and bit error rate into considerations. In

another study, [31] proposed an efficient video streaming over LTE network. In this

context, they developed a cross layer signaling between MAC and Real Time Transport

(RTP) protocol to obtain the channel dependent adaption in the video server. In order to

employ frequency diversity of the channel, MAC scheduling based on channel quality is

used at the MAC layer. The author of [15] developed a cross layer scheme, in which the

scheduler is aware of the channel rate and queue state at physical and MAC layer

respectively. The goal of this design was to maximize UEs’ QoS and achieve a certain

level of fairness. A QoS-guaranteed cross-layer scheduling scheme is proposed in [38]. The

proposed scheduler employs MAC and physical layer to ensure the QoS while maintaining

the throughput and fairness performances among users. Similar as the scheme in [38], the

authors in [25] proposed cross layer scheduler based on the joint optimization of MAC and

physical layer aimed at maximizing video quality by reducing video distortion at the

application layer.

The aforementioned strategies are driven by QoS parameters without consideration of

subjective perceived quality. Considering the fact that maintaining and improving user

satisfaction becomes very important to network providers; therefore, QoE-driven sched-

ulers has received significant attention in both academic and industry

[2, 5, 18, 20, 28, 39, 40]. In [18], CLD jointly optimizes the application, MAC, and

physical layer by introducing resource allocation based on Mean Opinion Score (MOS)

prediction. The scheduler uses the MOS value and remaining playback to make the allo-

cation decisions. In [39] developed an optimization framework by employing parameter-

ized models of application and link layer. In [40], a QoE driven cross layer optimization

was proposed in which, application and lower layers of protocol stack were jointly opti-

mized. The key objective of this research is to minimize the temporal change of the video
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quality. In [20] proposed cross layer approach using MOS as an application layer per-

formance metric. In this scheme, the application, MAC and physical layer interact in order

to maximize QoE. An experimental survey carried out in [5] aimed at incorporating the

subjective human perception into the cross-layer design. In this study, the sensitivity of the

users to the service response time for the web browsing application and data rate was used

to estimate the MOS.

Although most of the works adapted CLD as a framework, however, the majority of

these researches mainly focused on RT traffics without taking nRT services into account.

Another weakness is that most of the QoE-driven CLD schedulers do not consider the

characteristics of multimedia applications (i.e., video frame type, quantization parameters).

Moreover, some studies conducted a survey to evaluate user satisfaction by human feed-

back about a particular services. This technique is believed to be a time-consuming, very

expensive and not enable online-monitoring.

3 System Model

In this paper, the emphasis is placed on the downlink transmission of LTE system, in which

eNB serves heterogeneous type of traffics including RT and nRT services in a multi-cell

scenarios. Figure 1 provides an insight into the scenarios. Here, it was assumed that the

serving eNB buffers received video streams from the media server (pre-coded video

sequences) through a lossless and high bandwidth backbone network. The H.264/AVC

encoder was used to encode the video sequences generated by the media server. As stated

earlier, the H.264/AVC encoder used a motion-compensation technique with single ref-

erence frame. Each frame can be partitioned into one or more slices, where each slice

header acts as a resynchronization marker [45]. For video packet transmission over the

network, the slices are packetized into the video packet with fixed length.

At the application layer, generally, the quality of video is measured in the form of the

Peak Signal-to-Noise Ratio (PSNR), which can be characterized as follows:

eNB

UE

MME/GW

MME/GW

Fig. 1 Multi-cell scenarios
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PSNR ¼ 10� log10
2552

MSE
ð1Þ

where Mean Square Error (MSE) can specify the distortion of video sequences in the form

of the cumulative square between compressed and original image. This is discussed in

more details in Sect. 3.1. In order to evaluate the user-perceived video quality, the PSNR

value can be translated into MOS value, which is adapted to present the level of user

satisfaction in the form of five-scale mapping starting from poor to excellent video quality

(Table 1) [18]. In addition to MOS model, the frame priority scheme is also taken into

consideration to guarantee important frames are given higher priority to be sent out (more

detailed discussion is provided in Sect. 3.2).

At the MAC layer, the delay requirement for user i can be expressed by:

PrfDr [Dtg 6 di ð2Þ

where Dr is the current delay introduced by the HoL packet delay and Dt denotes the delay

threshold for the user i. Moreover, di is the maximum probability of exceeding packet

delay. Therefore, the delay function in the timeslot t is defined as:

wðiÞ ¼ �ðlogdiÞDrðtÞ
DtriðtÞ

ð3Þ

where riðtÞ is the average channel rate of user i in the corresponding timeslot t which can

be calculated as:

riðtÞ ¼ ð1� bÞriðt � 1Þ þ briðt � 1Þ ð4Þ

At the physical layer, OFDMA system using flat Rayleigh ergodic fading channel model

was employed. It was assumed that eNB holds the perfect channel information and error-

free channel estimation. According to [27], the instantaneous Signal-to-Noise Ratio (SNR)

of user i on the subchannel j can be defined as:

SNRi;j ¼
qi;jjUi;jj2

g2
ð5Þ

where qi;j is the assigned power to user i and subchannel j, and the Ui;j is the channel gain

which is evaluated by channel estimation. The g2 is Additive White Gaussian Noise

(AWGN) which can be characterized as follows:

g2 ¼ Np � B

N
ð6Þ

where NP denotes the noise power spectral density. B and N denotes bandwidth and

corresponding subchannel respectively.

Table 1 PSNR to MOS
conversion

PSNR (dB) MOS

[37 Excellent (5)

31–37 Good (4)

25–31 Average (3)

20–25 Weak (2)

\20 Poor (1)
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Finally, the achievable instantaneous data rate of user i on subcarrier j is expresses as:

Ri;j ¼
B

N
log2 1þ SNRi;j

u

� �
ð7Þ

where u ¼ �lnð5BER=1:5Þ and BER is the target bit error rate of the AMC.

3.1 Quality of Experience (QoE) Evaluation Model

In order to estimate video distortion at the application layer, PSNR which is a widely used

metric of objective measurement for video quality is employed. PSNR is a logarithmic

form of Mean Square Error (MSE) [46]. Basically, for the objective of video quality

assessment, the MSE can be defined between two monochromatic images, where one

image is considered to be an approximation of the other. The MSE can be described as the

mean of the square of the differences in the pixel values between the corresponding pixels

of the two images. In addition, the MSE can specify distortion of video sequences in the

form of the cumulative square between compressed and original image. The MSE could be

obtained through calculating Vdis, which is the sum of expected Decd and Dloss,

Vdis ¼ Decd þ Dloss ð8Þ

where Decd is quantization error introduced at the encoder and the Dloss is packet loss either

caused by transmission errors or due to late arrivals. In fact, because of the video com-

pression, Decd is scattered through the encoded frames that can be formulated as convex

function of the encoding rate [43]. Consequently, Decd can be characterized as follows:

Decd ¼
H

C� C0

þ b ð9Þ

where C represents the output rate of the video encoder. H, C0 and b are the parameters of

the distortion model which depend on the encoding structure as well as on the encoded

video sequence [37]. In contrast, Dloss is defined by the relationship between packet loss

rate (Ploss) and decoded video distortion (Decd) in a wireless channel. To be more precise,

Dloss can be modeled by a linear function as follows:

Dloss ¼ rPloss ð10Þ

where r is assumed to be independent of the rate of video encoder and depends on

parameters related to the compressed video sequence. These parameters include, the

effectiveness of error concealment of the encoder and the proportion of intra-coded Macro

Blocks (MBs).

Therefore, the video distortion can be estimated through,

Vdis ¼ Decd þ Dloss ¼
H

C� C0

þ bþ r:Ploss ð11Þ

Finally, PSNR can be expressed as:

PSNR ¼ 10� log10
2552

H
C�C0

þ bþ r:Ploss

ð12Þ
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3.2 Frame Priority Marking Scheme

As mentioned earlier, at the application layer, along with MOS value, frame priority, which

can present the contribution of each video packet on the quality of perceived video, was

taken into consideration. Considering the fact that I-frame is a key frame, mainly because it

contains the complete information for an image. Therefore, missing I-frame may lead to

more degradation in the perceptual quality rather than B-frame and P-frame. For instance,

Fig. 2 depicts an example of equal packet loss in different video frame types. It is obvious

that packet loss corresponding to I-frame causes more severe degradation. Consequently, it

is of vital importance that the scheduler gives higher priority to those packets that have

more impact towards the video quality.

Determining the importance of each frame in contrast with others is still an open chal-

lenge. Many studies investigate this matter by analyzing the distortion [23, 24, 37]. However,

these algorithms consider the number of skipped Macro Blocks or intra-coded MBs and the

statistics of motion vector, in which the compressed video data should be decoded. Unfor-

tunately, these methods cannot be applied for low power and low cost network equipment

since they are computationally too expensive. As a consequence, it is envisaged to deploy a

less complex priority strategy, which is presented in [44]. They assumed that one video

frame is encapsulated in several data packets with the same priority.

As shown in Fig. 3, the Real-time Transport Protocol (RTP) was employed where each

video packet has an extended RTP header to record its priority (i.e,. I-frame[P-frame[

Fig. 2 Equal packet loss in different video frame type. a I-frame packet loss, b P-frame packet loss, c B-
frame packet loss

 0 1 2 3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|V=2|P|X|  CC   |M|    PT  | sequence number |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   timestamp |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  synchronization source (SSRC) identifier |
+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+=+
|  contributing source (CSRC) identifiers |
|  .... |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    define by profile    | length |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  deadline |  unused | frame priority |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Fig. 3 Extension of RTP header
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B-frame). Precisely, an extension mechanism is provided to allow individual implemen-

tations to experiment with new payload-format-independent functions that require addi-

tional information to be carried in the RTP data packet header [36].

3.3 Video Traces for Network Performance

There are different methods to characterize encoded video for research community; video

bit stream, video traffic traces, and video traffic model. Each of them exhibits different

drawbacks and benefits. As far as complexity, capacity and copyright are concerned, video

traces could solve the limitation introduced in the aforementioned methods. The video

traffic traces file give the number of bits used for the encoding of the individual video

frames. Precisely, the structure of video traces consists of information in an ASCII file with

one line per frame. This information includes frame index, frame type, time stamp and

frame size. Table 2 gives the first ten lines of the trace file of foreman video encoding with

a target bitrate of 440 kbit/s [13].

4 The Proposed QoE-Oriented Cross Layer Scheduling

In this section, first, the architecture of proposed cross layer scheduler is introduced. It is

followed by elaborating the different OSI layers that interact with each other to form the

cross layer scheduler.

4.1 Cross Layer Architecture

In this study, a cross layer scheduler which could jointly optimize the application, MAC

and the physical layer of the protocol stack is proposed. The objective of such a design is to

maximize user-perceived video quality and maintain a degree of fairness among users. As

shown in Fig. 4 our framework consists of different modules, including video application,

Cross Layer Resource Allocator (CLRA), scheduler and transmitter.

In this framework, when a user requests a specific application, the respective data

packets traverse through backbone network and arrive at the users’ buffer in the eNB.

Particularly, for video streaming, when a user requests a video application, the media

server transmits the video frames to eNB through the backbone network. The video packets

Table 2 H.264 trace file sample

I I-frame (intra-coded picture)

P P-frame (predicted picture)

Frame index Frame type Time stamp Frame size (byte)

1 I 0 6730

2 P 40 1451

3 P 80 271

4 P 120 436

5 P 160 311

6 P 200 2837

7 P 240 52

8 P 280 626

9 P 320 457

10 P 360 6390
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will be arrived at the user buffer in the eNB to obtain scheduling opportunity. Before that

the video application module would calculate the distortion of incoming video sequence Vd

at the application layer. Afterward, channel distortion Vch is measured in the form of CQI

feedback from UE at the physical layer. Using the value of Vd and Vch, the CLRA module

would evaluate the corresponding MOS value. In addition to MOS value, a video frame

priority was considered in the way that the priority of each frame is determined based on a

contribution of each video packet on the quality of perceived video. Finally, depending on

the MOS value MOSi, Head of Line (HoL) delay of the video packet in the user’s buffer

DrðtÞ and frame priority weight Fpx, the allocation decision is made by the CLRA module.

Upon the accomplishment of the aforementioned tasks, the feedback procedures are

initiated to update other layers regarding further operations that need to be done. In this

context, CLRA will provide feedback information to the scheduler module; this module

would assign Resource Blocks (RBs) to each user according to the allocation information.

CLRA also would send feedback to the video application module regarding the appropriate

video bit rate. Besides, CLRA would return feedback to the transmitter module which leads

to code the video packets base on the MCS information.

Meanwhile, for nRT traffics, CLRA uses the UEs’ CQI feedback to make the scheduling

decisions. In this sense, nnrt utilized by CLRA to achieve fair resource allocation among

UEs. In fact, The nnrt metric inherit the meaning of Proportional Fair (PF) scheduling

scheme [19]. The nnrt metric approximately allocate the same number of resources to all

users and try to allocate the resources in any given scheduling interval to a user whose

channel condition is near its peak. The nnrt metric is expressed as:

nu ¼
Tputuj

ave Tputuj
ð13Þ

where Tputuj is the instantaneous achievable throughput and ave Tputuj is the past average

throughout of user i.

4.2 Cross-Layer Design

In order to exchange information across the individual layers, inter-layer signaling was

utilized [35]. This approach allows propagation of signaling message along with packet

Cross-Layer 
Resource
 Allocator

Video 
application

Scheduler Transmitter

Alloca�on 
informa�on

CQI feedback

MCS

Q
u

e
u

e in
fo

Video distor�on

Video traffic

Transmission rate

Non-Real �me traffic

Data Path Control Path

Fig. 4 Cross layer design architecture
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data flow. In general, two methods are considered for information exchange process; the

bottom-up and top-down methods. In this study, the bottom-up method was exploited to

design the cross-layer signaling message exchange process.

Figure 5 presents a similar concept of cross-layer scheme with more emphasis on

CLRA modules in terms of input and output parameters. From CLRA perspective, it

receives source distortion, queue status, channel status and frame priority information from

different layers of protocol stack. Then, based on the adaptive scheduling scheme output

and AMC scheme, an optimal resource allocation strategy and MCS will be achieved.

4.3 Adaptive Scheduling Scheme

To jointly consider video characteristics, application QoS constraints and fairness, the

presented resource allocation strategy jointly considers different factors for each UEs based

on the type of traffics. For video traffics, video distortion (i.e., MOS), frame priority and

delay constraints factors are considered as scheduling factors. In addition, For nRT traffics,

instantaneous and historical average data rate are taken into consideration. Each design

factor is achieved by weighting the UEs against all the available RBs in the current TTI.

Regarding RT traffics notably video application, every TTI, the video distortion for each

data flow can be evaluated according to Eq. 8. Let denotes this design factor MOSi. Thus,

to achieve higher quality, the smaller MOS value for a given data flow is needed. The

elements of MOSi are normalized against the maximum MOS value of all waiting UEs.

Besides, each user i is also associated with a delay constraint wi (Eq. 3), which is the

second design factor, denoted as wi. The elements of wi are normalized against the

maximum delay constraint of all UEs waiting for scheduling opportunity. Therefore, a

smaller delay constraint means higher urgency for the current UEs to use RBs for trans-

mission. Furthermore, for each data flow, the contribution of each packet on video quality

can be estimated, denoted as fi. Thus, a higher value of fi indicates that the data flow

contains more important frames. Additionally, to avoid certain UEs holding radio resources

for too long, another design factor needs to be incorporated to ensure the fairness of

resource allocation. The instantaneous data rate and historically average data rate of a UEs

are utilized as fairness criterion, denoted as ni (Eq. 14).
Meanwhile, for nRT traffics, CLRA used the UEs’ CQI feedback to make the

scheduling decisions. In this sense, ni was utilized by CLRA to achieve fair resource

allocation among UEs. In fact, the ni metric inherited the meaning of Proportional Fair

(PF) scheduling scheme [19]. The ni metric approximately allocate the same number of

resources to all UEs and try to allocate the resources in any given scheduling interval to a

UEs whose channel condition is near its peak. The ni metric is expressed as:

ni ¼
Tputi

ave Tputi
ð14Þ

where Tputi is the instantaneous achievable throughput and ave Tputi is the past average

throughout of UE i.

CLRA
Source Distortion
Queue Status

Channel Status

Frame Priority

Allocation Information

MCS

Fig. 5 Cross-layer resource allocator
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As a result, with these design factors, UE i is jointly weighted on all available RBs. It is

worth noting that in every TTI, all design factors are constantly updated. Then the overall

scheduling decision vector can be expressed as:

wRT ¼ wi;rb; 0\8i � I and 0\8rb � ItotRB

� �
¼ ½MOSi � mi � fi � mi � wi � mi � ni � mi�

ð15Þ

wnRT ¼ wi;rb; 0\8i � I and 0\8rb � ItotRB

� �
¼ ½ni � Ki�

ð16Þ

where mi and Ki are the linear variables of UE i that decide the relative significance of these

design factors. Therefore, the scheduling decision weight factor is obtained for each UEs

on all available RBs. The adaptive scheduling scheme is illustrated in Algorithm 1.

In the presented adaptive scheduling scheme, within a TTI, the aforementioned

scheduling metrics are first calculated for each UEs according to the current user status.

Afterward, the overall weight, depending on UEs’s traffic types, for each UE i is obtained.

Then, the elements of all I UE decision vectors are combined and sorted into one vector in

descending order. Based on this order, the RB is assigned to the UE with the highest

weight. If two or more waiting UEs have the same weight, they will be allocated RBs in a

round-robin way. This process continues until all the RB of the current subframes are

allocated. Then the scheduling scheme proceeds to allocate resources for the next

subframes.

Algorithm 1 Adaptive Scheduling Scheme Algorithm
Input: CQI, video distortion, video frame importance, delay and average past data
rate
Output: A vector V that indicates the weight of the all UE on the available RBs

V ← Sort(V ) {Sort V in descending order}
for i= 1 to I do

for j= 1 to J do
Assign the RB j to the UEs i with the highest weight
Delete all elements realting the current RB form the vector V

end for
end for

4.4 Video Distortion

At the application layer, video distortion can be caused by source coding parameters, error

concealment or the network variations. More precisely, during decoding, each video frame

is generally represented in block shape units of 16� 16 pixel region called Macro Blocks

(MBs). Typically, in a successful construction of error free packet, each packet composed

of one or several rows of MBs and can be independently decodable. However, when a

video packet is lost, the temporal replacement is adopted as error concealment strategy in

such a way that the missing pixels in the current frame are replaced by the pixels in the

previous frame based on the estimated motion vector. In this study, MSE is considered as
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the distortion metric. To obtain MOS value, first, Eq. 12 was used to calculate the PSNR,

then the PSNR was translated to MOS by using mapping model in Table 1.

4.5 Modulation and Coding

At the physical layer, AMC approaches have been utilized to dynamically adjust trans-

mission parameters with the varying channel condition. In fact, the key objective of AMC

is to maximize the link level data rate while minimizing the PLR and transmission delay

[25]. In this paper, the AMC method used in [10] was adopted. Table 3 presents the list of

available MCS modes, where each mode consists of a pair of modulation scheme and

coding rate as in 3GPP [1]. Based on the CQI feedback with Physical Uplink Control

Channel (PUCCH), one of the transmission modes is selected in order to accommodate

time-varying channel condition.

5 Performance Evaluation

In this section, a brief introduction on the simulator is provided. It is followed by the

description of simulation configuration and metrics, which are used to evaluate the pro-

posed architecture.

5.1 Simulation Setup

This study focuses on the downlink transmission of LTE system where users simultane-

ously run different types of applications. In our simulation, eNB delivers the diverse type

of traffic to N number of UEs, which are composed of RT and nRT services. Realistic

traffic models are used for video and data, and unlimited buffer source is assumed for best

effort flows. UEs travel using the random direction mobility model with a speed equals to 3

Table 3 AMC mode at the
physical layer

CQI index Modulation Code rate Efficiency

0 No transmission

1 QPSK 78 0.1523

2 QPSK 120 0.2344

3 QPSK 193 0.3770

4 QPSK 308 0.6016

5 QPSK 449 0.8770

6 QPSK 602 1.1758

7 16QAM 378 1.1758

8 16QAM 490 1.4766

9 16QAM 616 1.9141

10 64QAM 466 2.4063

11 64QAM 567 3.3223

12 64QAM 666 3.9023

13 64QAM 772 4.5234

14 64QAM 873 5.1152

15 64QAM 948 5.5547
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and 120 km/h for pedestrian and vehicular scenarios respectively. It is assumed that each

eNB is equipped with two antennas with transmission power of 46 dBm. 50 available sub-

channels and transport block sizes are utilized depending on the selected MCS. Here,

normal Cyclic Prefix (CP), three OFDM symbols of Physical Downlink Control Channel

(PDCCH) are assumed. However, no sync signals and physical broadcast channels are

considered. The summary of simulation parameters is presented in Table 4.

An urban-cell simulation scenario with one eNB is emulated by taking into account path

loss, penetration loss, shadowing and multi-path fast fading effects of wireless channel, i.e.,

PL ¼ 128:1þ 37:6 logðdÞ, in which d is the distance between eNB and mobile user. Large

scale shadowing is modeled by a log-normal distribution Nð0; 8 dBÞ. Penetration loss is

10 dB and Rayleigh fading channel model is used [47]. Periodic CQI reports is received by

UE every two TTI which is assumed carried over the full bandwidth, and then a corre-

sponding CQI feedback is sent to eNB [30].

5.2 Performance Metric

The performance of the proposed framework is evaluated upon the basis of network-level

metrics and the metrics that are related to the objective video quality assessment. Network

throughput, packet delay, packet loss ratio and HoL can be categorized under the network

performance metrics. However, PSNR and MOS lies within the category of objective video

quality related metrics. The considered metrics are listed as below.

5.2.1 Throughput

The summation of transmitted packet within the simulation time is defined as aggregate

throughput. Mathematically, it can be expressed as follows:

Table 4 Simulation parameters
Parameter Value

Simulation length 180 s

Carrier frequency 2 GHz

Transmission bandwidth 10 MHz

OFDMA subcarrier spacing 15 kHz

Cycle prefic length 72 samples

TTI length 1 ms

Number of symbol per TTI 14

Subcarrier per RB 12

Transmission power 43 dBm

Cell radius 1 km

Number of users 10, 20, 30, 40, 50

User speed 3 and 120 km/h

Frequency reuse 1

Modulation scheme QPSK, 16 QAM, 64 QAM

Traffic model Video: H.264 at 128 kbps

Best effort
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Throughput ¼ 1

ts

Xu
i¼1

Xts
i¼1

psiðtÞ ð17Þ

where ts represents the simulation time and psi describes the size of the packet. The number

of active users in the system is denoted by u.

5.2.2 HoL Delay

A HoL packet delay is the difference between recent packet serving time and the time

when the packet was stamped on its arrival in the service queue. It has the following

mathematical expression for user i:

HoLiðtÞ ¼ TcurrðtÞ � TstmpðtÞ ð18Þ

where Tstmp represents the time record of the packet since it arrived at the queue and Tcurr
reflects the current packet processing time.

5.2.3 Packet Delay

The difference between the packet arrival time in queue and the time instant it is trans-

mitted to UE from the service queue is considered as delay:

Delay ¼ 1

ts

Xts
i¼1

1

sf

Xsf
i¼1

HoLiðtÞ ð19Þ

where ts denotes the simulation time and sf is the total number of users in specific service

flow.

5.2.4 Packet Loss Ratio (PLR)

The PLR is calculated as the ratio of the discarded packet from the eNB service queue over

the simulation time. To be more precise, those packets could not meet the requirement of

the delay budget would be discarded.

PLR ¼
Pu

i¼1

Pts
i¼1 pdisðtÞPu

i¼1

Pts
i¼1 psiðtÞ

ð20Þ

where psi is the total number of transmitted packets and pdis reflects the discarded packets.

5.2.5 PSNR

PSNR is one of the metrics related to the objective video quality assessment. It is a

logarithmic form of MSE, in which, MSE can be described as the mean of the square of the

differences in the pixel values between the corresponding pixels of the two images as

stated in Eq. (1).

5.2.6 MOS

MOS is used as a unified QoE metric that indicates the user-perceived quality for real-time

or multimedia services notably video applications. Basically, MOS score is classified into
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five levels, where each level represents the quality of video in terms of end-user per-

spective. The MOS scores range start from bad to excellent video quality. The relation

between the MOS and PSNR has been the subject of many studies, which leads to derive a

mapping model to translate PSNR to MOS. In this context, the mapping model based on a

hyperbolic tangent function proposed in [18] was used. This mapping model was intro-

duced in Table 1.

5.2.7 Fairness Index

Fairness Index indicates how well a certain level of fairness is guaranteed by different

scheduling strategies. In this study, Jain Fairness Index [17] was used to evaluate the level

of fairness in BE services. Fairness Index can be defined as below:

FI ¼
Xu
i¼1

Fi

 !2, Xu
i¼1

F2
i

 !
ð21Þ

where u represents the number of active users in the system and Fi is the throughput for ith

connection.

5.2.8 Spectral Efficiency

Spectral efficiency or bandwidth efficiency [4] is a measure of the efficient use of spec-

trum. In general, SE is defined as the information rate that can be transmitted over a given

bandwidth. To this end, the SE can be expressed as follows:

SE ¼ dr

B
[bit/Hz] ð22Þ

where dr and B represent data rate and bandwidth.

5.3 Simulation Results and Discussion

5.3.1 QoE-Level Performance Evaluation Results

Application-level metric like MOS is playing an essential role in order to reflect the

performance of network to guarantee a certain level of QoE for end-users. In this section,

the results obtained from the simulations which were run for speed of 3 km/h will be

analyzed and discussed.

To estimate the end-user perceived video quality, MOS was employed. MOS is widely

used as a unified metric that closely linked with end-user satisfaction. Figure 6 presents the

end-user video quality under different channel condition. As it can be seen, significant

performance improvement was achieved by using the proposed cross-layer scheme. When

channel quality decreased, the received video quality in terms of MOS decreased

accordingly. However, the proposed scheme achieved higher performance gain in this case.

The reason was that the CLRA can holistically and dynamically adapt to the varying

channel condition and the video distortion with optimal resource allocation and proper

MCS schemes to ensure that the best video quality can be received. In addition, CLRA

added more weight on I-frames, which was crucial to reconstructed video quality; there-

fore, it preserved and reconstructed more I-frames, which helped to improve the video

quality.
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Figure 7 depicts the Cumulative Density Function (CDF) of the MOS for CLRA with

various number of UEs. It was clear that most of the UEs has high video quality when the

number of UEs below than 20. However, Further increase in the number of UEs was

followed by dramatic fall in the MOS. The reason behind this was that with the growing

number of concurrent video traffics, the probability of discarding packets for deadline

expiration increased accordingly. In addition, due to radio resource limitation, increasing

the competition among UEs leads to decreasing the chance of transmission for each UEs.

Figure 8 indicates the comparison of CLRA performance in terms of end-user perceived

video quality with LOG-Rule and MLWDF schedulers. The general trend showed that as

the number of UEs increased, the MOS decreased gradually. This was caused by the fact

that increasing the number of UEs leads to decreasing the chance of transmission for each

UEs. CLRA outperformed the other examined schedulers. As it can be seen, the CLRA

outperformed the other examined schedulers and achieved higher MOS.

5.3.2 Network-Level Performance Evaluation Results

Except from application-level metrics such as MOS, other performance metrics are also

playing an essential role in order to reflect the performance of network to guarantee a

certain level of QoS for end-users. They are network-level metrics including packet loss,

15 20 25 30 35
3.5

3.6

3.7

3.8

3.9

4

SNR (dB)
M

O
S

CLRA
LOG−Rule
M−LWDF

Fig. 6 End-user perceived video
quality under different channel
conditions

3.7 3 3.2 3.4 3.6 3.8 4 4.2
0

0.2

0.4

0.6

0.8

1

MOS

C
D

F

10 UEs
20 UEs
30 UEs
40 UEs
50 UEs

Fig. 7 Cumulative density
function of MOS with varying
number of UEs

4770 M. Nasimi et al.

123



delay and throughput. In this section, the results obtained from network-level performance

evaluation of the proposed cross-layer design will be discussed and analyzed.

The PLR of UEs using video application is illustrated in Fig. 9. For all the examined

schedulers, as the number of UEs increase, the PLR rises markedly and this trend is true for

both scenarios. Furthermore, The LOG-Rule and M-LWDF schedulers experienced a similar

PLR when the UEs speed is equal to 3 km/h (Fig. 9a). The ratio of packet loss for the UEs

handled by the PF scheduler grow dramatically as the number of UEs increase. The reason

for such a high PLR is that the PF scheduler does not take QoS constraints into account for

scheduling purpose. However, CLRA presents a lower PLR compared with other schedulers.

In the case where the UEs speed was set to 120 km/h, Fig. 9b, The CLRA, LOG-Rule and

M-LWDF scheduler behave alike by showing the 40% PLR for the 50 number of UEs. As

expected, PF presents a higher PLR of around 70% of the forwarded packets. CLRA

achieves comparable results with other QoS-aware schedulers. Such extensive PLR could

significantly degrade video quality even for low bitrate video. Thus, in order to avoid high

PLR, the video application users will have to accept higher network delay.

The delay experienced by UEs is shown in Fig. 10. For all examined cases, the UEs

handled by the LOG-Rule, MLWDF and CLRA schedulers had a delay value lower than

Fig. 8 Comparison of CLRA
with classic schedulers in terms
of varying number of UEs
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the delay threshold which was set to 0.1s. For the scenario where the users move at 3 km/h,

Fig. 10a, the difference in the performance of the schedulers started to be visible after the

number of the UEs exceed 20. For the 30 UEs, the delay experienced by users of the PF

scheduler is increased exponentially as the number of users increase. After increasing the

UEs speed to 120 km/h, Fig. 10b, the delay experienced by UEs increased proportionally.

In both scenarios, the CLRA scheduler could keep pace with the other QoS-aware

scheduler and achieved comparable results. It is worth noting that as pointed out in [9], the

delay above 0.2 s experienced by clients may cause re-buffering. Thus, the PF scheduler

could not provide adequate video quality for the UEs handle by this scheduler.

Figure 11 illustrates the video throughput for the different number of users. A general

trend of video throughput under the different schedulers shows a dramatic decline as the

number of UEs increase. In the scenario of users with 3 km/h speed, Fig. 11a, when the

number of UEs is less than 30 active users within the network cell, the average throughput

utilized by a single UE is sufficient to play a 440 kbps video. However, when the number

of UEs increase, the throughput experienced by a single UE drops significantly for all

schedulers. Quite similar results are achieved for the scenario in which the UEs’ speed are

increase to 120 km/h, Fig. 11b. However, the PF scheduler achieves a lower throughput in
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comparison with the case in which UEs move at 3 km/h. Therefore, increasing the number

of UEs or an increment in the speed of users leads to degradation of the video quality.

MOS value was estimated for the different number of users as shown in Fig. 12. As the

number of UEs increase, the MOS decreases gradually. For the case where the UEs move

at 3 km/h, Fig. 12a, CLRA could maintain a higher video quality for UEs in comparison

with other schedulers. However, PF scheduler presents the worst performance by showing

significant decline in MOS from near 3.6–3.54. Moreover, M-LWDF and LOG-Rule

schedulers present a similar trend. Further increase of the UEs’ speed to 120 km/h,

Fig. 12b, quite similar results obtained in which MOS decreases for all schedulers.

However, the video quality is highly affected by the UEs handled by PF scheduler. This

degradation in video quality is caused by packet loss, which may introduce by fading

effect. It is predicted that the PF could not handle video stream traffic since it lies within

the category of non-friendly multimedia scheduling schemes, which means that it could not

handle RT services properly. Therefore, the CLRA scheduler achieves comparable results

with other schedulers and in the low speed case, it outperforms other examined schedulers.

In Fig. 13, the BE service throughput is compared. In both scenarios, the performance

of all the schedulers is relatively much the same. A sharp decline can be observed when the
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number of UEs rise to 20. However, in the case where the UEs speed are set to 120 km/h,

the throughput achieved by UEs are clearly lower compared to the case in which the speed

was set to 3 km/h. To be more precise, when UEs move at 3 km/h, Fig. 13a, the throughput

drop sharply about 85% and followed by the modest decline. The CLRA scheduler has a

similar trend to all other schedulers. Although, the PF scheduler keeps pace with other

scheduler when the number of UEs are below than 20, However, the difference between PF

and other schedulers are noticed when the number of UEs exceed 20. After increasing the

UEs speed to 120 km/h, Fig. 13b, the performance of the scheduler in this scenario

behaves similar to the previous scenario with the difference that the performance of the

schedulers deteriorated. The reason for such a great degradation on the UEs throughput is

the fact that with the increase of multimedia traffic, the BE services are pushed to the

background.

Figure 14 depicts the PLR of BE service. A general trend of BE PLR under the different

schedulers shows a dramatic growth as the number of UEs increase. In the case of the low

speed, Fig. 14a, the PLR is less than 0.2% for all examined schedulers. For the small

number of users, the CLRA scheduler keeps pace with the other schedulers until the

number of UEs are 20. Further increase on the number of UEs, widen the gap between the

CLRA and other schedulers. Furthermore, LOG-Rule and M-LWDF present similar tend

and PF scheduler shows the worst performance in this scenario. This trend is also true for

the scenario of 120 km/h but with higher PLR for all examined schedulers (Fig. 14b). In

both scenarios, CLRA could achieve a lower packet loss in comparison to its counterparts.

As mentioned earlier, the reason for such a high PLR can be justified by considering the

efficiency obtained by video traffics, which nRT traffics can tolerate higher packet loss in

comparison to the RT traffics, the scheduler tries to give higher priority to those flows with

time bounded applications. Consequently, the PLR of the nRT services will be increased.

The achieved level of fairness by examined schedulers are shown in Fig. 15. By

increasing the number of UEs, the fairness index decreases significantly, which mainly

because of the smaller available bandwidth left free for BE traffics. As mentioned earlier,

the CLRA handle BE traffic similar to PF scheduling scheme. Similar results were obtained

for the scenario where the UEs move at 120 km/h with the difference in the level of

fairness. The CLRA scheduler provides a comparable level of fairness in comparison to

other schedulers and even could present slightly higher level of fairness in the case of low

speed.
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Figure 16 shows the spectral efficiency for the considered scenarios. In both scenarios,

when the number of UEs increase, a dramatic drop was observed. For the case of low

speed, Fig. 16a, the spectral efficiency was severely reduced by more than 60%, when the

number of UEs were less than 20. Nevertheless, when the number of UEs exceed 20, a

gradual decline of around 50% was observed for all schedulers. This trend was true for the

case in which the speed was set to 120 km/h, Fig. 16b, However, a lower efficiency

achieved by the examined schedulers. As it can be seen, in both scenarios, the CLRA

scheduler keep pace with other schedulers and could achieve a comparable result.

The results obtained through simulation show that the proposed scheme is able to

achieve higher performance compared against classic schedulers. The reason for that is

CLRA exploits the parameters of different layers, including channel quality information,

queue status, frame priority scheme and video distortion information. Moreover, CLRA

adds more weight on I-frames which are crucial to reconstructed video quality. As a result,

CLRA preserves and reconstructs more I-frames, which help to improve the video quality.

Application layer metric optimized scheduling is more efficient and effective in enhancing

the video quality. For nRT traffic, CLRA provides a high degree of fairness by taking past

average throughput into consideration.
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6 Conclusion

In this paper, a cross-layer scheduling was introduced to serve heterogeneous type of

traffics. The presented approach utilized the application, the MAC and the physical layer

parameters to improve end-user perceived video quality and to ensure the high degree of

fairness among nRT users. In this framework, different modules were employed to handle

cross-layer scheduling, including video application, Cross-Layer Resource Allocator

(CLRA), scheduler and transmitter. Video application module at the application layer

buffers the incoming video from backbone and reports video distortion to CLRA module.

Next, CLRA exploits the video distortion along with channel distortion form physical layer

to estimate PSNR value. Subsequently, the PSNR is translated to MOS. Finally, based on

the obtained MOS value, frame priority weight, QoS delay constraints and channel status,

in every TTI, the user with the highest metric will obtain scheduling opportunity. For non-

real-time(nRT) services, the instantaneous throughput and average throughput are taken

into consideration to ensure a high level of fairness among UEs. Simulation results indicate

that the proposed QoE-Oriented cross-layer framework leads to remarkable improvement

in terms of user-perceived video quality and spectral efficiency as well as maintain fairness

among nRT users. Future work may includes Comparing CLRA with the latest QOE-

Driven scheme, the complexity analysis and optimization of the CLRA scheme. Also,

defining QoE models which derives MOS directly from packet loss, bit rate with different

classification of video contents is a potential topic for future works.

References

1. 3GPP Technical Report 25.848. (2004). 3rd generation partnership project, technical specification
group radio access network; physical layer aspects of UTRA high speed downlink packet access
(release 4). Technical report.

2. Alfayly, A., Mkwawa, I. H., Sun, L., & Ifeachor, E. (2012). QoE-based performance evaluation of
scheduling algorithms over LTE. In 2012 IEEE Globecom workshops (pp. 1362–1366). doi:10.1109/
GLOCOMW.2012.6477781. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6477781.

3. Ali, S., Zeeshan, M., & Naveed, A. (2013). A capacity and minimum guarantee-based service class-
oriented scheduler for LTE networks. EURASIP Journal on Wireless Communications and Networking,
2013(1), 67. doi:10.1186/1687-1499-2013-67. http://jwcn.eurasipjournals.com/content/2013/1/67.

4. Alouini, M., & Goldsmith, A. (1999). Area spectral efficiency of cellular mobile radio systems. IEEE
Transactions on Vehicular Technology, 48(4), 1047–1066. doi:10.1109/25.775355. http://ieeexplore.
ieee.org/lpdocs/epic03/wrapper.htm?arnumber=775355.

5. Ameigeiras, P., Ramos-Munoz, J. J., Navarro-Ortiz, J., Mogensen, P., & Lopez-Soler, J. M. (2010). QoE
oriented cross-layer design of a resource allocation algorithm in beyond 3G systems. Computer
Communications, 33(5), 571–582. doi:10.1016/j.comcom.2009.10.016. http://linkinghub.elsevier.com/
retrieve/pii/S0140366409002837.

6. Avramova, A. P., Yan, Y., & Dittmann, L. (2012). Cross layer scheduling algorithm for LTE downlink.
In 2012 20th telecommunications forum (TELFOR) (pp. 307–310). doi:10.1109/TELFOR.2012.
6419208. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6419208.

7. Aydin, M. E., Kwan, R., & Wu, J. (2012). Multiuser scheduling on the LTE downlink with meta-
heuristic approaches. Physical Communication. doi:10.1016/j.phycom.2012.01.004. http://linkinghub.
elsevier.com/retrieve/pii/S1874490712000134.

8. Bai, B., Cao, Z., Chen, W., & Letaief, K. B. (2008). QoS guaranteed cross-layer multiple traffic
scheduling in TDM-OFDMA wireless network. In 2008 IEEE international conference on communi-
cations (Vol. 60472027, pp. 2895–2899). IEEE. doi:10.1109/ICC.2008.545. http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=4533581.

4776 M. Nasimi et al.

123

http://dx.doi.org/10.1109/GLOCOMW.2012.6477781
http://dx.doi.org/10.1109/GLOCOMW.2012.6477781
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6477781
http://dx.doi.org/10.1186/1687-1499-2013-67
http://jwcn.eurasipjournals.com/content/2013/1/67
http://dx.doi.org/10.1109/25.775355
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=775355
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=775355
http://dx.doi.org/10.1016/j.comcom.2009.10.016
http://linkinghub.elsevier.com/retrieve/pii/S0140366409002837
http://linkinghub.elsevier.com/retrieve/pii/S0140366409002837
http://dx.doi.org/10.1109/TELFOR.2012.6419208
http://dx.doi.org/10.1109/TELFOR.2012.6419208
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6419208
http://dx.doi.org/10.1016/j.phycom.2012.01.004
http://linkinghub.elsevier.com/retrieve/pii/S1874490712000134
http://linkinghub.elsevier.com/retrieve/pii/S1874490712000134
http://dx.doi.org/10.1109/ICC.2008.545
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4533581
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4533581


9. Biernacki, A., Metzger, F., & Tutschku, K. (2012). On the influence of network impairments on
YouTube video streaming. Journal of Telecommunications and Information Technology (JTIT) (3),
83–90. http://www.nit.eu/czasopisma/JTIT/2012/3/83.pdf.

10. Cheng, X., & Mohapatra, P. (2012). Quality-optimized downlink scheduling for video streaming
applications in LTE networks. In 2012 IEEE global communications conference (GLOBECOM) (pp.
1914–1919). doi:10.1109/GLOCOM.2012.6503395. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=6503395.

11. Cho, Y., Kuo, C. C. J., Huang, R., & Lima, C. (2009). Cross-layer design for wireless video streaming.
In GLOBECOM 2009—2009. IEEE global telecommunications conference (pp. 1–5). doi:10.1109/
GLOCOM.2009.5425211. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5425211.

12. Dimitrova, D. C., Heijenk, G., Berg, J. L. V. D., & Yankov, S. (2011). Scheduler-dependent inter-cell
interference and its impact on LTE uplink performance at flow level. Lecture Notes in Computer
Science, 6649, 285–296. doi:10.1007/978-3-642-21560-5_24.

13. Fitzek, F., & Reisslein, M. (2001). MPEG-4 and H.263 video traces for network performance evalu-
ation. IEEE Network, 15(6), 40–54. doi:10.1109/65.967596. http://ieeexplore.ieee.org/lpdocs/epic03/
wrapper.htm?arnumber=967596.

14. Girici, T., Zhu, C., Agre, J. R., & Ephremides, A. (2010). Proportional fair scheduling algorithm in
OFDMA-based wireless systems with QoS constraints. Journal of Communications and Networks,
12(1), 30–42. doi:10.1109/JCN.2010.6388432. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=6388432.

15. Indumathi, G., & Murugesan, K. (2011). A cross-layer resource scheduling with qos guarantees using
adaptive token bank fair queuing algorithm in wireless networks. Journal of Engineering Science and
Technology (JESTEC), 6(3), 260–267. http://jestec.taylors.edu.my/V6Issue3.htm.

16. ITU-T Recommendation BT. 500-9. (2002). Methodology for subjective assessment of the quality of
television picture. Technical report.

17. Jain, R. (1991). The art of computer systems performance analysis: Techniques for experimental design,
measurement, simulation, and modeling. Wiley professional computing. London: Wiley. http://books.
google.com.my/books?id=HetQAAAAMAAJ.

18. Ju, Y., Lu, Z., Ling, D., Wen, X., Zheng, W., & Ma, W. (2013). QoE-based cross-layer design for video
applications over LTE. Multimedia Tools and Applications,. doi:10.1007/s11042-013-1413-0.

19. Kelly, F. P., Maulloo, A. K., & Tan, D. K. H. (1998). Rate control for communication networks:
Shadow prices, proportional fairness and stability. Journal of the Operational Research Society, 49(3),
237–252.

20. Khan, S., Duhovnikov, S., Steinbach, E., & Kellerer, W. (2007). MOS-based multiuser multiapplication
cross-layer optimization for mobile multimedia communication. Advances in Multimedia, 2007(1),
1–11. doi:10.1155/2007/94918. http://www.hindawi.com/journals/am/2007/094918/abs/.

21. Kwan, R., Leung, C., & Zhang, J. (2009). Proportional fair multiuser scheduling in LTE. IEEE Signal
Processing Letters, 16(6), 461–464. doi:10.1109/LSP.2009.2016449. http://ieeexplore.ieee.org/lpdocs/
epic03/wrapper.htm?arnumber=4838885.

22. Lai, W. K., & Yang, K. T. (2013). Cross-layer dual domain scheduler for 3GPP-long term evolution.
Journal of Networks, 8(1), 189–196. doi:10.4304/jnw.8.1.189-196. http://ojs.academypublisher.com/
index.php/jnw/article/view/9062.

23. Liang, Y., Apostolopoulos, J., & Girod, B. (2008). Analysis of packet loss for compressed video: Effect
of burst losses and correlation between error frames. IEEE Transactions on Circuits and Systems for
Video Technology, 18(7), 861–874. doi:10.1109/TCSVT.2008.923139. http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=4490280.

24. Li, F., Liu, G. (2009). Compressed-domain-based transmission distortion modeling for precoded H.264/
AVC video. IEEE Transactions on Circuits and Systems for Video Technology, 19(12), 1908–1914.
doi:10.1109/TCSVT.2009.2031457. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=
5229294.

25. Lu, Z., & Ling, D. (2011). Gradient projection based QoS driven cross-layer scheduling for video
applications. In 2011 IEEE international conference on multimedia and expo (pp. 1–6). doi:10.1109/
ICME.2011.6012022. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6012022.

26. Lu, Z., Yang, Y., Wen, X., Ju, Y., & Zheng, W. (2011). A cross-layer resource allocation scheme for
ICIC in LTE-advanced. Journal of Network and Computer Applications, 34(6), 1861–1868. doi:10.
1016/j.jnca.2010.12.019. http://linkinghub.elsevier.com/retrieve/pii/S1084804511000063.

27. Ma, W., Zhang, H., Wen, X., Zheng, W., & Lu, Z. (2011). Utility-based cross-layer multiple traffic
scheduling for MU-OFDMA. doi:10.4156/aiss.vol3.issue8.15. https://www.holaportal.com/publication/
utility-based-cross-layer-multiple-traffic-scheduling-for-muofdma-170323/.

QoE-Driven Cross-Layer Downlink Scheduling... 4777

123

http://www.nit.eu/czasopisma/JTIT/2012/3/83.pdf
http://dx.doi.org/10.1109/GLOCOM.2012.6503395
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6503395
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6503395
http://dx.doi.org/10.1109/GLOCOM.2009.5425211
http://dx.doi.org/10.1109/GLOCOM.2009.5425211
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5425211
http://dx.doi.org/10.1007/978-3-642-21560-5_24
http://dx.doi.org/10.1109/65.967596
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=967596
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=967596
http://dx.doi.org/10.1109/JCN.2010.6388432
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6388432
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6388432
http://jestec.taylors.edu.my/V6Issue3.htm
http://books.google.com.my/books?id=HetQAAAAMAAJ
http://books.google.com.my/books?id=HetQAAAAMAAJ
http://dx.doi.org/10.1007/s11042-013-1413-0
http://dx.doi.org/10.1155/2007/94918
http://www.hindawi.com/journals/am/2007/094918/abs/
http://dx.doi.org/10.1109/LSP.2009.2016449
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4838885
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4838885
http://dx.doi.org/10.4304/jnw.8.1.189-196
http://ojs.academypublisher.com/index.php/jnw/article/view/9062
http://ojs.academypublisher.com/index.php/jnw/article/view/9062
http://dx.doi.org/10.1109/TCSVT.2008.923139
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4490280
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4490280
http://dx.doi.org/10.1109/TCSVT.2009.2031457
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5229294
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5229294
http://dx.doi.org/10.1109/ICME.2011.6012022
http://dx.doi.org/10.1109/ICME.2011.6012022
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6012022
http://dx.doi.org/10.1016/j.jnca.2010.12.019
http://dx.doi.org/10.1016/j.jnca.2010.12.019
http://linkinghub.elsevier.com/retrieve/pii/S1084804511000063
http://dx.doi.org/10.4156/aiss.vol3.issue8.15
https://www.holaportal.com/publication/utility-based-cross-layer-multiple-traffic-scheduling-for-muofdma-170323/
https://www.holaportal.com/publication/utility-based-cross-layer-multiple-traffic-scheduling-for-muofdma-170323/


28. Nasimi, M., Kousha, M., & Hashim, F. (2013) QoE-oriented cross-layer downlink scheduling for
heterogeneous traffics in LTE networks. In IEEE 11th Malaysia international conference on commu-
nications. IEEE

29. Patachaianand, R., & Sandrasegaran, K. (2007). Opportunistic contention-based feedback protocol for
downlink OFDMA systems with mixed traffic. doi:10.1007/978-3-642-10467-1_115.

30. Piro, G., Grieco, L. A., Boggia, G., Capozzi, F., & Camarda, P. (2011). Simulating LTE cellular systems:
An open-source framework. IEEE Transactions on Vehicular Technology, 60(2), 498–513. doi:10.1109/
TVT.2010.2091660. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5634134.

31. Radhakrishnan, R., & Nayak, A. (2012). Cross layer design for efficient video streaming over LTE using
scalable video coding. In 2012 IEEE international conference on communications (ICC) (pp. 6509–6513).
doi:10.1109/ICC.2012.6364725. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6364725.

32. Redana, S., Frediani, A., & Capone, A. (2008). Quality of service scheduling based on utility prediction. In
2008 IEEE 19th international symposium on personal, indoor and mobile radio communications (pp. 1–5).
doi:10.1109/PIMRC.2008.4699722. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4699722.

33. Saad, W., Dawy, Z., & Sharafeddine, S. (2012). A utility-based algorithm for joint uplink/downlink
scheduling in wireless cellular networks. Journal of Network and Computer Applications, 35(1), 348–356.
doi:10.1016/j.jnca.2011.08.002. http://linkinghub.elsevier.com/retrieve/pii/S1084804511001561.

34. Sandrasegaran, K., Mohd Ramli, H. A., & Basukala, R. (2010). Delay-prioritized scheduling (DPS) for
real time traffic in 3GPP LTE system. In 2010 IEEE wireless communication and networking confer-
ence (pp. 1–6). doi:10.1109/WCNC.2010.5506251. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.
htm?arnumber=5506251.

35. Shakkottai, S., Rappaport, T., & Karlsson, P. (2003). Cross-layer design for wireless networks. IEEE
Communications Magazine, 41(10), 74–80. doi:10.1109/MCOM.2003.1235598. http://ieeexplore.ieee.
org/lpdocs/epic03/wrapper.htm?arnumber=1235598.

36. Singer, D., & Desineni, H. (2008). A general mechanism for RTP header extensions: RFC5285. https://
tools.ietf.org/html/rfc5285.

37. Stuhlmuller, K., Farber, N., Link, M., & Girod, B. (2000). Analysis of video transmission over lossy
channels. IEEE Journal on Selected Areas in Communications, 18(6), 1012–1032. doi:10.1109/49.
848253. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=848253.

38. Tantawy, M. M., Eldien, A. S. T., & Zaki, R. M. (2011). A novel cross-layer scheduling algorithm for
long term-evolution (LTE) wireless system. Canadian Journal on Multimedia and Wireless Networks,
2(4), 57–62.

39. Thakolsri, S., Cokbulan, S., Jurca, D., Despotovic, Z., & Kellerer, W. (2011). QoE-driven cross-layer
optimization in wireless networks addressing system efficiency and utility fairness. In 2011 IEEE
GLOBECOM workshops (GC Wkshps) (pp. 12–17). IEEE. doi:10.1109/GLOCOMW.2011.6162395.
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6162395.

40. Thakolsri, S., Kellerer, W., & Steinbach, E. (2011). QoE-based cross-layer optimization of wireless
video with unperceivable temporal video quality fluctuation. In 2011 IEEE international conference on
communications (ICC) (pp. 1–6). IEEE. doi:10.1109/icc.2011.5963296. http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=5963296.

41. Thakolsri, S., Khan, S., Steinbach, E., & Kellerer, W. (2009). QoE-driven cross-layer optimization for
high speed downlink packet access. Journal of Communications, 4(9), 669–680. doi:10.4304/jcm.4.9.
669-680. http://ojs.academypublisher.com/index.php/jcm/article/view/1877.

42. Turyagyenda, C., O’Farrell, T., & Guo, W. (2012). Long term evolution downlink packet scheduling
using a novel proportional-fair-energy policy. In 2012 IEEE 75th vehicular technology conference (VTC
Spring), Ici (pp. 1–6). IEEE. doi:10.1109/VETECS.2012.6240212. http://ieeexplore.ieee.org/lpdocs/
epic03/wrapper.htm?arnumber=6240212.

43. Wan, Z., Xiong, N., Ghani, N., Vasilakos, A. V., & Zhou, L. (2013). Adaptive unequal protection for
wireless video transmission over IEEE 802.11e networks. Multimedia Tools and Applications. doi:10.
1007/s11042-013-1378-z. http://link.springer.com/10.1007/s11042-013-1378-z.

44. Wang, H., & Liu, G. (2012). Priority and delay aware packet management framework for real-time
video transport over 802.11e WLANs. Multimedia Tools and Applications. doi:10.1007/s11042-012-
1131-z. http://link.springer.com/10.1007/s11042-012-1131-z.

45. Wiegand, T., Sullivan, G., Bjontegaard, G., & Luthra, A. (2003). Overview of the H.264/AVC video coding
standard. IEEE Transactions on Circuits and Systems for Video Technology, 13(7), 560–576. doi:10.1109/
TCSVT.2003.815165. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1218189.

46. Zhang, R., Regunathan, S., & Rose, K. (2000). Video coding with optimal inter/intra-mode switching
for packet loss resilience. IEEE Journal on Selected Areas in Communications, 18(6), 966–976. doi:10.
1109/49.848250. http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=848250.

4778 M. Nasimi et al.

123

http://dx.doi.org/10.1007/978-3-642-10467-1_115
http://dx.doi.org/10.1109/TVT.2010.2091660
http://dx.doi.org/10.1109/TVT.2010.2091660
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5634134
http://dx.doi.org/10.1109/ICC.2012.6364725
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6364725
http://dx.doi.org/10.1109/PIMRC.2008.4699722
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4699722
http://dx.doi.org/10.1016/j.jnca.2011.08.002
http://linkinghub.elsevier.com/retrieve/pii/S1084804511001561
http://dx.doi.org/10.1109/WCNC.2010.5506251
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5506251
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5506251
http://dx.doi.org/10.1109/MCOM.2003.1235598
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1235598
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1235598
https://tools.ietf.org/html/rfc5285
https://tools.ietf.org/html/rfc5285
http://dx.doi.org/10.1109/49.848253
http://dx.doi.org/10.1109/49.848253
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=848253
http://dx.doi.org/10.1109/GLOCOMW.2011.6162395
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6162395
http://dx.doi.org/10.1109/icc.2011.5963296
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5963296
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5963296
http://dx.doi.org/10.4304/jcm.4.9.669-680
http://dx.doi.org/10.4304/jcm.4.9.669-680
http://ojs.academypublisher.com/index.php/jcm/article/view/1877
http://dx.doi.org/10.1109/VETECS.2012.6240212
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6240212
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6240212
http://dx.doi.org/10.1007/s11042-013-1378-z
http://dx.doi.org/10.1007/s11042-013-1378-z
http://springerlink.bibliotecabuap.elogim.com/10.1007/s11042-013-1378-z
http://dx.doi.org/10.1007/s11042-012-1131-z
http://dx.doi.org/10.1007/s11042-012-1131-z
http://springerlink.bibliotecabuap.elogim.com/10.1007/s11042-012-1131-z
http://dx.doi.org/10.1109/TCSVT.2003.815165
http://dx.doi.org/10.1109/TCSVT.2003.815165
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1218189
http://dx.doi.org/10.1109/49.848250
http://dx.doi.org/10.1109/49.848250
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=848250


47. Zheng, Y. (2003). Simulation models with correct statistical properties for rayleigh fading channels.
IEEE Transactions on Communications, 51(6), 920–928. doi:10.1109/TCOMM.2003.813259. http://
ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1209292.

Meysam Nasimi received the B.Sc. degree in Software Engineering
from Payam-Nour University, Iran, in 2011. He obtained his M.Sc. in
LTE networks and Communication Networks Engineering degree from
Universiti Putra Malaysia (UPM) in 2014. His main research interests
are in wireless communication system design with main emphasis on
crosslayer design, scheduling and green communications.

Fazirulhisham Hashim holds a M.Sc. degree from the Universiti
Sains Malaysia and a Ph.D. degree from the University of Sydney,
Australia. He is currently a researcher and lecturer at the Wireless and
Photonic Network Research Center of Excellence (WiPNET) at the
Universiti Putra Malaysia. His research interests include network
security and QoS of next generation mobile networks, green commu-
nication systems, and wireless sensor networks.

Aduwati Sali is currently an Associate Professor at Department of
Computer and Communication Systems, Faculty of Engineering,
Universiti Putra Malaysia (UPM) since Dec 2013. She obtained her
Ph.D. in Mobile and Satellite Communications form University of
Surrey, UK, in July 2009, her M.Sc. in Communications and Network
Engineering from UPM, Malaysia, in April 2002 and her B.Eng. in
Electrical Electronics Engineering (Communications) from University
of Edinburgh, UK, in 1999. She worked as an Assistant Manager with
Telekom Malaysia Bhd from 1999 until 2000. She was involved with
EU-IST Satellite Network of Excellence (SatNEx) I & II from 2004
until 2009. She is the principle investigator for projects under the
funding bodies Malaysian Ministry of Science, Technology and
Innovation (MOSTI), Malaysian Ministry of Education (MoE),
Research University Grant Scheme (RUGS) (now known as Putra
Initiative Grant) UPM and The Academy of Sciences for the Devel-
oping World (TWAS-COMSTECH) Joint Grants. She is also a con-

sultant to Malaysian Ministry of Information and Multimedia, Malaysian Ministry of Education, National
Space Agency, ATSB Bhd and Petronas Bhd. on projects related to mobile and satellite communications.
Her research interests are radio resource management, MAC layer protocols, satellite communications,
wireless sensor networks, satellite-assisted emergency communications and 3D video transmission over
wireless networks. In 2014, the fateful event of missing MH370 has requested her to be in printed and

QoE-Driven Cross-Layer Downlink Scheduling... 4779

123

http://dx.doi.org/10.1109/TCOMM.2003.813259
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1209292
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=1209292


broadcasting media, specifically Astro Awani, RTM, TV Al-Hijrah, BERNAMA, Harian Metro and Metro
Ahad, regarding analysis on satellite communication in tracking the aircraft.

Ratna Kalos Zakiah Sahbudin obtained her Ph.D. in Communication
Networks Engineering from Universiti Putra Malaysia (UPM) in 2010.
She received M.Sc. in RF and Communication Engineering degree
from University of Bradford, UK, in 1992 and B.Sc. in Electrical
Engineering degree from Fairleigh Dickinson University, New Jersey,
USA, in 1988. She is a senior lecturer at Department of Computer and
Communication Engineering, University Putra Malaysia, Malaysia.
Her research interests include optical code division multiple access and
optical communication.

4780 M. Nasimi et al.

123


	QoE-Driven Cross-Layer Downlink Scheduling for Heterogeneous Traffics Over 4G Networks
	Abstract
	Introduction
	Related Works
	System Model
	Quality of Experience (QoE) Evaluation Model
	Frame Priority Marking Scheme
	Video Traces for Network Performance

	The Proposed QoE-Oriented Cross Layer Scheduling
	Cross Layer Architecture
	Cross-Layer Design
	Adaptive Scheduling Scheme
	Video Distortion
	Modulation and Coding

	Performance Evaluation
	Simulation Setup
	Performance Metric
	Throughput
	HoL Delay
	Packet Delay
	Packet Loss Ratio (PLR)
	PSNR
	MOS
	Fairness Index
	Spectral Efficiency

	Simulation Results and Discussion
	QoE-Level Performance Evaluation Results
	Network-Level Performance Evaluation Results


	Conclusion
	References




