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Abstract This paper proposes a real-time and energy aware routing protocol for industrial

wireless sensor networks, called RTEA. Two-hop neighborhood information routing is

adopted from THVR routing protocol, however our routing protocol has low control packet

overhead and differentiates packets based on their deadlines. The packet deadline is

updated in each hop without using globally synchronized clocks. In addition to velocity,

the distance to the sink is considered for reducing the number of relaying hops. Also, the

delay between two one-hop neighbors is estimated by a new mechanism which considers

the time that packets spend in each node beside the link delay. Simulation results show that

RTEA can improve the performance in terms of delivery ratio and energy consumption.

Keywords Energy aware routing � Industrial wireless sensor networks � Real-time

communication � Timeliness � Two-hop information

1 Introduction

Industrial Wireless Sensor Networks (IWSN) are used in a large number of industrial

applications such as industrial condition monitoring systems and process control systems.

IWSNs consist of wireless sensors that sense data from the industrial environment, process
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and send it to the sink by collaborating with each other. The sink is connected to a control

unit which analyzes data, adjusts the behavior of a system or equipment, and notifies users

of any problems [1–5]. In condition monitoring systems, sensors are installed on industrial

equipment and monitor its condition based on the parameters such as vibration, temper-

ature, and pressure. These parameters are used in control units for estimating the perfor-

mance of the equipment. Thus, any defect in the equipment is detected in a short time that

makes the repairing cost reduced [1]. In process control systems, IWSNs are used to

improve the quality of manufacturing. In these applications such as cold chain manage-

ment [6], IWSNs evaluate all the processes and monitor the quality of a product in its entire

life from raw materials till the final product that is delivered to the consumer. IWSNs are

used in structural health monitoring applications to monitor functionality and safety of

bridges, buildings, and other critical structures [7–10]. In these applications, wireless

sensor nodes measure the response of a structure before, during and after a natural or man-

made disaster, that can be used in damage detection algorithms. Also, the repairing cost

can be minimized by observing the current state of structures.

In IWSNs, Quality of Service (QoS) parameters such as timeliness are extremely

important and have significant impacts on the performance of a system. Wireless sensors

must send data to the sink in a reliable and timely manner since lost or delayed data may

lead to wrong decisions in the control unit [2]. Despite this importance, providing QoS

guarantee in IWSNs is challenging due to nature of these networks. Sensor nodes usually

have constrained resources in terms of energy, memory, CPU cycles, and bandwidth.

Topology of the network is dynamically changed due to node failure and mobility [11–18].

Moreover, enhancing one QoS parameter may degrade another one. For example, relia-

bility can be improved by using multi-path routing, however, it can increase delay due to

duplicate transmission.

In real-time applications of industrial wireless sensor networks such as condition

monitoring systems, data must be delivered to the sink within a time deadline and the

performance is measured based on the number of packets delivered to the sink before

deadline. This measure is called Deadline Delivery Success Ratio (DDSR) [19]. Also,

energy consumption is another important performance measure since sensor nodes usually

use battery for energy supply [3]. To increase DDSR, packets must be sent to the sink with

desired speed. One class of real time routing protocols employs geographic routing and

provides desired speed by choosing a neighbor as the forwarding node which can satisfy

desired delivery speed [3, 20–23]. In these protocols, each node maintains information of

its neighbors in a neighbor table and routing decisions are locally made based on the

geographical location of the neighbors. Most of these routing protocols use one-hop

neighborhood information for making routing decisions and some of them are based on

multi-hop neighborhood information [22]. As shown in [3], timeliness can be improved by

using multi-hop neighborhood information, which increases control packet overhead and

decreases network lifetime. In other words, the choice of multi-hop information is a

tradeoff between timeliness and control packet overhead.

Real-time applications are usually classified as hard or soft real-time. Hard real-time

applications cannot tolerate packet loss and they consider out-of-date data as lost packets

which can lead to system failure. In soft real-time applications such as multimedia

applications, a significant amount of packet loss can be tolerated. These applications use

best effort services which try to deliver packets to the sink before their deadline and may

have not strict timeliness requirement. In this paper, we propose a soft real-time routing

method for IWSN, called RTEA. Our routing method is based on two-hop neighborhood

information with low control packet overhead which spans over MAC and network layers.
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RTEA considers the energy consumption and differentiates packets based on their dead-

lines. It can reduce number of hops that packets relayed by considering the distance to the

sink as a new metric to determine the next forwarding node. Also, it uses a new method to

estimate delay between two one-hop neighbors based on the time that packets spend in

each node before transmitting to the next hop. Simulation results show that our proposed

protocol can improve the performance in terms of delivery ratio and energy consumption.

We use a dynamic weighting factor for incorporating energy metric in the routing metric

and differentiate packets based on their deadlines. Also, we propose a new method for

updating packet deadline in each hop without using globally synchronized clocks.

The rest of this paper is organized as follows: Sect. 2 presents some related works.

Section 3 describes the proposed routing protocol. Section 4 evaluates the performance of

RTEA by simulation. Finally, the paper is concluded in Sect. 5.

2 Related Work

Several routing protocols have been proposed for WSNs that provide QoS support in

timeliness domain [2, 3, 19–27]. Most of these protocols are cross layer solutions and some

of them also consider other QoS parameters such as reliability [2, 21, 27].

SPEED protocol [20] uses geographic forwarding to provide soft real-time guarantee in

WSNs. In SPEED, each node maintains position and delay of one-hop neighbors in a

neighbor table. It estimates the relay speed for the neighbors that are closer to the sink.

Forwarding candidate set is defined as the set of neighbors that have relay speed larger than

the desired speed. The neighbor in this set with the largest speed is selected in the highest

probability. Also, SPEED considers the tradeoff between load balancing and optimal

delivery delay. In order to avoid congestion, SPEED drops some packets to reduce con-

gestion and uses backpressure rerouting to inform other nodes of congestion.

Felemban et al. [21] proposed MMSPEED, a cross layer routing protocol which pro-

vides service differentiation in the reliability and timeliness domains. MMSPEED extends

SPEED by providing multiple layers of speed guarantee and dynamic compensation of

local decisions. Prioritization between speed layers is achieved by mapping speed layers to

MAC priority queues. For supporting reliability, MMSPEED uses multi-path forwarding

while it does not consider energy consumption.

In [25], Yuan et al. proposed an energy-efficient real-time routing protocol. They limit

forwarding candidate set by proposing a novel concept of Effective Transmission. In

addition to distance to the sink, Effective Transmission considers the distance to source. It

defines forwarding candidate set by the neighbors which are closer to the sink and farther

from the source. Also, in this protocol, end-to-end delay requirement is separated into sum

of point-to-point path’s delay.

THVR [3] is a two-hop neighborhood information-based routing protocol which

enhances real-time delivery in WSNs. In THVR, a packet deadline is mapped to a velocity

and routing decisions are made based on two-hop neighborhood information. In addition to

the velocity, THVR considers node’s remaining energy level to select a neighbor as the

next forwarding node. For getting two-hop neighborhood information, two rounds of Hello

messages are sent that leads to heavy message overhead. To improve reliability, automatic

repeat-request (ARQ) is employed and Window Mean with Exponentially Weighted

Moving Average (WMEWMA) [28] is adopted to estimate delay. Also, THVR conducts
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Initiative Drop Control to enhance energy utilization efficiency when no node can provide

desired speed.

EARQ [2] provides QoS guarantee in reliability and timeliness domains while it con-

siders energy awareness. In EARQ, each node calculates the probability of selecting a path

by estimating energy cost, delay and reliability of the path to the sink. Only the paths are

selected that can deliver a packet to the sink before its deadline. The probability of

selecting a path is inversely related to the energy cost.

Quang et al. [19] proposed THVRG for IWSN to enhance real-time performance with

energy efficiency. THVRG Applies THVR [3] to a gradient-based wireless sensor net-

works and makes routing decisions based on the number of hops to the sink. As THVR, for

selecting the next forwarding node, a joint metric is calculated that considers delay and

energy. In addition, THVRG uses an acknowledgement control scheme in order to reduce

energy consumption and computational complexity.

In our proposed protocol, deadline of packets is updated in each node without using

global synchronized clock by considering link delay and the time that packets spend in

each node. Different priorities are considered for energy and delay metrics Based on the

deadline of packets and geographical location of nodes. In comparison with other routing

protocols, RTEA has low control overhead while it uses two hop neighborhood informa-

tion for routing operations.

3 Proposed Routing Protocol

3.1 Neighbor Table and Control Packets

Similar to other geographic routing protocols, every node in RTEA is aware of geo-

graphical location of itself and the sink by using global positioning system (GPS) or other

localization techniques [29, 30]. RTEA uses three types of control packets, LOCATION-

PCKT, ENERGY-PCKT and MAX-SPEED-PCKT. First type contains geographical

location of a node and is used for exchanging location information between one-hop

neighbors. Each node periodically broadcasts a LOCATION-PCKT to inform its one-hop

neighbors of its location. The rate of broadcasting this packet depends on the node’s

mobility. This rate can be very low when network is static or nodes move slowly. In

addition to LOCATION-PCKTs, each node periodically broadcasts ENERGY-PCKTs

which contain the remaining energy of a node. So, nodes can consider energy balancing in

their routing decisions. A MAX-SPEED-PCKT contains the maximum speed that a node

can send a packet to its one-hop neighbors. The functionality of MAX-SPEED-PCKT will

be discussed in part 3.5 of this section. Nodes update their neighbor tables when they

receive control packets.

Unlike other two-hop information based routing protocols, in RTEA each node does not

need to maintain information of two-hop neighbors and only maintains the maximum

speed that a neighbor can send a packet to the next hop. So, the size of neighbor table and

computing complexity of our protocol is similar to one-hop information based routing

protocols. Each entry inside the neighbor table consists of seven fields: (NeighborID, X, Y,

EstDelay, MaxSpeed, ExpireTime, RemainingEnergy). X and Y indicate geographical

location of neighbors. If an entry is not updated before ExpireTime, it will be removed.

ExpireTime and RemainingEnergy are updated every time that a node receives an
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ENERGY-PCKT. EstDelay is the estimated delay to a neighbor which will be discussed in

part 3.4.

3.2 Routing Algorithm

First, we introduce some symbols and definitions in Table 1. RTEA routes a packet in node

i based on the current NS(i) with the following steps:

Step 1 If the packet deadline is zero, node i drops the packet. Otherwise step 2 is

conducted.

Step 2 The neighbors with MaxSpeed larger than zero that are closer to the sink, are

added to the Candidate Set (CS). Formally,

CSðiÞ ¼ fjjj 2 NSðiÞ;Disðj; dÞ\Disði; dÞ;MaxSpeedj [ 0g ð1Þ

Step 3 If CS(i) has no member, node i drops the packet and broadcasts a MAX-SPEED-

PCKT with zero value to inform upstream nodes which are closer to the source.

Otherwise step 4 is conducted.

Step 4 For every node inside the CS(i) such as j, node i calculates TwoHopSpeed which

is the progress speed toward the sink that can be provided in next two hops, i.e.,

TwoHopSpeedij ¼
OneHopeSpeedij þMaxSpeedj

2
ð2Þ

OneHopSpeedj
i indicates the forwarding speed that node i can send a packet to

node j and it is calculated by:

OneHopSpeedij ¼
Disði; dÞ � Disðj; dÞ
OneHopDelayij

ð3Þ

where OneHopDelayj
i is estimated delay between nodes i and j and it will be

discussed in part 3.4.

Table 1 Symbols and Definitions

s Source

d Sink

Deadline The packet deadline which is updated in every hop

MaxSpeedi The maximum speed that node i can send packets to the next forwarding node

SetSpeed Desired delivery speed

TwoHopSpeedj
i The progress speed toward the sink that can be provided by two-hop forwarding nodes

i and j

Dis(i,j) Distance between node i and node j

NS(i) The neighbor set of node i which involves the nodes that are inside the range of node i

Ej
0 Initial energy of node j

Ej Remaining energy of node j

OneHopDelayj
i The estimated delay between node i and node j
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Step 5 SetSpeed is calculated by (4) that indicates the desired delivery speed for the

packet.

SetSpeed ¼ Disði; dÞ
Deadline

ð4Þ

Step 6 The nodes in CS(i) that have TwoHopSpeed larger than SetSpeed are added in

the Final Candidate Set (FCS). Formally,

FCSðiÞ ¼ fjjj 2 CSðiÞ; TwoHopSpeedij [ SetSpeedg ð5Þ

Step 7 If FCS(i) has no member, Drop Control unit is called. Otherwise step 8 is

conducted. Drop Control unit will be discussed in part 3.6.

Step 8 Forwarding metric is calculated for all the members of FCS. The neighbor with

the maximum value is selected as the best candidate.

3.3 Forwarding Metric

Selecting a neighbor as the next forwarding candidate is the most important part of each

routing protocol. Some routing protocols create the forwarding candidate set based on the

relay speed and remaining energy of the neighbors, but none of them consider the distance

to the sink for selecting the best candidate. RTEA selects the next forwarding node

according to the relay speed, distance to the sink and remaining energy of the neighbors.

As shown in (1) and (5), all the final candidates are closer to the sink and have Two-

HopSpeed larger than SetSpeed. The neighbors with shorter distance to the sink can deliver

packets to the sink with less hop counts, and they can reduce end-to-end delay of the

packets. For better understanding, we use an example in Fig. 1. As shown in this figure,

Nodes B and C are one-hop neighbors of node A. They also have the same TwoHopSpeed

larger than SetSpeed. By considering only speed, these nodes have the same chance to be

chosen as the forwarding node by node A. Also, node B can choose node C as its for-

warding node since node C is inside the range of node B. By choosing nodes B and C,

packet can send over two paths that are shown with white and black arrows. The path with

white arrows has more hop counts. In other words, by selecting node B as the forwarding

node, we increase the number of times that the packet must be forwarded and consequently

end-to-end delay is increased. So, node C is better candidate than node B as it has less

distance to the sink.

RTEA selects the next forwarding node by the following joint metric that considers end-

to-end delay and energy balancing:

DEi
j ¼ W � DelayMetricij þ ð1 �WÞ � EnergyMetricij ð6Þ

where W 2 [0,1] is the weighting factor that indicates the importance of each metric in the

joint forwarding metric. DelayMetric indicates the impact of selecting a neighbor as the

next forwarding node on end-to-end delay of packets. This delay can be decreased by

selecting nodes in each hop that can forward a packet to next hops with higher forwarding

speed. Also, as mentioned before, the number of forwarding hops can be decreased by

selecting neighbors as the next forwarding nodes that have shorter distance to sink.
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This leads to shorter end-to-end delay since packets spend some time in each node in the

path for waiting in the queue, performing routing operations and successful forwarding to

the next hop. So, DelayMetric can be defined as a joint metric that considers both Two-

HopSpeed and distance to sink of each neighbor. This metric is defined as:

DelayMetricij ¼ k�
TwoHopSpeedijP

k2FCSðiÞ TwoHopSpeed
i
k

þ 1 � kð Þ � Disði; dÞ � Disðj; dÞ
P

k2FCSðiÞ ðDisði; dÞ � Disðk; dÞÞ

ð7Þ

where k 2 [0,1] is the weighting factor for incorporating the distance to the sink in

DelayMetric. It can be determined experimentally as a fixed coefficient. EnergyMetric is

used for distributing traffic to the nodes that have higher energy level. So, larger Ener-

gyMetric leads to better energy balancing. This metric is calculated by (7).

EnergyMetricij ¼
Ej=E

0
jP

k2FCSðiÞ ðEk=E
0
kÞ

ð8Þ

By considering a fixed value for W in (6), all the nodes treat the packets at the same

manner. However, the importance of each metric must be changed based on the properties

of each packet such as deadline and the distance to the sink. Energy balancing is more

important for the nodes that are closer to the sink [31]. These nodes have higher load and

consume more energy than the others. So, they died quickly which causes the network to

be disconnected. In addition, by reducing deadlines of packets in each hop, their chance for

on-time delivery is decreased and they must be sent with a higher speed.

W must be defined as a joint metric to consider both remaining time to packet’s deadline

and average distance of neighbors to the sink. We assign a priority between zero and one

for each one of these criteria which are shown by a and b.
a indicates the importance of end-to-end delay by considering the elapsed time of

packets. It is calculated by (9).

Fig. 1 Effective fowarding
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a ¼ InitialDeadline� Deadline

InitialDeadline
ð9Þ

InitialDeadline is the deadline of the packet which stamped on it in the source. Also, b
indicates the importance of energy balancing and is defined by (10) where n is the number

of final candidates in FCS(i).

b ¼
P

j2FCSðiÞ Disði; jÞ
n� Disði; dÞ ð10Þ

W must be determined based on the comparison of a and b and it must satisfy three

requirements as follows:

1. The value of W belong to [0,1].

2. W = 0.5 if a = b.

3. w[ 0.5 if a[b and vice versa.

Based on the aforementioned requirements, W can be defined as:

W ¼ a
aþ b

ð11Þ

by considering W as a dynamic coefficient, we can achieve better energy balancing and we

can prioritize packets based on their deadlines.

3.4 Delay Estimation and Updating Packet Deadline

TwoHopSpeed in (2) is calculated based on the estimated delay between neighbors. So,

accuracy of delay estimation has a significant impact on the performance of RTEA. In

addition to transmission delay, RTEA considers the time that a packet spends in each node.

By increasing the load of each node, this time is increased and congested nodes have lower

chance to be selected as the forwarding node. RTEA uses a QoS aware MAC layer which

estimates delay of a packet from node i to its one-hop neighbor j by:

OneHopDelayij ¼ LinkDelayij þ NodeDelayj ð12Þ

LinkDelay is the time required for transmitting a packet between two neighbors which

includes transmission time and propagation delay. Transmission time is calculated by

dividing the packet size on the data rate. Before sending a packet, node i calculates this

time and stamps it on the packet. NodeDelayj is the time that a data packet spends in node j

for waiting in the queue and routing operations. In other words, NodeDelayj is the interval

between the times that the MAC layer receives a packet from the channel and the network

layer. During this time, packet moves among MAC and network layers and RTEA

determines the next forwarding node. Each node in the network has a NodeDelay and

updates it every time that sends a packet. MAC layer uses a table for updating NodeDelay

which is called delay table and it has has three columns, PacketID, ReceivedTime, and

SentTime. When the MAC layer receives a packet, first adds a new entry in the delay

table and inserts PacketID and ReceivedTime. Then it sends the packet to the network

layer. After a forwarding node is determined, packet is sent to the MAC layer which

searches PacketID in the delay table and calculates NodeDelaynew by subtracting Re-

ceivedTime from the current time. For updating NodeDelay, we employ Exponential

Weighted Moving Average (EWMA) [32] as follows:
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NodeDelay ¼ /� NodeDelaynew þ ð1 � /Þ � NodeDelay ð13Þ

Li et al. [3] shows that / = 0.5 is the appropriate value. Every Node in IWSN, when

receives a packet adds LinkDelay to NodeDelay and sends it with ACK to the receiver.

RTEA updates packet deadline by estimating the times that a packet spends in the node

and the channel in each hop. When MAC layer wants to send a packet for the first time, it

uses the delay table and updates the packet deadline by:

NewDeadline ¼ Deadline� CurrentTime� ReceivedTimeð Þ
� TransmissionTimeþ PropagationDelayð Þ

ð14Þ

Packets must be retransmitted due to collision. Automatic Repeat-Request (ARQ) is

adopted for retransmitting packets up to 7 times. MAC layer updates packet deadlines for

every retransmission by:

NewDeadline ¼ Deadline� ðCurrentTime� SentTimeÞ ð15Þ

where SentTime shows the last time when the packet was sent.

3.5 Updating Maximum Speed

In RTEA, each node keeps Max_Speed and Max_Speed_NodeID as two properties in the

network layer. These parameters are updated only when a node receives an ACK.

Max_Speed_NodeID is the ID of a one-hop neighbor closer to the sink that the node can

send a packet to it with Max_Speed. By receiving an ACK, RTEA updates the EstDelay

and calculates OneHopSpeed related to the sender of ACK by (3). Max_Speed and

Max_Speed_NodeID are updated in two cases:

1. Calculated OneHopSpeed is larger than (1 ? e) 9 Max_Speed. In this case,

Max_Speed is updated with calculated OneHopSpeed.

2. Calculated OneHopSpeed is smaller than (1 - e) 9 Max_Speed and belongs to the

neighbor that has Max_Speed_NodeID. In this case, OneHopSpeed is calculated for all

the neighbors and Max_Speed is updated if the maximum OneHopSpeed is not

between (1 - e) 9 Max_Speed and (1 ? e) 9 Max_Speed.

e is a threshold for updating Max_Speed. It has a small value lower than one which can

be determined experimentally. As mentioned in part 3.1, after updating Max_Speed, a

MAX-SPEED-PCKT is created and issued to inform upstream nodes.

3.6 Drop Control Unit

When no node in the candidate set can provide TwoHopSpeed larger than SetSpeed, drop

control is conducted which decides whether or not to drop the packet. First, the neighbor

with maximum TwoHopSpeed is chosen as the best candidate and forwarding probability w
is estimated by:

w ¼ TwoHopSpeed

SetSpeed
ð16Þ

If a randomly generated number is lower than w, the packet will be forwarded to the best

candidate. Otherwise, packet is dropped to reduce the congestion.

RTEA: Real-Time and Energy Aware Routing for Industrial… 4609

123



3.7 Congestion and Void Avoidance

RTEA avoids the voids by broadcasting MAX-SPEED-PCKT with zero value. As shown

in (1), RTEA selects only the neighbors as the next forwarding nodes that are closer to the

sink and have MaxSpeed larger than zero. Nodes broadcast a MAX-SPEED-PCKT with

zero value to inform upstream nodes of a void when they do not have any neighbors closer

to the sink. So, they are not considered in routing operation.

We use an example in Figs. 2 and 3 for better understanding. Node 1 has 4 on-hop

neighbors. Among the neighbors, only nodes 4 and 5 are closer to the sink and they can be

selected as the next forwarding node if they have MaxSpeed[ 0. Node 4 is placed in the

void because it does not have any one-hop neighbors closer to the sink. In Fig. 2, node1 is

not aware of the void and it selects node 4 as the next forwarding node since it has

MaxSpeed[ 0 as shown in the node1’s neighbor table. Node 4 receives the packet, drop it,

and broadcast a MAX_SPEED_PCKT with zero value to inform its neighbors of the void.

In Fig. 3, node 1 receives MAX_SPEED_PCKT, update MaxSpeed of node 4 to zero in

its neighbor table, and selects another neighbor as the next forwarding node. In this case,

node 4 is not considered in the routing operations as it has MaxSpeed = 0 and its neighbors

(nodes 1 and 3) can avoid the void. RTEA deals with the congestion as the same way.

Nodes broadcast MAX-SPEED-PCKT when update their Max_Speed. So, every node in

network is aware of situation of its neighbors and a congested node has less chance to be

selected as the next forwarding node.

4 Performance Evaluation

We simulate RTEA on NS-2.34 simulator [33] and we compare its performance with

THVR [3] and THVRG [19]. Simulation parameters are described in Table 2. We use

IEEE 802.11 with 200 kb/s data rate as [2, 13, 20, 21]. The following criteria are evaluated

in our simulation:

• Deadline Delivery Success Ratio (DDSR).

• End-to-end delay.

Fig. 2 Void avoidance scheme-case 1
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• Number of control packets.

• Number of hops.

• Energy consumption.

• Node Failure.

For evaluating performance with different network load, we increase the number of

sources from 4 to 20. In addition, we consider two deadline requirements of 0.25 and 0.5 s

as short and long deadlines. The value of k in (7) is set at 0.5. For updating Max_Speed, e is

set at 0.05. In THVR, we set desired speed of 360 and 720 m/s for long and short

deadlines. Sources are selected randomly in the left side of the terrain while the sink is

located at (195, 190 m). Each source generates one CBR flow with the rate of 1 packet/s.

All the experiments are repeated for 30 times with different sources and different random

topologies. The average value is considered as the result of the simulation with 95%

confidence interval.

We use an energy model to compare energy consumption of routing protocols. In this

model, energy consumption of a node is expressed as the sum of consumed energy for

packet transmitting (Etx) and packet reception (Erx). Thus, the total energy consumed is

given by:

Fig. 3 Void avoidance scheme-case 2

Table 2 Simulation Parameters
Routing RTEA, THVRG, THVR

MAC layer 802.11

Propagation model TWO-RAY GROUND

Data rate 200 kb/s

Payload size 32 byte

Terrain (200, 200 m)

Number of nodes 100

Node placement Uniform

Radio range 40 m

Simulation time 100 s
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E ¼ Etx þErx

¼ V � ðf � Itx � Ttx þf � Irx �TrxÞ
ð17Þ

where V is the voltage supply and f is the packet size. Itx and Irx shows the current required

during transmission, and reception. Also, Ttx and Trx indicates the corresponding activity

durations. The considered values of these parameters for 1 byte are shown in Table 3.

4.1 Deadline Delivery Success Ratio

Figure 4 shows the ratio of the packets that are delivered to the sink before their deadline.

Letter D in the diagram’s name, indicates the deadline in the experiment. As shown in this

figure, RTEA outperforms THVR and THVRG because it updates desired speed of packets

in each hop and selects the next forwarding node based on the distance to the sink besides

the speed that can be provided in next two hops. When deadline is large, THVRG has

better performance than THVR since it has lower control overhead and uses a dynamic

weighting factor for incorporating energy level in the forwarding metric. By increasing the

number of sources, the difference between routing protocols is increased. THVR sends

control packets more than other routing protocols in the face of congestion that makes

more congestion. In THVRG, forwarding candidate set has less members than THVR and

RTEA, since it selects only the neighbors that have less hop counts to the sink. So,

congestion occurs in less time due to high traffic load on the forwarding candidate

neighbors. RTEA reduces congestion by dropping packets with zero deadlines and by

calculating progress speed based on the time that packets spend in each node.

When deadline is short, THVR has better performance than THVRG as packets spend

less time in the queue. The results show that all the protocols do not have good perfor-

mance in face of severe congestion when deadline is short. Future works are needed to

reduce the congestion and improve DDSR in hard real-time applications. Figure 5 Shows

DDSR for 18 source nodes when deadline of packets is increased. As shown in this figure,

RTEA outperform THVR and THVRG for all packets’ deadline. Although, difference

between protocols is reduced by increasing deadline. This shows that RTEA is a suit-

able routing candidate for applications that have strict timeliness requirements.

4.2 End-to-End Delay

The results for end-to-end delay are shown in Fig. 6. The end-to-end delay of a packet is

defined as the time it takes to forward across the network from source to the sink. For the

long deadline, RTEA has the shortest end-to-end delay since it prioritizes packets based on

their deadline. While THVR and THVRG use the same desired speed for all the packets

that have the same source. THVRG has the shortest end-to-end delay when deadline is long

due to optimize the number of relaying hops. Also, it drops many packets in order to reduce

congestion and it has low DDSR as shown in Fig. 4. THVR has the largest end-to-end

Table 3 Energy Model
Parameters

Transmission Reception

Current (mA) 154 85

Activity duration (ms) 0.04 0.04

Voltage (V) 3.3
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Fig. 4 Deadline delivery success ratio versus number of sources

Fig. 5 Deadline delivery success ratio versus packets’ deadline
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delay because of using too many control packets that increases collisions. Moreover,

computation complexity in THVR is greater than RTEA and THVRG, which makes the

packets spend more time for routing operations.

4.3 Number of Control Packets

The energy consumption of nodes is directly related to the number of control packets

that they broadcast in the network. Also, collisions in the network are increased by

sending more control packets. Figure 7 shows the number of control packets that nodes

send them in the network. In all protocols, nodes use periodical beacons in order to

inform their neighbors of their remaining energy. Moreover, they send different on-

demand beacons. THVR has the highest control packet overhead because it uses two

rounds of hello messages for exchanging geographical information between two-hop

neighbors. Also, In THVR, every time that a node receives an ACK, It updates its

neighbor table and sends a packet to inform upstream nodes of the new delay. RTEA has

control packet overhead less than THVRG because it sends MAX-SPEED-PCKT only

when Max_Speed of a node is changed or to inform other nodes of a void. While in

THVRG, a node sends a feedback packet containing the forwarding link delay to its

neighbors when its optimal forwarding link delay is changed. The optimal forwarder is

determined by calculating a joint metric for all the neighbors. THVRG calculates this

metric based on the packet’s residual time to meet the deadline and the number of hops

from the source of the packet to the sink. So, the optimal forwarder can be different for

each data packet. Also, in the setup phase, each node forwards packets that contain the

smallest number of hops to the sink.

Fig. 6 End-to-end delay versus number of sources

4614 O. Tavallaie et al.

123



4.4 Number of Hops

Figure 8 shows the average forwarding hop counts that data packets are forwarded between

the source and the sink. In addition to control overhead, forwarding hop counts is directly

related to the energy consumption. THVR outperforms RTEA due to use two hop

neighborhood information that contains the link delay and the geographical location of

two-hop neighbors. However RTEA and THVR deliver data packets to the sink with only

two and one hop more than THVRG in our simulation scenario with 100 nodes.

4.5 Energy Consumption

The average used energy of nodes is plotted in Fig. 9. The increase in energy consumption

is resulted by the increased control packets, data packets, forwarding hop counts and

retransmissions for data packets due to collision and channel busy probability. When

deadline is large, RTEA has the least energy consumption because it has the low control

packet overhead as shown in Fig. 7. THVR used energy more than other routing protocols

since it sends too many control packets that leads to network congestion. In the experi-

ments with short deadline, THVRG shows better results than the other routing protocols.

The reason is that THVRG delivers data packets to the sink with the least forwarding hop

counts. Also, it has low DDSR as shown in Fig. 4 and drops too many data packets for

missing the deadline. For comparing energy efficiency of protocols, the energy used per

successfully delivered packet is shown in Fig. 10. RTEA outperforms THVR and THVRG

since it has the highest DDSR as indicated in Fig. 4. RTEA used energy more than

THVRG only when deadline is short and THVRG has low DDSR.

Fig. 7 Number of control packets versus number of sources
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Fig. 8 Number of forwarding hop counts versus number of sources

Fig. 9 Average energy used versus number of sources
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Fig. 10 Energy consumed per successfully transmitted packet versus number of sources

Fig. 11 DDSR versus number of fail nodes
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4.6 Node Failure

Figure 11 shows the performance of protocols in the face of node failure. 0.5 is considered

as the packets’ deadline and 3–10 nodes are failed for 40 s in experiments. As shown in

this figure, RTEA has better performance since it avoids the voids by broadcasting MAX-

SPEED-PCKTs with zero value. Moreover, in RTEA, each node broadcasts MAX-SPEED-

PCKTs only when its Max_Speed is changed which makes number of control packets

reduced. THVR has the lowest performance as it sends too many control packets in the

face of congestion.

5 Conclusion

In this paper, a real-time routing protocol is proposed for IWSN, called RTEA. It maps

packet deadline to the velocity and uses two-hop neighborhood information with low

control overhead. It makes routing decisions based on the velocity, the distance to the sink

and the remaining energy of neighbors. Deadlines of packets are updated in each hop

without using globally synchronized clocks. When no node can provide the desired

velocity, RTEA employs drop control unit and drops the packet with the probability which

is proper to maximum speed that one-hop neighbors can send data packets to the sink.

Simulation results show that RTEA improves performance in terms of delivery ratio and

energy consumption.
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