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Abstract In underwater wireless sensor networks (UWSNs), not only data packets but also

sensor nodes can be lost due to ocean current, running out of battery and etc. Among

various routing protocols, Routing Protocol for Low Power and Lossy Networks (RPL) is a

promising routing protocol to overcome this problem since it provides multiple upward

path establishments and path repair methods. However, unlike upward paths, downward

routing in RPL have low reliability since it source routing technique for reducing routing

table size. In order to increase the reliability of downward paths, RPL standard defines two

operational modes (Mode Of oPeration, MOP) for intermediate nodes, i.e., storing mode

and non-storing mode. A node which operates in storing mode can increase the reliability,

however it cannot be operated in storing mode for the all instances due to the limited

memory. In this paper, we therefore propose a hop interval based MOP decision method

for intermediate nodes. In our proposed method, the sink calculates the hop interval

between storing nodes based on the number of application and each intermediate nodes

decide their MOP according to the calculated hop interval. In addition, we propose a QoS-

based initial storing node decision scheme to reflect differences between swallow and deep

water.
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1 Introduction

Recently, researchers have paid much attention to underwater wireless sensor networks

(UWSNs) to support a variety of applications such as pollution detection, tactical

surveillance and so on. Different from terrestrial sensor networks, UWSNs have distinctive

characteristics such as high propagation delay, limited bandwidth and high error rate since

acoustic signals are used for underwater communications, rather than radio signals. Hence,

new communication protocols should be developed to take into account these

characteristics [1, 2].

Particularly, in network layer, many routing protocols have been proposed to enable a

packet from sensor nodes to reach the sink. Among them, the flooding-based routing

protocols which can transmit data packets from sensor node to the sink along multiple

paths are known as appropriate routing protocols for UWSNs [3, 4]. In most of flooding-

based routing protocols, a sensor node which has a data packet sets a flooding area based

on geographical information and broadcasts the data packet. Neighbor nodes located in the

flooding area will participate in next forwarding to deliver the data packet towards the sink.

These routing protocols also increase the packet delivery ratio by allowing multiple copies

of a packet to reach the sink along different paths. However, these routing protocols still

suffer from various problems such as void problem. In addition, the flooding based routing

protocols require GPS location information of the destination node. Different from the

sink, underwater sensor nodes have mobility due to ocean current and the sink cannot know

the current location of the destination sensor node. Therefore, flooding-based routing

protocols cannot support downward packet transmission efficiently in UWSNs.

Nowadays, various underwater applications which generate downward traffics for

supporting software update, actuator control and etc are newly developed [5]. Moreover,

multiple underwater applications such as pollution detection application and co-operative

pollution elimination application have operated in same node. The co-operation of multiple

applications is a current trend in sensor networks because maintenance of the sensor nodes

is costly [6]. In this case, routing protocols should reflect the different requirements of the

applications and provide downward path [7]. Among various routing protocols, RPL

(Routing Protocol for Low Power and Lossy Network) which is standardized from Internet

Engineering Task Force (IETF) can be a promising routing protocol for current UWSNs

since it provides not only downward paths but also multiple instance management meth-

ods [8]. However, different from upward routing which establishes multiple upward paths,

downward routing has low reliability since the downward routing uses source routing

technique for reducing routing table size.

To increase reliability of the downward paths, RPL standard defines Mode Of oPeration

(MOP) which consist of non-storing mode and storing mode for intermediate nodes (the

detailed operations of RPL will be described in the next section) [9]. A node which works

in storing mode provide partial source routing and local repair procedures. Since these

procedures can be operated based on downward routing table, a storing node spend its

memory space. In contrast to the storing mode, non-storing mode only support packet relay

operation without any memory consumption.

Therefore, as the number of storing node increases, throughput and reliability of

downward paths are also increased. However, when multiple applications are operated,

each sensor nodes cannot be operated as storing node in the all instances due to limited

memory capacities. In other words, if an intermediate node belongs to N instances and its

limited memory spaces are enough to be storing node only in K instances, the node might
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be operated as storing node and non-storing node in K instances and (N–K) instances,

respectively. However, current RPL standard does not define any method to decide MOP of

the intermediate node for each instances. Hence, we proposed a hop interval based MOP

decision method for terrestrial IoT networks in our previous work [10]. To the best of our

knowledge, our MOP decision method is the first MOP decision method for RPL.

In this paper, we extend our previous work to reflect the characteristics of underwater

environment. In our proposed method, the sink calculates a hop interval value between

storing nodes based on the number of application in UWSNs. When an intermediate node

receives routing message, it checks it’s hop distance to find the closest storing node among

its ancestor nodes. If the closest storing node is located closer than the calculated hop

interval, the intermediate node operates as non-storing node to save its memory space.

Otherwise, if the closest storing node is located further than the calculated hop interval, the

intermediate node becomes a storing node in this instance. Moreover, our propose

scheme selects a location of the first storing node over a downward path to reflect dif-

ferences between swallow and deep water.

The rest of the paper is organized as follows. In Sect. 2, routing procedure of RPL

standard is described. In Sect. 3, we explain our proposed MOP decision method. In

Sect. 4, we evaluate the performance of the proposed method. Section 5 concludes the

paper.

2 Related Work

2.1 Upward Routing in RPL Standard

In RPL standard, the sink establishes a DODAG (Destination Oriented Directed Acyclic

Graph) for not only upward paths but also downward paths. To establish the DODAG, the

sink floods DODAG Information Object (DIO) message in the entire network periodically.

When an intermediate node receives multiple DIO messages which are transmitted along

different paths, it stores all DIO transmitter in its upward routing table as feasible suc-

cessors. After then, if the node has data packets towards the sink, it selects a preferred

parent node which includes the lowest routing metric among the feasible successors and

transmit the packets to selected preferred node.

During this packet transmission phase, if the preferred node is lost, the intermediate

node selects a new preferred node according to the routing metric and transmits the packets

to the new preferred node, immediately.

2.2 Downward Routing in RPL Standard

Different from the upward routing described in Sect. 2.1, downward routing is defined as

an optional operation in RPL standard. In order to provide downward routing, RPL relies

on source routing mechanism for low power devices. An intermediate node which receives

DIO message transmits DAO (Destination Advertisement Object) towards the sink along

its upward paths. A preferred parent which receives the DAO message records its address

in the received DAO message and relays the DAO message. Based on addresses which are

recorded in the DAO message, the sink maintains downward routing table.

After then, if the sink generates a downward data packet, it finds a downward path

which has to deliver the data packet to the destination. The sink records all addresses of
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intermediate nodes from the sink to the destination in header of the packet. Based on the

recorded address information, intermediate nodes which receive the data packet determine

their next hop without downward routing table likely Fig. 1.

However, if the determined next hop node is lost, the intermediate node cannot

determine the new next hop by itself since the intermediate node does not have any routing

table. Hence, RPL standard defines a path repair method. In this path repair method, the

intermediate node which detects path loss sends a DIS (DODAG Information Solicitation)

message to the sink or its neighbors. When a sink receives the DIS message, the sink is able

to flood the new DIO message to whole network to renew both upward and downward

paths.

2.3 Mode of Operation

Even though the downward routing is able to support downward traffic without additional

routing table, it suffers from various problem due to characteristics of source routing

mechanism. In particular, increased header size and high overhead for path repair are

known as the most important problem of source routing technique.

In order to overcome these problems, RPL standard defines MOP (Mode Of oPeration)

which consist of storing mode and non-storing mode for intermediate node. If an

Fig. 1 Downward routing in RPL standard
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intermediate node determines its MOP as non-storing mode, the operations of intermediate

node which were described in Sect. 2.2 is performed. Otherwise, if an intermediate node

determines its MOP as storing mode, it maintains downward routing table. Based on the

routing table, the storing mode supports partial source routing. In addition, if a storing node

receives DIS message from its children, it is able to flood DIO message likely to the sink.

The path repair method is denoted by local repair.

Figure 2 shows an example of the storing mode. In this example, node B and C operate

as storing mode. When node C receives DAO message from node E, it stores the downward

paths towards both of node E and F. Similarly, node B maintains downward paths for node

D and G. When the sink transmits a data packet to node G, the data packet includes only

addresses of node B and G. If the storing node B receives the packet, it updates the packet

header (from BG to DG) based its routing table and transmits to node D. Moreover, when a

non-storing node D detects path loss and sends DIS message, the storing node B floods

DIO message to update downward path between the storing node B and the destination.

DATA : BG

A B

C D

E F

DAO : ACF

DATA : DGDes�na�on Path

E C

F EF

G

DIS message

Des�na�on Path Des�na�on Path

A A E ACE

B B F ACF

C AC G BG

D BD

Des�na�on Path

D D

G DG

:  Storing node
: Non-storing node

Fig. 2 Operation of storing mode
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3 Proposed Scheme

3.1 Overview

As mentioned above, we propose a Hop-Interval based Mode Of oPeration Decision (HI-

MOPD) method which assigns mode of operation for intermediate nodes. When a route

establishment phase is started, the sink calculates an Optimal Hop Interval between Storing

Nodes (OHIS) value which means ’’how many non-storing nodes should operate between

storing nodes for each instances’’ based on number of instances.

After calculating the OHIS value, the sink floods a DIO message which includes the

calculated OHIS value to establish upward and downward paths. When an intermediate

node receives the DIO message, it measures the hop interval from itself to the closest

storing node among its ancestor node.

If the measured hop interval is lower than OHIS value which is included in the received

DIO message, the node decides its MOP as non-storing mode. Otherwise, if the measured

hop interval is bigger than the OHIS value, the node operates as storing mode to provide

partial source routing and local repair between itself and next storing node.

3.2 Assumptions

Our HI-MOPD is designed on following assumptions.

1. Every underwater sensor nodes have same specification such as memory spaces.

2. The sink knows sensor node’s memory specification information. Assumptions 1 and 2

are reasonable because the sink and all sensor nodes might be made at the same

company for supporting co-operative applications.

3. The sink knows how many instances will be operated. Because the number of

instances and the number of applications which are installed at the sink are same,

therefore it is easy for sink to find out the number of instances.

4. The QoS information of each applications are given when the applications are

installed.

5. Since All underwater sensor nodes are deployed randomly. If the sensor nodes are

deployed according to node deployment method, operation mode could be determined

based on the deployment method.

3.3 OHIS Calculation

In order to calculate OHIS value which represent hop interval between storing nodes, the

sink checks the number of instances in the UWSNs (denoted by NoI) and the number of

instances which sensor node can operate as storing mode (denoted by NoIS). Because all

UWSNs applications should be installed in the sink, the sink can check the number of

instances in the UWSNs without additional overhead. When the sink floods DIO message

to establish DODAG, the sink calculates the OHIS value according to following equation.

OHIS ¼ b NoIS=NoIc ð1Þ

Figure 3 introduces an example to verify the Eq. 1. In this example, NoI and NoIS are set

to 3 and 1, respectively.
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In this example (Fig. 3a), a node A receives DIO messages of instance 1 from the sink.

Since the node A has enough memory spaces to work in storing mode, it becomes storing

node likely Fig. 3b for instance 1. After this procedure, the node A receives new DIO

messages of instance 2 and 3. Because the node A already spent its memory spaces for

instance 1, it should operate as non-storing mode for instance 2 and 3.

Next, the node A broadcasts the DIO messages (for instances 1, 2 and 3) and a node B

receives these 3 DIO messages. If the node B operates as storing node for instance 1,

partial source and local repair will be provided in instance 1 only when instance 2 and 3 do

not include any storing nodes. Otherwise, if the node B operates in non-storing mode for

instance 1, it can operate as storing mode for instance 2 (likely Fig. 3c). In this situation,

partial source and local repair can be performed in not only instance 1 but also instance 2.

Due to the same reason, the node C should operate in storing mode for instance 3 rather

than instance 1 or 2 as shown in Fig. 4. Therefore, the optimal hop interval between storing

nodes is calculated as 3 in this example.

3.4 Operation for MOP Decision

After calculating OHIS value, the sink broadcasts DIO messages to establish upward paths

for each instances. In these DIO messages, two additional fields namely OHIS field and

Hop Count after Storing node (HCS) field are included. The sink records the calculated

OHIS value and OHIS þ 1 into the OHIS field and HCS field, respectively. The HCS field

records the number of non-storing nodes which are operated after the last storing node.

When an intermediate node receives a DIO message from its parent node, it checks

whether its available memory space is enough to operate as storing node or not. If the

intermediate node does not have enough memory capacity to work as storing node, it

becomes non-storing node for this instance. The intermediate node increases HCS value by

A

B

C

(a)

Instance 1

A

B

C

(b)

A

B

C

A

B

C

(c)
Instance 1 Instance 2

� NoI = 3, NoIS = 1
:  Storing node

: Non-storing node

Fig. 3 Example of MOP decision
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1 and broadcasts the updated DIO message. Otherwise, if the intermediate node has enough

memory capacity to operate in storing mode, it compares two values which are recorded

HCS and OHIS field, respectively.

If the OHIS value is lower than HCS, at least one ancestor node works as storing mode

within OHIS hops. Hence, the intermediate node works as non-storing mode to save its

memory space. After this procedure, the intermediate node increases HCS field by 1 and

broadcasts the DIO message to its children. Otherwise, if the OHIS value is bigger or equal

to HCS, it means that the all ancestor nodes operate as non-storing mode within the

counted number of hops for HCS. Hence, the intermediate node operates in storing mode to

reduce the header size of downward packet and provide local repair for this instance. After

then, the intermediate node resets HCS field to 1 and broadcasts the DIO message. Fol-

lowing algorithm represents the proposed operation for MOP decision.

Algorithm 1 Hop Interval based MOP Decision Method
(1) A new DIO message is received;
(2) OHIS and HCS value is a recorded in the DIO message;
(3) Node can check its memory capacity(MEM CAP);
if (MEM CAP < Required Memory For StoringMode) then

Operates as Non-storing Mode;
else

if (HCS < OHIS) then
Operates as Non-storing Mode;
HCS ← HCS + 1;
Broadcast DIO Message;

end if
if (HCS >= OHIS) then

Operates as Storing Mode;
HCS ← 1
Broadcast DIO Message;

end if
end if

A

B

C

A

B

C

A

B

C

Instance 1 Instance 2 Instance 3

Fig. 4 Optimal MOP decision
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Figures 5, 6 and 7 introduce examples of proposed MOP decision scheme. In this

example, the sink calculates OHIS value as 3 because NoI and NoIS are 3 and 1,

respectively.

When underwater sensor nodes are deployed likely Fig. 5, node A and B receive DIO

messages for instance 1 from the sink. Since these nodes have memory space and HCS

value in the received DIO messages are bigger than OHIS. Hence, node A and B operate in

storing mode for this instance and update DIO message. When the node C, D and F receive

the DIO message from node A and B, they operate as non-storing mode since the HCS

value in the updated DIO messages is 1. For the same reason, Node H, I, J and K also

operate as non-storing mode for the instance 1 because they receive DIO message which

include 2 HCS value. Different from these nodes, node L, M, N and O receive DIO

messages which include 3 HCS value from their parent nodes. Since the HCS value is

equal to OHIS, node L, M, N and O operate in storing mode for the instance 1 likely Fig. 6.

Figure 7 shows the result of proposed MOP decision scheme in instance 2. Since each

instances use different routing metric, the downward paths of instance 2 can be different

from the downward paths of instance 1. In the instance 2, node A and B operate as non-

Fig. 5 Example of UWSNs
topology

A B

C

F

ED

G H

KJ

I

PO Q

L

R

M

HCS : 1

HCS : 4 HCS : 4

HCS : 1 HCS : 1

HCS : 2 HCS : 2 HCS : 2 HCS : 2

HCS : 3
HCS : 3 HCS : 3 HCS : 3

HCS : 1 HCS : 1 HCS : 1
HCS : 1

� NoI = 3, NoIS = 1
:  Storing node

: Non-storing node

Fig. 6 MOP decision in
instance 1
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storing node because they already spent their memory spaces for instance 1. Node C, D and

F become storing node because they receive DIO message which include 5 HCS value.

After then, each intermediate nodes decide their MOP as mentioned in proposed scheme.

During this procedure, node K receives a DIO message from node H which include 3 HCS

value. In this situation, node K operates as non-storing mode for instance 2 since it spent its

memory space for instance 1. On behalf of node K, node P which is a child node of node K

could be operated as storing mode to provide partial source routing and local repair for

instance 2.

3.5 Operation for Initial Storing Node Allocation

As mentioned above, our proposed scheme allows each intermediate nodes to decide their

MOP for providing partial source routing and local repair. If our proposed scheme operates

correctly, each instances will have same number of storing nodes and same hop interval

between the storing nodes. However, the location of first storing node would be different

among these instances. As the first storing node is located closer to the sink, the throughput

of downward path could be increased since intermediate nodes from the sink to the first

storing node operate as non-storing node.

Of course, the increment of throughput might be infinitesimal in the terrestrial sensor

networks. However, in the underwater environment, the throughput increase due to the

characteristics of swallow water. In swallow water, lots of local repair operations are

performed because winds, fishes, ships and ocean current disturb more acoustic signal

propagation and navigation system of nodes compared to deep water [11]. If an instance

does not have any storing node in swallow water, the throughput of the instance can be

decreased. Therefore, if an instance has high QoS requirement for downward traffics, it has

to include at least one of the storing node in swallow water.

Therefore, our proposed MOP decision method includes one optional operation to

determine the location of the first storing node in each instance based on QoS requirement

of application. In this operation, the sink classifies the applications into QoS level from 0 to

OHIS. As an application generates downward traffic frequently and the QoS requirement

C

F

ED

G H

KJ

I

PO Q

L

R

M

HCS : 4

HCS : 5 HCS : 5

HCS : 1 HCS : 1 HCS : 1

A B

HCS : 3

HCS : 2HCS : 2

HCS : 3 HCS : 4

HCS : 2

HCS : 1

HCS : 2

HCS :4

HCS : 5

HCS : 3

� NoI = 3, NoIS = 1
:  Storing node

: Non-storing node

Fig. 7 MOP decision in
instance 2
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of the downward traffic is high, increased QoS level (QLevel Inst) is assigned to this

instance. Based on the QoS level, the sink modifies initial HCS value in DIO message

according to following equation.

HCS Init ¼ QLevel Inst þ 1 ð2Þ

For example, if an instance is activated and the sink sets QoS level of this instance to level

0 (minimum QoS requirement), the initial HCS value is set to 1 as shown in Fig. 8. Node A

and B which are located in swallow water operate as non-storing mode since the recorded

HCS value is less than OHIS value. After then, if a new instance which has high QoS

requirement for downward traffics is activated, the sink sets the QoS level to 3 for the

instance. In this instance, node A and B would be operated as storing mode because the

initial HCS value is bigger than OHIS value and they saved their memory capacities for the

previous instance (instance 1).

4 Performance Evaluation

4.1 Simulation Environments

We evaluated the performance of our proposed scheme (HI-MOPD) against the random-

based MOP decision method in underwater environment. For this evaluation, we used

Network Simulator 2 (NS-2) since the simulater has underwater channel and PHY models

which are designed according to real underwater environments [12]. We positioned 300

sensor nodes at random locations in the square of 2000 m � 2000 m. One sink was located

at the top center of the square. The maximum transmission distance of each node is set to

250 m and each the payload size was set to 512 bytes. Among the sensor nodes which were

located more than 5 hops away from the sink, source nodes were chosen randomly. We

also set NoIS and NoI to 2 and N, respectively. The QoS level of each instances were

chosen randomly.

A B

C

F

ED

G H

KJ

I

PO Q

L

R

M

HCS : 2

HCS : 1 HCS : 1

HCS : 2 HCS : 2

HCS : 3 HCS : 3 HCS : 3 HCS : 3

HCS : 1
HCS : 1 HCS : 1 HCS : 1

HCS : 2 HCS : 2 HCS : 2
HCS : 2

� NoI = 3, NoIS = 1
� Ini�al HCS = 1

:  Storing node
: Non-storing node

Fig. 8 Example of initial HCS
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To emulate high packet loss rate in UWSNs, link error rate were set to 12 and 3% for

swallow water (400 m depth from sea surface) and deep water, respectively. Moreover, if

hop-by-hop packet retransmissions was performed 3 times, the packet forwarder node tried

to repair the downward path according to its MOP.

4.2 Simulation Results

First, we investigated the average packet length of downward packets which were trans-

mitted in all instances (refer Fig. 9). Because the constant payload size was set, the average

packet length depends on how many addresses are stored in packet header for source

routing technique.

If the number of instance(NoI) equals to 2, the average packet size is same in both of the

proposed scheme and random-based MOP decision scheme since the all intermediate nodes

have enough memory capacity to operate as storing mode for the all instances. However,

when NoI is bigger than 2, our proposed method has lower average packet size than

random-based MOP decision scheme regardless of the NoI. In our proposed method,

intermediate nodes which operate as storing modes are deployed in every OHIS hops and

they perform partial source routing to reduce header length. On the other hand, random-

based MOP decision method has longer header length since the hop interval between

storing nodes can be longer than OHIS hops. Due to the limited bandwidth of UWSNs, the

long header length decreases the throughput of downward traffics.

We also evaluated the number of DIS message transmission in the entire network for

both of our proposed MOP decision method and random-based MOP decision method as

shown in Fig. 10. If NoI equals to 2, DIS message is not transmitted since the all inter-

mediate node perform local repair when downward path is broken. Otherwise, if NoI is

bigger than 2, proposed MOP decision method has lower number of DIS message trans-

mission since at least one storing node operates within OHIS hops.

Finally, we investigated the throughput of each instances which have different QoS

level in our proposed scheme. Because link error rate in swallow water is higher than deep

water, more local repair are performed in swallow water rather than deep water. Since the

local repair overhead spend high bandwidth, throughput is increased as many storing node

are operated in swallow water. In our proposed scheme, the sink sets increased initial HCS

value to DIO message according to QoS level of each instances. Therefore, throughput of
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instances which have high QoS requirement increases since hop distance from the the sink

to the first storing node is decreased (Fig. 11).

5 Conclusions

In this paper, we proposed a MOP decision method for memory-limited RPL nodes to

increase throughput and reduce route repair overhead in underwater wireless sensor net-

works. In our proposed method, the sink calculates an Optimal Hop Interval between

Storing Nodes (OHIS) based on number of instances and memory capacity of each nodes.

When an intermediate node receives DIO message, it checks its memory capacity and hop

distance to find the closest storing node among its ancestor nodes. If memory space of the

node is enough to operate as storing mode and any ancestor nodes are not operated as

storing node within OHIS hop, the node operates as storing node to provide partial source

routing and local repair.

We observed that our proposed method shows performance improvements in the

throughput and path repair recovery overhead decrements as compared to the random

based MOP decision method, respectively. Moreover, we observed that our first storing

node allocation operation can provide improved throughput to instances which have high

QoS requirement for downward traffic. Of course, if an instance has high level of QoS
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requirement for downward traffics, a low OHIS value should be allocated even though the

first storing node allocation operation is implemented. It is our future work.
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