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Abstract A multi-stage secret sharing scheme (MSSS) allows a dealer to share multiple

secrets among a set of participants, in such a way that any authorized subset of participants

can reconstruct the secrets stage-by-stage. In this paper, for the first time we propose an

efficient MSSS based on the non-homogeneous linear feedback shift register (NHLFSR).
According to the properties of NHLFSRs, this scheme has few public information, a new

simple distribution, and various techniques for the reconstruction phase.

Keywords Cryptography � Threshold scheme � Multi-secret sharing scheme �
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1 Introduction

A secret sharing scheme (SSS) is a protocol for the distribution of a secret P among a set of

n participantsM¼ fM1; . . .;Mng according to some access structures C � 2M such that

any authorized subset of the participants can reconstruct the secret value by putting their

shares together, but any unauthorized subset of them cannot get any information about the

secret P [1–5].

1.1 Background

Multi-secret sharing scheme (MSS) is a generalization of SSS. In a MSS, multiple secrets

are distributed among the participants during a secret sharing process. Two categories of

MSS according to the secret reconstruction have been proposed, the multi-stage secret
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sharing scheme (MSSS) and the general multi-secret sharing scheme (GMSS); and

depending on any specific situation, each category may be preferable. In a GMSS, all of the

secrets are reconstructed simultaneously in one stage [6–10], while, in a MSSS, the secrets

have different levels of importance, and any authorized subset of the participants can

recover only one secret in each stage [11–15]. In the literature, there are two different types

of MSSSs. In the first type (MSSST1), the secret reconstruction can be executed in any

order, e.g. the schemes [12–14]. In the second type (MSSST2), the secret reconstruction

must be executed in the dealer’s predefined order, e.g. [11, 15].

1.2 Motivation

Most of the earlier proposed MSSs (GMSSs and MSSSs) are simple modification of the

SSS of Shamir [4]. In fact, in either of these MSSs, the dealer employs polynomials in

order to distribute the secrets, and the authorized participants should use the Lagrange

interpolation formula to recover them. In 2008, for the first time, we employed linear

feedback shift registers (LFSRs) instead of polynomials in GMSSs [9, 16]. These GMSSs

have many advantages due to characteristics of LFSRs.

1.3 Contribution

In this paper, we employ the LFSRs in order to suggest a practical MSSST2. Compared to

the previous MSSSs, our scheme has fewer public values, and its construction is simpler.

Moreover, it allows more than one methods for the reconstruction of secrets. The security

of this scheme is based on the security of Shamir’s SSS as well as on the properties of

LFSR and two-variable one-way function. Besides, the shared secrets can be reused after

any unsuccessful recovery phase.

1.4 Organization

The reminder of this paper is organized as follows. Section 2 contains some preliminaries.

The proposed MSSST2 is presented in Sect. 3, and its security is analyzed in Sect. 4.

Finally, we give some comparative results and conclusions in Sects. 5 and 6, respectively.

2 Preliminary

In this section we will introduce some fundamental background of our scheme.

2.1 Access Structure

Definition 1 Given a set of participants M¼ fM1;M2; . . .;Mng, a monotone access

structure C on M is a set of non-empty subsets of participants which is closed under

upward-inclusion

ðA 2 C;A � B �MÞ ) B 2 C:

The sets in C are called the authorized sets, and the sets not in C are called the unau-

thorized sets.
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2.2 Multi-stage Secret Sharing Schemes

In a MSSST2 the dealer want to share k secrets P1; . . .;Pk, according to k access structures

C1; . . .;Ck, respectively (such that Ci � Ci�1, for i ¼ 2; . . .; k). The secrets are recon-

structed stage-by-stage in special order P1;P2; . . .;Pk. In the following, we will propose the

definition of a MSSST2.

Definition 2 The second type of multi-stage secret sharing scheme is a tuple of

X ¼ ðStp;Dist;RecÞ such that:

• The setup algorithm Stp takes as input the set of participantsM and k different levels

of access structures C1; . . .;Ck, such that Ci � Ciþ1, for i ¼ 1; . . .; k � 1, and outputs

some public and common parameters pms for the scheme; pms Stp
ðM; fCjg1� j� kÞ.

• The distribution algorithm Dist takes as input pms and the secret P ¼ ðP1; . . .;PkÞ to
be shared, and generate the set of secret shares fsigMi2M and possibly some pubic

output outpub; ðfsigMi2M; outpubÞ  Distðpms;PÞ.
• The reconstruction algorithm Rec takes as input pms; outpub, the index j ¼ 1, and

the shares fsigMi2Aj
of the participants in some subset Aj �M, and outputs a possible

value P01 for the first secret in the first stage:

P01 :¼ Recðpms; outpub; 1; fsigMi2Aj
Þ:

Then the algorithm takes as input pms; outpub, an index j 2 f2; . . .; kg, a possible value
P0j�1 for the ðj� 1Þ�th secret, and the shares fsigMi2Aj

of the participants in some

subset Aj �M, and outputs a possible value P0j for the j�th secret in j�th stage:

P0j :¼ Recðpms; outpub; j;P
0
j�1; fsigMi2Aj

Þ:

For correctness, we require that for any subset A 2 C1,

P1 :¼ Recðpms; outpub; 1; fsigMi2AÞ;

and for any index j 2 f2; . . .; kg and any subset A 2 Cj,

Pj ¼ Recðpms; outpub; j;Pj�1; fsigMi2AÞ:

2.3 Non-homogenous Linear Feedback Shift Register

In this section mathematical background of new scheme are given. A detailed description

of the non-homogeneous linear feedback shift register (NHLFSR) can be found in [16–18].

Definition 3 A non-homogeneous linear feedback shift register of degree t � 1 is

defined by the equations

½NHLFSR�
u0 ¼ c0; u1 ¼ c1; . . .; ut�2 ¼ ct�2;

uiþt�1 þ a1uiþt�2 þ � � � þ at�1ui ¼ f ðiÞ ði� 0Þ;

�

where c0; c1; . . .; ct�2 and a1; a2; . . .; at�1 are constants.

Thus, we have the following Corollary.

Corollary 1 Each term ui of a sequence ðuiÞ defined by NHLFSR, depends on the

previous t � 1 terms, the coefficient faigt�1i¼1, and function f(i). So, if we know the coefficient
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faigt�1i¼1, f(i) and t � 1 arbitrary successive terms um; umþ1; . . .; umþt�2 (m� 0) of the

sequence, then we can compute each forward term uj; j�mþ t � 1, by repeating the

following process:

uiþt�1 ¼ f ðiÞ �
Xt
l¼2

al�1uiþt�l i�m:

Similarly, we can compute each previous term uj, 0� j\m, by repeating the following

process:

ui ¼ a�1t�1 f ðiÞ � uiþt�1 �
Xt�1
l¼2

al�1uiþt�l

 !
i�m� 1:

Example 1 Suppose that the sequence ðuiÞ is defined by the following NHLFSR

u0 ¼ c0; u1 ¼ c1; . . .; ut�2 ¼ ct�2;Pt
j¼1

t�1
j�1

� �
ð�1Þjuiþt�j ¼ c; i� 0;

8<
:

where c is a random integer and t
j

� �
¼ t!

j!ðt�jÞ!. Suppose that we know the coefficients

t�1
j�1

� �
ð�1Þj

n ot

j¼1
and t arbitrary successive terms um; umþ1; . . .; umþt�1 of the sequence

ðuiÞ, but we don’t have c. We can determine c from the following equation:

Xt
j¼1

t � 1

j� 1

� �
ð�1Þjumþt�j ¼ c:

Then we can determine each forward term, by using the following process:

uiþt�1 ¼ �cþ
Xt
l¼2

t � 1

l� 1

� �
ð�1Þluiþt�l i[m:

Similarly, each previous term, can be easily determined by using the following process:

ui ¼ ð�1Þtcþ
Xt�1
j¼1

t � 1

j� 1

� �
ð�1Þtþjuiþt�j i\m:

For example, let

u0 ¼ 1; u1 ¼ 2;

P3
j¼1

2
j�1

� �
ð�1Þjuiþ3�j ¼ �3; i� 0:

8><
>:

Thus

uiþ2 ¼ 3� ui þ 2uiþ1; 8i� 0:
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Therefore the sequence ðuiÞi� 0 ¼ f1; 2; 6; 13; 23; 36; 52; . . .g. Suppose that we know the

coefficients and 3 arbitrary successive terms u4 ¼ 23; u5 ¼ 36; u6 ¼ 52 of the sequence

ðuiÞ, but we don’t have c ¼ �3. We can determine c from the following equation:

2u5 � u4 � u6 ¼ c:

Then we can determine each forward term, by using the following process:

uiþ2 ¼ 3� ui þ 2uiþ1; i[ 4:

Similarly, each previous term, can be easily determined by using the following process:

ui ¼ 3� uiþ2 þ 2uiþ1; i\4:

Every NHLFSR corresponds with an individual formula which gives its term explicitly.

There is no general formula. The following Lemma, proved in [18], provides an explicit

formula for calculating the terms of NHLFSR given in Example 1. Since there are various

NHLFSR, we are able to design various secret sharing schemes through a similar

algorithm.

Lemma 2 Suppose that the sequence ðuiÞ is defined by the NHLFSR given in Example 1.

Then we have

ui ¼ pðiÞ; i� 0;

where p(x) is a polynomial of degree t � 1 , i.e.,

pðxÞ ¼ B0 þ B1xþ � � � þ Bt�1x
t�1:

Lemma 2 tells us that the public term of the sequence ðuiÞ, is defined by p(x). Hence, if

we know t arbitrary terms of ðuiÞ, then we can construct the polynomial p(x), and con-

sequently, we can compute each term ui for i� 0. So, we have the following corollary.

Corollary 3 Suppose that the sequence ðuiÞ is defined by the NHLFSR given in

Example 1, and we know t arbitrary terms um1
; um2

; . . .; umt
of ðuiÞ. Then we can use one of

the following methods to compute the coefficients of p(x) and consequently any term ui for

i� 0.

1. Solve the Vandermonde system

1 m1 m2
1 � � � mt�1

1

1 m2 m2
2 � � � mt�1

2

..

. ..
. ..

.
� � � ..

.

1 mt m2
t � � � mt�1

t

2
66664

3
77775

B0

B1

..

.

Bt�1

2
66664

3
77775 ¼

um1

um2

..

.

umt

2
66664

3
77775

and compute B0;B1; . . .;Bt�1 and consequently the public term

ui ¼ pðiÞ ¼ B0 þ B1iþ � � � þ Bt�1i
t�1:

2. Consider t pairs fðmi; umi
Þgti¼1 and use Lagrange interpolation as follows:
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pðxÞ ¼
Xt
i¼1

umi

Yt
j¼1;j 6¼i

x� mj

mi � mj

¼ B0 þ B1xþ � � � þ Bt�1x
t�1:

Then compute

ui ¼ pðiÞ i� 0:

Following the previous example, suppose that we know 3 arbitrary terms u1 ¼ 2; u4 ¼
23; u6 ¼ 52 of ðuiÞ is defined by

u0 ¼ 1; u1 ¼ 2;

P3
j¼1

2
j�1

� �
ð�1Þjuiþ3�j ¼ �3; i� 0:

8><
>:

We can use one of the following methods to propose a clear formula for the terms of ðuiÞ.

1. Solve the Vandermonde system

1 1 1

1 4 16

1 6 36

2
64

3
75

B0

B1

B2

2
64

3
75 ¼

2

23

52

2
64

3
75

and compute B0 ¼ 1;B1 ¼ �12 ;B2 ¼ 3
2
and consequently the public term

ui ¼ pðiÞ ¼ 1� 1

2
iþ 3

2
i2:

2. Consider t pairs fð1; 2Þ; ð4; 23Þ; ð6; 52Þg and use Lagrange interpolation as follows:

pðxÞ ¼ 2
ðx� 4Þðx� 6Þ
ð1� 4Þð1� 6Þ þ 23

ðx� 1Þðx� 6Þ
ð4� 1Þð4� 6Þ þ 52

ðx� 1Þðx� 4Þ
ð6� 1Þð6� 4Þ ¼ 1� 1

2
xþ 3

2
x2

Thus

ui ¼ pðiÞ ¼ 1� 1

2
iþ 3

2
i2:

3 The New Scheme

In this section we propose a novel MSSST2 based on NHLFSR given in Example 1. Since

there are various NHLFSR, we are able to design various secret sharing schemes through a

similar algorithm. For simplicity, we consider the case where all the access structures are

threshold ones. That is, Cj ¼ fA � P j jAj � tjg.

3.1 Stp

LetM¼ fM1;M2; . . .;Mng be a set of n participants. A dealer D wants to share k secrets

P1; . . .;Pk among the participants ofM in such a way that
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• Secrets are reconstructed in the dealer’s predefined order P1;P2; . . .;Pk,

• Any tj or more participants can recover the secret Pj,

• No tj � 1 participants can obtain any information about the secret Pj.

Let 1� t1� t2� � � � � tk � n (because Ci � Ci�1, for i ¼ 2; . . .; kÞ. D chooses a prime

number q[Pi for i ¼ 2; . . .; k. Also D selects an one-way function f ðr; sÞ : Z	 Z! Zq

and n shares s1; . . .; sn, such that si 2 Z: Then D distributes si to participant Mi by a secure

channel (i ¼ 1; 2; . . .; n).

3.2 Dist

The dealer performs the following steps:

1. Randomly select two integer r; c1; such that r 6¼ Pj; 1� j� k,

2. Consider NHLFSR which is defined by the equations,

½
�
u1;0 ¼ P1; u1;1 ¼ f ðr; s1Þ; . . .; u1;t1�2 ¼ f ðr; st1�2Þ;Pt1
k¼1

t1�1
k�1
� �

ð�1Þku1;lþt1�k ¼ c1 mod q ðl� 0Þ;

8<
:

3. Compute r1;i ¼ u1;i � f ðr; siÞ, for t1 � 1� i� n;

4. For j ¼ 2; 3; . . .; k, execute the following steps:

• Consider the following NHLFSR which is defined by the equations,

½

�
uj;0 ¼ Pj; uj;1 ¼ f ðPj�1; s1Þ; . . .; uj;tj�2 ¼ f ðPj�1; stj�2Þ;
Ptj
k¼1

tj�1
k�1
� �

ð�1Þkuj;lþtj�k ¼ cj mod q ðl� 0Þ;

8><
>:

• Compute rj;i ¼ uj;i � f ðPj�1; siÞ, for tj � 1� i� n;

5. Publish all r; rj;i for 1� j� k, tj � 1� i� n.

3.3 Rec

In our scheme, at least tj participants should provide the secret shadows f ðr; siÞ or

f ðPj�1; siÞ to reconstruct the secret Pj in the jth stage of reconstruction.

3.3.1 Recðpms; outpub; 1; fsigMi2A1
Þ

Here, two different cases for the recovery phase of P1 are discussed according to the

indices of the participants, and in each case, various techniques for the recovery phase are

proposed.

Arbitrary participants: Suppose t1 arbitrary participants A1 ¼ fMigi2I (I � f1; 2; . . .; ng)
cooperate to recover the secret P1. They should pool their secret shadows ff ðr; siÞgi2I and
compute t1 terms of ½
� by their shadows in the following way:
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u1;i ¼
f ðr; siÞ; if 1� i� t1 � 2;

f ðr; siÞ þ r1;i; if t1 � 1� i� n:

�

Now, according to the Corollary 3, they can use one of the following methods to compute

P1:

1. In the first method, they must solve the Vandermond system

1 i1 i21 � � � it1�11

1 i2 i22 � � � it1�12

..

. ..
. ..

.
� � � ..

.

1 it1 i2t1 � � � it1�1t1

2
666664

3
777775

B1;0

B1;1

..

.

B1;t1�1

2
66664

3
77775 ¼

u1;i1

u1;i2

..

.

u1;it1

2
666664

3
777775
;

where I ¼ fi1; i2; . . .; it1g, compute B1;0;B1;1; . . .;B1;t1�1, and consequently compute the

public term u1;i of ½
� through the following formula:

u1;i ¼ p1ðiÞ ¼ B1;0 þ B1;1iþ � � � þ B1;t1�1i
t1�1 mod q; i� 0: ð1Þ

Thus,

P1 ¼ u1;0; by½
�;
¼ p1ð0Þ; by Eq. ð1Þ;
¼ B1;0 mod q; by Eq. ð1Þ:

Therefore, they can compute the secret P1 only by computing B1;0.

2. In the second method, they use t1 pairs fði; u1;iÞgi2I to reconstruct the secret P1 through

the Lagrange interpolation formula:

P1 ¼ p1ð0Þ ¼
X
i2I

u1;i
Y

j2I;j6¼i

j

j� i
mod q:

Participants with successive personal indentification numbers: Suppose t1 participants

A1 ¼ fMi;Miþ1; . . .;Miþt1�1g, (1� i� n� t1 þ 1) cooperate to recover the secret P1. This

case is a particular state of the previous case. Beside the two previous methods, we now

explain another technique for the recovery phase in this case. At first, they must compute t1
successive terms u1;i of ½
� by their shadows in the following way:

u1;i ¼
f ðr; siÞ; if 1� i� t1 � 2;

f ðr; siÞ þ r1;i; if t1 � 1� i� n:

�

Now, according to Example 1, they can compute c1 from the following equation:

Xt1
k¼1

t1 � 1

k� 1

� �
ð�1Þku1;iþt1�k ¼ c1 mod q:

Then they can compute u1;i�1; u1;i�2; . . .; u1;0 ¼ P1, successively from the following

equation:

u1;j ¼ ð�1Þt1cþ
Xt1�1
j¼1

t1 � 1

j� 1

� �
ð�1Þt1þju1;jþt1�j mod q j\i:
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3.3.2 Recðpms; outpub; j;Pj�1; fsigMi2Aj
Þ

Suppose tj participants Aj with the knowledge of the secret Pj�1 want to reconstruct the

secret Pj in the jth stage ðj 2 f2; . . .; kgÞ. Similarly, according to the properties of

NHLFSR, we discuss two different case for the recovery phase of Pj.

Arbitrary participants: Suppose tj arbitrary participants Aj ¼ fMigi2I (I � f1; 2; . . .; ng)
cooperate to recover the secret Pj in the jth stage. They should pool their secret shares

f ðPj�1; siÞ for i 2 I and compute tj terms uj;i of ½

� by the following methods:

uj;i ¼
f ðPj�1; siÞ; if 1� i� tj � 2;

f ðPj�1; siÞ þ rj;i; if tj � 1� i� n:

�

Now, according to Corollary 3 they can use one of the following methods to compute Pj:

1. Solve the Vandermond system

1 i1 i21 � � � i
tj�1
1

1 i2 i22 � � � i
tj�1
2

..

. ..
. ..

.
� � � ..

.

1 itj i2tj � � � i
tj�1
tj

2
666664

3
777775

Bj;0

Bj;1

..

.

Bj;tj�1

2
66664

3
77775 ¼

uj;i1

uj;i2

..

.

uj;tj

2
66664

3
77775;

where I ¼ fi1; i2; . . .; itjg, compute Pj ¼ Bj;0, because the public term uj;i of ½

� is

uj;i ¼ pjðiÞ ¼ Bj;0 þ Bj;1iþ � � � þ Bj;tj�1i
tj�1 mod q; ð2Þ

and so

Pj ¼ uj;0; by ½

�;
¼ pjð0Þ; by Eq.ð2Þ;
¼Bj;0 mod q; by Eq. ð2Þ:

Thus, they can compute the secret Pj by computing Bj;0.

2. Use tj pairs fði; uj;iÞgi2I to reconstruct the secret Pj through the following formula:

Pj ¼ pjð0Þ ¼
X
i2I

uj;i
Y

l2I;l 6¼i

l

l� i
mod q;

Participants with successive personal indentification numbers: Suppose tj participants

A1 ¼ fMi;Miþ1; . . .;Miþtj�1g, (1� i� n� tj þ 1), cooperate to recover the shared secrets.

Beside the two previous methods, we now explain another technique for the recovery of Pj.

They provide the shares f ðPj�1; siÞ for i 2 I and compute tj successive terms uj;i of [**] by

the following methods:

uj;i ¼
f ðPj�1; siÞ; if 1� i� tj � 2;

f ðPj�1; siÞ þ rj;i; if tj � 1� i� n:

�

Now, according to Example 1, they can compute cj from the following equation:

How to Fairly Share Multiple Secrets Stage by Stage 101

123



Xtj
k¼1

tj � 1

k� 1

� �
ð�1Þkuj;iþtj�k ¼ cj mod q:

Then they can compute uj;i�1; uj;i�2; . . .; uj;0 ¼ Pj, successively from the following

equation:

uj;j ¼ ð�1Þtj cj þ
Xtj�1
k¼1

tj � 1

k� 1

� �
ð�1Þtjþkuj;jþtj�k mod q j\i:

3.4 Verification Phase

There are many works in the literatures to investigate the problem of cheater detection and

identification for SSSs [3, 5–9, 16, 18]. These models can be employed in our proposed

MSSST2 directly.

4 Security Analysis

In this section we analyze of some possible attacks. The security of this scheme is based on

the security of Shamir’s SS [4] as well as on the properties of NHLFSR and two-variable

one-way function.

4.1 Attack

Suppose that tj � 1 or fewer participants want to recover the secret Pj.

4.1.1 Analysis

The recovery phase of each secret Pj is based on one of the following ways:

1. Solving a Vandermond linear system,

2. Using the Lagrange interpolation polynomial,

3. Using NHLFSR of degree tj � 1.

In the first method, suppose tj � 1 or fewer participants pool their secret shares, hence the tj
equations constituting the Vandermond linear system will contain more than tj unknown

symbols. Therefore, they cannot solve Vandermond system, and so it is not possible to

obtain the shared secrets and others’ secret shares can not be obtained. In the second

method, they can obtain tj � 1 or fewer pairs ði; uiÞ of the polynomial pjðxÞ of degree tj � 1.

The number of obtained pairs is less than t, and they have no way to specify pjðxÞ and can

derive nothing about the shared secrets and others’ secret shares. In the third method, each

term uj;i of NHLFSR depends on the previous tj � 1 terms and constant cj. Thus, If m

participants fMi;Miþ1; . . .;Miþm�1g, where 1� i� nþ 1� m and 1�m\tj pool their

secret shares, they can not reveal cj and any previous term uj for j\i� 1 or any forward

term uj for j[ iþ m� 2 by using NHLFSR. Therefore, the shared secrets and others’

secret shares can not be obtained in this way.
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4.2 Attack

Suppose that a participant Mi try to reveal another’s share sa , where 1� a� n, a 6¼ i.

4.2.1 Analysis

Each participantMa just pools his shadow f ðr; saÞ or f ðPl�1; saÞ in the reconstruction phase.
According to characteristics of the two variable one-way function, it is impossible to obtain

the true share sa from f ðr; saÞ or f ðPl�1; saÞ.

4.3 Attack

tj participant may try to disintegrate the order by the dealer’s determination to reconstruct

the secrets.

4.3.1 Analysis

We see that, in the recovery phase of each secret Pj , each participant Mi should first

provide shadow f ðPj�1; siÞ. Thus, they should reconstruct the secret Pj�1 firstly. So, secrets
should be reconstructed in the dealer’s preassigned order.

4.4 Attack

A participantMi may try to reveal another’s shadow f ðPl; sjÞ that is not published, from the

revealed shadows f ðPl�1; sjÞ or f ðr; sjÞ, where 1� j� n, and j 6¼ i.

4.4.1 Analysis

According to characteristics of two-variable one-way functions, it become difficult to

compute the secret shadow f ðPl; sjÞ from the revealed shadows f ðPl�1; sjÞ or f ðr; sjÞ.

5 Discussions

In this section, some important properties of the new scheme is discussed.

5.1 Multi-use Scheme

In this scheme the security of the share si is based on the properties of the two-variable

one-way function f(r, s). To reconstruct each secret Pj , at least tj participants fMigi2I must

provide their shadows f ðr; siÞ or f ðPj�1; siÞ for i 2 I. Analysis of Attack 4.2 tell us that, the

Table 1 Comparison of the number of public values

Scheme Chang [11], He
[14]

Harn
[13]

Li [15] Fatemi
[12]

Proposed
scheme

Number of public
values

kn kðn� t1Þ kðn� t1 þ 1Þ ð2k � 1Þn � kðn� t1 þ 2Þ
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share si of each participantMi will never be disclosed in the reconstruction phase of secrets

P1;P2; . . .;Pk and reuse of it is secure. Hence, this scheme is a multi-use scheme.

5.2 Multi-stage Scheme

According to the analysis of Attack 4.1 at least tj participant must pool in the recon-

struction of each secret Pj. Thus this scheme is a threshold MSS. Analysis of Attack 4.3

tell us that it is computationally impossible to recover the secret Pj, without any knowledge

of Pj�1. So, the secrets need to be constructed in the special order, P1;P2; . . .;Pk. Thus this

scheme is a MSSST2.

5.3 Public Values

From Table 1 it is easy to see that Fatemi’s scheme [12] requires the most and Harn’s

scheme [13] requires the least public information. Li et al’s [15] and new proposed scheme,

become more attractive, especially when the threshold t1 is very close to the number of

participants n.

5.4 Computational Complexity

In this section, considering computational complexity, we compare proposed MSSST2

with MSSSs proposed in [11–15] and summarize the result in Tables 2 and 3. For con-

venience, the following notations are used to analyze the computational complexity.

• Tf the time for one one-way function computation.

• Tm the time for one modular multiplication computation.

• Ti the time for one inverse computation.

Construction phase All of the previous MSSSs [11–15], are obtained by running k parallel

instances of (a simple modification of) Shamir’s SSS [4]. In other words, the dealer

employs polynomials to distribute secrets. However, we use NHLFSR to have a simple

construction phase (Tables 2,3).

Recovery phase The recovery phase of the previous MSSSs [11–15], can be considered

as a generalization of the recovery phase of Shamir SS. In other words, in all of the

previous schemes, the secrets are reconstructed by using the Lagrange interpolation

polynomial. While, our scheme has various methods for the recovery phase: Vandermond

linear system, Lagrange interpolation, and NHLFSR. In Harn and Li schemes [13, 15],

participants must reconstruct n or ðn� 1Þth degree polynomials, whereas in [11, 12, 14]

and in the first method of new scheme, the secrets are recovered only by reconstructing

Table 3 Performance

Scheme Chang [11], Fatemi,
[12], He [14]

Harn [13] Li [15] Proposed scheme

Dist ðtk � 1Þ Degree
polynomial

ðn� 1Þ Degree
polynomial

n Degree
polynomial

NHLFSR

Rec Lagrange interpolation
ðtk � 1Þ

Lagrange
interpolation
ðn� 1Þ

Lagrange
interpolation n

NHLFSR or Lagrange
interpolation ðtk � 1Þ
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ðtk � 1Þ degree polynomials. Especially, in particular cases, we can use NHLFSR to

reconstruct secrets which is easier and faster (Tables 2,3).

6 Conclusions

An efficient, computationally secure multi-stage secret sharing scheme based on the

mathematical concept non-homogeneous linear feedback shift register is proposed in this

paper. It provide great capabilities for many practical applications. This scheme has easy

construction phase and different ways for the reconstruction phase. Our analysis shows that

it is a computationally secure and efficient scheme. Also this scheme has few public values

and less computing time. Each participant shares many secrets with other participants by

holding only one shadow. The shadows are as short as the shared secrets. They do not need

to be changed when the shared secrets are recovered. Table 4 lists the comparisons among

the recommended schemes.
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