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Abstract Internet-based vehicular ad hoc network is a fast growing technology with an

aim to provide uninterrupted services such as regular safety alerts, entertainment, and

resource sharing to the on board passengers even on-the-fly. On board passengers avail all

these services even on-the-fly either in dense urban regions, or on highway using an

Internet connection. Reduction in delay with an increase in the accuracy for accessing all

these services from anywhere are the most challenging tasks to be performed in this

environment. In literature, it has been found that caching the most relevant content at some

of the intermediate sites may increase the overall performance of the network in this

environment. In this direction, an important issue is to invalidate the cache when the

original data items are updated and these data items are irrelevant for the end users. In this

paper, we have been motivated and inspired from our earlier solution (Kumar and Lee in

IEEE Syst J 8(4):1136–1144, 2014), in which we proposed a peer-to-peer cooperative

caching scheme among the vehicles for urban scenario. But, in the current proposed

scheme, we have enhanced our existing solution by proposing a Cooperative Gateway

Cache Invalidation (CGCI) based upon cooperative cache invalidation technique. The

designed scheme has the advantages of cooperation of Gateways in different regions along

with the underlying location management scheme to reduce the number of broadcast

operations, lesser Uplink requests, and query delay with an increase in the cache hit ratio.

To test the effectiveness of the proposed scheme, we carried out extensive simulations by

varying query arrival rate, object update rate, and cache size. Moreover, to evaluate the

cost of query communication among the vehicles, an analytical model is also included in

the proposed scheme. The results obtained confirm that the proposed scheme yields a

reduction in the query delay with an increase in the cache hit ratio as compared to other

state-of-the art existing schemes in literature.

& Neeraj Kumar
nehra04@yahoo.co.in; neeraj.kumar@thapar.edu

Rajeev Tiwari
errajeev.tiwari@gmail.com

1 Department of Computer Science and Engineering, Thapar University, Patiala, Punjab, India

123

Wireless Pers Commun (2015) 85:1789–1814
DOI 10.1007/s11277-015-2867-3

http://crossmark.crossref.org/dialog/?doi=10.1007/s11277-015-2867-3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s11277-015-2867-3&amp;domain=pdf


Keywords Cache invalidation � Cooperative caching � Cache hit ratio � VANET

1 Introduction

Vehicular ad hoc networks (VANETs) have emerged as a new class of efficient data

dissemination from the past few years. These networks establish communication among

high speed mobile vehicles, and various other devices connected to the internet for data

sharing and communication [1–16]. In VANETs, vehicles act as an intelligent machine for

data collection and processing from various other devices connected to the internet using

IEEE 802.11 a/b/g standards along with short, medium and long range transmissions such

as WiFi, Bluetooth, WiMAX, and long term evolution (LTE). For connecting any device

such as-laptop, PDA, and Mobile Nodes (MN) using these standards with Internet, the

device must be uniquely identified on global positions. All these devices are considered as

objects on the Internet and their interconnection with each other for communication and

data sharing is called as Internet of Things (IoT) [2–16]. Connecting vehicles to Internet

requires connecting infrastructure with wireless MNs. The mutual exchange of safety

information between vehicles for safe driving is one of the applications of IoT in Internet-

based Vehicular Ad Hoc Network (IVANET) [3, 4].

Wireless communication among vehicles is one of the most challenging tasks for

providing safety to the on board driver and passengers [1, 13, 16–19]. Vehicles have

became intelligent machines in modern era because of advances in communication tech-

nologies. Now global positioning system (GPS), digital maps and wireless interfaces [14,

17, 20], large cache memory is embedded in vehicles from all leading companies, so that

user can access various resources from the internet easily. There are many state-of-the-art

protocols available for caching in VANETs, but these solutions are not sufficient to provide

quality of service (QoS) to various applications in these networks. This is because of cache

inconsistency, more communication costs, and longer delays of query reply. Moreover,

vehicles have high mobility as nodes in VAENTs which leads to constant topological

changes [2, 21–24]. So, maintaining a cache consistency with high mobility and constant

topological changes is one of the most challenging tasks which requires a special attention

in this environment.

One of the key objectives for improving the performance of Internet-based VANETs

(IVANETs) is to cache the frequently accessed data items at a local storage. Hence, the

critical design issue is the cache invalidation scheme, since all applications require con-

sistency with the server to avoid any inconsistency wheneve data items are updated at the

server. When a data item in a server is updated, it must be invalidated in cache of vehicles

by broadcasting an invalidation report (IR). However, due to fast roaming of vehicles, this

task is the most challenging as vehicles may change their positions quickly. During the

data access by the vehicles from the server, query delay, and Uplink requests need to be

minimized whenever frequent data updates occur.

From the above discussion, it is clear that delay is a major issue in accessing services

when MNS have high mobility in IVANET environment. One of the feasible solutions to

reduce delay is to make use of caching of frequently accesses data items to minimize the

network traffic and enhance the performance. So, caching of popular data in mobile ter-

minals (MTs/MNs) or at nearest access points (APs) may facilitate query response quickly,

as query request can be replied from local nodes instead of remote servers. However, data
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consistency must be maintained between MTs and servers to prevent clients from

answering to those queries which are invalidated from the server. A data item is invalidated

if a query to access the same has been generated from the clients and it has been updated by

the server and clients are still using the older data for query replies [25].

In literature, there exist various cache invalidation techniques (CIT) for VANETs which

are described as follow. Time stamping technique (TS) [26] collects all updates pages for

IR and broadcasts it to MTs after a fixed broadcast time (BT) interval of L secs. Due to

mobility if MT missed IR, then queried data cached in MT is validated from remote server

which incurs a longe delay. In update invalidation report (UIR) [28] technique, a smaller

fixed size m UIRs are sent between BT times and at BT time, fixed IR is sent. In selective

adaptive sorted (SAS), a group Invalidation report (GIR) [29] is generated which has a

longer delay without cooperation with gateway. These proposals are based on invalidation

reports (IR) to handle frequent disconnections [26]. Cooperative cache invalidation (CCI)

and extended cooperative cache invalidation (ECCI) [27] are schemes which are cooper-

ative and stateful, where a server and network agent coordinate together for invalidation of

cache data, but these techniques missed cooperation of gateway foreign agents (GFA)

which may reduce a longer delay for many queries generated from the clients in this

environment.

1.1 Motivation

Most of the above discussed techniques [26, 28–30] suffer from longer query delay and

large bandwidth consumptions due to the longer time spent in validating cached data items

from server. So, in such a case, MTs can’t reply for query till their cached data is validated

by IR, sent from server which may increase the query response time for MTs. These

schemes have not exploited the advantage of cooperation of proxy servers or other network

components. Authors in [28] has proposed an update invalidation report (UIR)-based cache

technique in which a server sends UIRs after every L=mth seconds, where m\L. The

sending of UIRs may decrease query response time to the extent of hit occurrences, due to

UIRs on MN. But, the replication of UIR instead of IR consumes a lot of bandwidth and

also increases the congestion in the network. Due to this, query response may take a longer

time with a large number of query missed with respect to the UIR report. Due to high

mobility in vehicles, they may reside in multiple coverage area of different GFAs. So, they

may frequently hands off the IR sent by server which may results a longer query delay.

This type of delay can be reduced by cooperation among gateways.

Moreover, when one GFA is not able to validate the queried data of vehicles, then other

neighboring GFAs may have valid copy of queried data. So, there is a need of cooperation

among the multiple GFA to increase the efficiency of any cache management scheme in

this environment.

We have also motivated from our earlier solutions [1, 31], in which we have designed

cache management scheme for peer-to-peer (P2P) mobile clients in vehicular environments

where the cooperation of network components like GFAs has not been considered. But, in

the current solution, we have considered this factor in different environment and tested the

performance of the designed scheme using cooperation of GFAs.

1.2 Contributions

Based upon the above discussion and challenges in IVANET environment, in this paper,

following contributions are presented.
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(i) A hierarchical network model for IVANETs is presented which consists of access

points (APs), gateway foreign agents (GFAs), home agents (HAs), and data server

(s) with cooperation from neighboring GFAs. The proposed scheme consists of a

stateful, location management with cooperation from the neighboring GFAs.

(ii) A cooperative scheme is proposed in which both the server and Home

Agents(HA) coordinate for cache invalidation and server asynchronously sends

an IR to a HA rather than blindly broadcasts to vehicles. Then, the HA judiciously

filters and distributes the IR to appropriate GFAs and cooperation among

neighboring GFAs is maintained which answer the validity of the queried data

item to reduce the unavoidable query delay which was one of the major issues in

most of the existing invalidation techniques. [26, 28–30]

(iii) An analytical model is developed for predicting the query delay of the proposed

Cache Invalidation Algorithm with cooperation from the neighboring GFAs.

(iv) We have modified the previous cache invalidation schemes, TS [26], CCI and

ECCI [27, 37, 38] to make them suitable for IVANETs environment. The

proposed scheme is compared with the above discussed schemes with respect to

various performance evaluation metrics. The results obtained prove the

effectiveness of the proposed scheme in comparison to the above discussed

schemes.

1.3 Organization

The rest of the paper is organized as follows. Section 2 discusses the most relevant related

work done with similarity and difference to the current proposal. A detailed comparison of

existing protocols with respect to various parameters is also described in this Section using

Table 1. Section 3 presents the network model, mobility model, and problem formulation

with objective function. In Sect. 4, a detailed description of the proposed scheme is

provided. Section 5 provides the analytical model of the proposed scheme. Simulation

results and discussion are provided in Sect. 6. Finally, conclusion and future insights are

provided in Sect. 7.

2 Related Work

There are a number of research proposals exist in literature addressing the issue of cache

invalidation in IVANET. Few of these proposals have used cooperation among nodes and

others have used partially the cooperation among the nodes in IVANETs. Two of the most

common strategies for IR-based cache invalidation are-Object-based, and Group-based.

Various research proposals in these categories are described as follows.

Barbara et al. [26] has proposed first broadcasting timestamp (TS)-based effective CIT

technique. This strategy was the first object-based, stateless-server, synchronous IR-based

invalidation strategy. In this strategy, at every time interval equal to L seconds, the server

broadcasts an IR. Any IRi at time Ti consists of a list of (Oid, Tr
d) pairs, where Oid is the

identifier of the changed data item and Tr
d is the time stamp of the most recent data item

changes, such that Ti� wL\Tr
d\Ti holds. MN maintains a variable Tlb, in which it stores

the time of the last IR. In addition, for each cached data item Oi, it stores the item’s

identifiers (Oid) and the time stamp for the item which was last invalidated (Tc
d ). When

MN receives the IRi report at Ti, then depending upon state of MN, following possibilities
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may occur-If MN has disconnected before the last broadcast time, i.e., TlbðTlb\Ti � wLÞ,
then it drops its entire cache because the disconnection time is more than wL, and all the

updates may not be covered in the IRi. Also, when Tlb!\Ti � wL, i.e., disconnection

interval is less than wL seconds, then MN starts invalidation process. For all cached data

objects, it checks timestamp value with the IRi timestamp value. If Tr
d [ Tc

d , then data item

is marked as invalid. Otherwise, it is marked as valid. The main advantage of this approach

was that the MNs can be disconnected for w seconds and can invalidate its cache at next IR

broadcast. But, the disadvantages are that it has a larger query delays, because for query

response, client has to wait till next IR from server, as it is a non cooperative scheme.

Instead of looking for valid data from neighboring server, MT waits for next IR from server

which may generate a large query delay and when update rate increases, the report size

increases significantly and consumes more bandwidth in this scheme. Also, when data is

not invalidated on MTs, then data is queried from remote server by making an Uplink

request which further increases the delay incurred.

Cao et al. [28] introduced a new type of IR report generation scheme called as update

invalidation report (UIR). In UIR, the broadcast interval L is divided into (m� 1) sub

intervals ðm[ 0;m\LÞ, and UIR is broadcasted after every L / m seconds. The server

broadcasts an IRi at Ti containing the history of changes in last wL seconds where, w[ 0.

IR is an OIR-based scheme having data id and timestamp \Oid; t
r
id [ , such that Ti �

wL\trid\Ti holds. At time Ti;k, server broadcasts the kth UIR report denoted by UIRi;k so,

it has different broadcast times for UIRs. This UIR is a list of data items identifiers which

have been changed after last broad casted IR. With UIR, when a client has validated its

cache then, it replies fast to the queries raised by other clients so, response time in this

scheme is fast but, due to number of UIR along with IR broadcast, it consumes more

bandwidth. Main disadvantage of this scheme was that if one IR is lost then, entire scheme

collapses and suffers from false invalidations. Moreover, when any data is invalidated on

MT, then due to non-cooperation among the infrastructure components, valid data is

brought from remote server which may generate a longer query delay and a large number

of Uplink requests, making more congestion to the Uplink channel.

Safa et al. [29, 30] proposed a hybrid technique called as selective adaptive sorted

(SAS) cache invalidation technique, which uses both type of IRs object and group-based

schemes for cache invalidation. It was an improvement over SCI [32] technique as size of

IR increases but, it has historical IR content which supports disconnected MNs. So, only

current changes in current Broadcast time are sorted as per time stamps and are sent to

MNs. So, MN has to scan new contents only. Due to its selective, adaptive and sorted

nature, it takes lesser response time for the query reply. As the object update rate becomes

high, it may generate a higher IR so it becomes unfavorable scheme in IVANET envi-

ronment. Moreover, it consumes more bandwidth than the other schemes. There is no

cooperation among the network components, so it has longer query delay.

Neeraj et al. [2] proposed a cache invalidation scheme for P2P cooperating mobile

clients in vehicular environment.To minimize the load on the infrastructure, traffic

information among vehicles is shared in a P2P manner using a Markov chain model with

three states. The replacement of existing data to accommodate newly arrived data is

achieved in a probabilistic manner. The probability is calculated using the time to stay in a

waiting state and the frequency of access of a particular data item in a given time interval.

In the initial state, a query is accepted from a query generator, which is a client in this case.

Depending upon the request in the query, the data for the query may be available in a

vehicle’s cache. If they are available, the query result is passed at once to the client, and the
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process is over. However, if the data are not available, it is passed to some other vehicles

until the reply of the query from other vehicle cache is not available, and the process enters

into the waiting state. After the query result is passed to the requesting vehicle, the state of

the system is changed to the update state or to the initial state to receive the next query.

Also, some other cooperation-based schemes [33–36] are proposed in literature.

Suno et al. [27] proposed a cooperative cache invalidation Technique. CCI technique

works by cooperation among different levels of components and neighbors. So, a variety of

cooperative schemes have been proposed such as- [37–41]. Lim et al. [27] proposed a

cooperative stateful approach for wireless network. Some other techniques such as [42, 43]

have been proposed for IVANETs. The architecture proposed by the authors has a server

and agents for location management which works together in coordination for cache

invalidation operations. The server and network agents maintain a list of data items such

that vehicle that acts as mobile client and can access the data item as per their require-

ments. As it was a stateful approach so, it provided unlimited disconnection times for MTs.

So, whenever a data item is updated, it sends an IR to a home agent (HA) rather than

blindly broadcasting to multiple cells to increase the congestion. Then, the HA judiciously

refines and re-distributes the IR to appropriate GFA, where they can answer the validity of

a queried data item requested from a vehicle. GFAs do not send the IR to an individual

vehicle but, reply a vehicle’s validity request on-demand basis. Since a vehicles location is

implicitly maintained at both GFA and HA, the server can avoid keeping track of the

vehicle’s current location, which is in fact a duplicated operation with the location man-

agement. Also, since a vehicle has a low probability of finding common data items in

adjacent vehicles, broadcasting the same IRs to different vehicles is inefficient in IVA-

NETs. So, whenever there is query on MN (Vehicle), it would be answered by validating

the cache with IR multi-casted by GFA so, query response time in this scheme is average

but, it has considerably reduces the number of Uplink requests to the server.

In enhancement of CCI scheme, called enhanced CCI (ECCI) [27, 38], the GFAs cache

data items in their local storage for future query requests from vehicles. Updated data is

piggy backed along with acknowledgment packet from the server. If GFA catches the

packet and stores the updated page within its cache and if it maintains the list of updated

pages then in future, it can serve the requests by checking validity at GFA and can be

replied quickly to minimize the query delay and reduces the Uplink request considerably.

Table 1 gives the comparison of the existing protocols discussed above with respect to

various parameters.

3 System Model

This section illustrates the network model used mobility model used and problem

definition.

3.1 Network Model

The hierarchical network model for IVANET is motivated by a cellular network which

consists of infrastructure support such as-APs, GFAs, HAs, and servers for data residency

(S). In this model, GFAs have coperation with one another. Vehicles have IEEE 802.11-

based Dedicated Short Range Communication (DSRC) transceiver. So, vehicles can either

communicate with one another or connect to the Internet. For providing a location tracking
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capability in vehicles, they should have a built-in navigation system via GPS, with a digital

map to know their locations. In this paper, we have considered a hybrid architecture in

which APs and GFAs are deployed in such a manner so as to connect MTs to clients in

different network domains. APs and GFAs are the part of Distributed Service Set (DSS)

protocol standard with IEEE 802.11, while MTs are included in basic service set (BSS).

These two are statically connected to S as shown in Fig. 1.

3.2 Mobility Model

In the mobility model, vehicles are bounded to the underlying fixed roads, mostly linearly

with speed limits and traffic lights in VANETs. Here, Vehicles can communicate on-the-go

with other vehicles or to fixed infrastructure components like AP. On high-speed, when a

vehicle accesses the Internet, it looks for its geographical region AP, which is a gateway to

the Internet for accessing information and services. Also, the AP plays an additional role to

perform a location update/register operation as when a vehicle moves from one coverage

area to another that involves an AP, a GFA, and HA. So, whenever hand off occurs,

location of vehicle is maintained in GFA, and HA. Hence, when HA has to re-distribute

IRs to vehicles, it sends it to new GFA’s location under which a vehicle resides.

3.3 Problem Formulation

There are number of challenges for validating the cache consistency of vehicles in an

IVANET. In a vehicle initiated cache invalidation approach, MN sends Uplink requests to

server to invalidate the cache. So, as the number of MNs increases, it generates more Uplink

Fig. 1 Network model used
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requests results in generation of congestion to the Uplink channel. Due to the mobility,

vehicle may hand off from its current GFA location to neighboring GFA. By considering hot

data access of a geographical region, its popularity would be same in neighboring GFAs. So,

there are fair chances to get the requested data from neighboring GFAs. Hence, we have

exploited GFA cooperation in IVANET environment, which has been missed from earlier

CIT techniques [26, 28–30]. As in ECCI, the GFAs cache data items in their local storage for

future query requests from vehicles. So, GFA can serve the requests by checking validity at

GFA and can reply to vehicles query quickly to minimize the query response time and

reduces the Uplink request considerably. So, hot data pages are cached on GFAs. Hence, by

making cooperation of neighboring GFAs, queries can be replied faster as round trip time of

MN to GFA is lesser than round trip time of MN to server.

Minimize fQuery Response TimeðQRTÞ&UplinkRequestsðURÞg

SubjectTo :

Phit þ Pmiss ¼ 1

Phit �Pmiss � 0

Phit
GFA � 0

sGFA � sserver

8
>>><

>>>:

ð1Þ

Equation 1 is used to minimize the query response time for each query reply because we

have not considered any other state in cache except hit or miss, so probability of hit and

miss is collectively one. If we consider the hot data, then probability of hit is greater than

probability of miss, so by considering Least Recently Used page replacement algorithm,

hot data is placed in cache. So, we have some finite value of Phit, i.e., Phit �Pmiss � 0 which

results Phit
GFA � 0. Moreover, as GFA is located nearer to roads as compared to servers

deployed remotely, so Round Trip Time from Vehicle to GFA is lesser than from Vehicle

to Server. Hence, query replies are generated between vehicle cache, GFA, and neigh-

boring cache by using the cooperation among these entities. Hence, lesser Uplink requests

are generated towards server which generates a lesser overhead to maintain the cache at

various levels in vehicular environment.

Table 2 describes various symbols and their meaning used in this paper.

4 Proposed Scheme

Based upon above issues and challenges, this section illustrates the proposed solution to the

problems discussed above. In the architecture shown in Sect. 3, every vehicle has cache

memory with it. A Server has all the data D so that all updates of data items occurs only on

the server. Here, server is a stateful and synchronous in nature. So, a hybrid cooperative

scheme is proposed with cooperation of infrastructure components and neighbor GFAs. As

in ECCI, when some miss occurs in cache of vehicle, queried data is requested from server

and then the GFAs cache data items in their local storage. So, GFAs can serve the requests

by checking validity at GFA and can reply to vehicles query quickly. In this paper, we have

enhanced ECCI by considering cooperation of neighboring GFAs.

When neighboring GFAs starts cooperation among themselves, i.e., they send request

and reply to each other. As in ECCI [27, 38], GFAs maintain a list of updated valid pages

so that they can fulfill future needs of vehicles. So, extending this scheme to further levels

is explained as follows.
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When a vehicle requests for a page and is not cached in AP, then it is looked into GFA

for updated valid page. If data item is presented, then replied back otherwise, instead of

looking into server (remote or far away) for the requested page. GFAs now has cooperation

with one another, so requested page can be looked into neighboring GFAs cache.

Neighboring GFA cache has a probability of Phit
GFA of finding the requested page in their

cache. So, if updated and validated page exists at neighboring GFA, then page is replied

back to home GFA and further to its AP and then to vehicle.

Table 2 Symbols and their
meanings

Symbols Meaning

Phit Probability of finding page in cache

Pmiss Probability of page missing from cache

IR Invalidation report

D Total data on server

H Hot data %age

C Cold data %age

dx Data page Id

PageðdxÞ Data page dx

w No of broadcast intervals for carrying history

tscurr Current time stamp

lbt Last broadcast time

DRP Data request packet

CacheV Cache of vehicle

URate Update rate of data on server

QPs Query processing delay time at server

QPbs Query processing delay time at BS

QPap Query processing delay time at AP

QPv Query processing delay time at Vehicle

Ns
gfa No of hops between server & GFA

Nv
ap No of hops between vehicle & AP

N
ap
gfa No of hops between AP & GFA

N
gfa
ha

No of hops between GFA & HA

k Constant delay of each hop

n Number of packets

wc Wireless communication cost

Csize Cache size on vehicle

Qrate Query rate

QRT Query response time

sGFA Round trip time from vehicle to GFA

sS Round trip time from vehicle to server

Phit
GFA

Probability of hit of a queried data on GFA

UR Uplink requests

Urate Update rate of current tbt

COAAP Care of address of AP

COAGFA Care of address of GFA

COAV Care of address of vehicle
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4.1 Cooperative Approach

In this paper, we propose a cooperative stateful approach, where a server and HAs of

location management coordinate together for cache invalidation operations along with

cooperation of neighboring GFAs. The server and HAs has a list of which data item is

accessed by which vehicle and is aware of vehicle’s id. Thus, whenever a data item is

updated, it sends an IR to an HA which further unicasts the intended data to vehicles only.

In CGCI, major cooperation is of neighboring GFAs for validating the data requests and

query responses. After a fixed time interval t, GFAs exchange their list of pages with

neighboring GFAs to make a Valid_Unified_list wich can be refereed when any miss

occurs from a vehicle cache.

4.2 Design and Structure

Each GFA has a concept of updated registry (list of updated pages). They exchange this

update registry among neighboring GFAs after a fixed time, then every GFA has a con-

solidated list named as Valid Unified List of its own updated pages plus list of neigh-

boring GFA updated pages. So, when a request for a non cached page comes to GFAs, then

GFA checks whether it is presented in its own list or in its neighboring GFA. If present in

neighbors GFA, only then request is sent to neighboring GFAs. Otherwise, it acts like

ECCI [27, 38]. So, if there is any chance of negotiating query delay only then CGCI comes

into action; otherwise, ECCI works.

Modifying ECCI technique [27, 38] in this way can provide the following advantages.

• Faster query response time: As now data request after missing from cache of vehicle

can be resolved from cooperating GFAs instead of remote server. So, queries can be

replied faster as:

sGFA � sserver:

• Lesser congestion on server, as more request are fulfilled at lower level GFAs

• Higher hit rates: Hit rate of GFA (Similar to ECCI) ? hit rate of neighboring GFAs

• More efficient utilization of GFAs.

4.3 Detailed Design

In this subsection, we describe the detailed operation of proposed CGCI scheme and coop-

eration of neighboring GFAs. The infrastructure components working is same as proposed in

[27]. Stateful server is used to keep track of used list, i.e., which data dx is used by which

vehicle node, where dx�D, and D is set of all data items on server. On updation of any data on

server after a fixed time interval of L secs, an IR is generated and sent to HA. It contains

records of all the vehicles which are roaming under its GFA. Then, IR is regenerated

depending uponwhich data is cached underwhich vehicle andGFA.Depending upon number

of matched GFAs, registry entries are created, Then, this newly generated registry entries are

unicasted to corresponding GFAs and then to vehicles. When a vehicle connects to a server,

then all its data cached and time stamp\dx; ts;COAV [ are recorded on server.Whenever a

server gets a request for data validation, then it also updates data residency in vehicle and its

time stamp ts as tcurr in its own records. Also, when a vehicle handoffs to the coverage area

which is under a different GFA, then the HA updates its registry and forwards the updated

Cooperative Gateway Cache Invalidation Scheme for Internet-Based... 1799

123



pages to the newGFAwhen a cached data item is updated in the vehicle. The same can also be

forwarded to the appropriate APs to further reduce the query latency, but it may generate an

extra overhead for the GFA, if a vehicle frequently moves among the coverage areas. So,

handsoff are managed using location agents and GFAs.

According to proposed CGCI technique, let us describe the query response and cache inval-

idation mechanisms. When a vehicle generates a query for data item dx, following procedure is

executed. Firstly, when it is cached in vehicle and is validated after getting registry entry from

HA or sending a DRP to AP, then acknowledgement packet is sent to vehicle directly to

validate the data cached. Then, vehicle replies to queried data fastly with cached data.

Secondly, when data is not cached in cache or not invalidated from AP or GFA, then DRP is

appended with COAAP and forwarded to GFA. DRP is checked with Valid Unified list. If

requested data request is matched with this unified list of neighboring GFAs, then request is

forwarded to neighboring GFA instead of sending it on server, and DRP is validated and

requested data is sent to corresponding GFAwhich sends it further to desired vehicle via AP.

Algorithm for GFAs with cooperation is given below.

To describe the functioning of cooperation of GFAs, a sequence diagram is given in

Fig. 2 having following set of sequence of steps.

Algorithm 1 GFA Cooperative Algorithm
1: Input w: Broadcast Time Window & w = n ∗ tbt. Server

Keeps Track of Update of Data
2: Output: Sending DRP to neighboring GFA or Re-

quested Data Page to Vehicle.
3: When GFA receives request from AP

DRQ matches Cached Data
4: Reply an Ack. to via AP
5: Append to request packet requested data is present in

neighbor GFA
6: Send this requested page to ighbor GFA
7: Send request packet to server
8: When GFA Receives request packet from neighbor

GFA then
9: Reply requested page to GFA
10: When GFA receives a reply packet from GFA then
11: Go to step 19
12: When GFA receives a reply packet from server then
13: Update its registry with updated page and store it in its

cache
14: Update list of valid pages.
15: When GFA receives an IR from HA then
16: Maintains list of updated pages for validation
17: After a fixed interval: Call Valid Unified List();
18:
19: Valid Unified List() {
20: Send list of stored pages to its neighbors
21: Receive list of stored pages from neighbors GFA
22: Create the unified list of stored pages of its own and

neighbors.
23: }
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Step 1.1 As vehicle request for data via AP, then the DRP is forwarded to GFA via AP.

Step 1.2 AT GFA, validity of requested data is checked. If found valid then.

Step 1.3 Reply with an acknowledgment packet and vehicle can reply with cached data.

Step 1.4 If not validated on GFA then.

Step 1.5 Append COAGFA to DRP as DRP;COAGFA.

Step 1.6 Then, GFA’s Valid Unified List is refereed to see if DRP is present on

neighboring GFA. If presented on neighboring GFA, then.

Step 1.7 Send this DRP;COAGFA to neighboring GFA.

Step 1.8 Neighboring GFA replies with data.

Step 1.9 Then, at parent GFA, registry is updated and page is saved to fulfill future

requests.

Step 1.10 GFA replies with requested page and vehicle can reply with it.

Fig. 2 Sequence diagram used for CGCI

Cooperative Gateway Cache Invalidation Scheme for Internet-Based... 1801

123



5 Analytical Model

In this section, we presented an analytical model for computing the cost of the proposed

cooperative gateway cache invalidation technique. In this model, we have computed the

cost for query reply using cooperation among neighboring GFAs thus providing mathe-

matical formulation for query response time, where arrival of queries and updates are

considered as a Poisson distribution.

5.1 Query Response Time and Uplink Requests

All the symbols used are listed in Table 2.

QRT ¼Phit � ðTimeSpent1Þ þ Pmiss

� ðTimeSpent2Þ
ð2Þ

where, Phit is probability of getting a hit of queried data on GFA, and Pmiss is probability of

getting a miss from GFA. TimeSpent1 is time spent when hit occurs in local cache of

vehicle for queried data and TimeSpent2 is Time spent when miss occurs in cache of

vehicle, when the data is looked from GFA, neighboring GFA, and server.

The TimeSpent1 is considered as a hit case, when queried data is in cache and is

validated from GFA via AP. So, query processing occurs twice on AP, i.e., to-and-fro of

data packets. Once query processing occurs on GFA, then twice query processing delay

incurred for Vehicle and AP to GFA has a factor 2 � k � N
ap
gfa þ wc

� �
and the combined

value is written as follows.

TimeSpent1 ¼ 2 � QPap þ QPgfa þ 2 � k

� N
ap
gfa þ wc

� � ð3Þ

Moreover, TimeSpent2 is the time spent during miss occurrence. It consists of cost of

looking data from neighboring GFA due to cooperation and cost of looking data from

server. So, in CGCI technique Pmiss, we can write as follows.

Pmiss ¼ PGFA þ PS ð4Þ

where, PGFA&PS are probability of finding data from neighbor GFA and probability of

finding such missed data on Server. So, TimeSpent2 can be given as below.

TimeSpent2 ¼Cmiss
queryðGFAÞ þ Cmiss

queryðSÞ ð5Þ

ðPmiss � TimeSpent2Þ ¼ PGFA � Cmiss
queryðGFAÞ

n

þPS � Cmiss
queryðSÞ

o ð6Þ

Here, Cmiss
queryðGFAÞ is total time spent for query data validation on miss occurrence from

neighboring GFAs, and Cmiss
queryðSÞ is total time spent for query data validation on miss

occurrence from server which is similar to ECCI [27, 38] scheme.

Moreover, Cmiss
queryðSÞ and Cmiss

queryðGFAÞ can be given in terms of delays of infrastructure

components as given below in Eqs. 7 and 8.
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Cmiss
queryðSÞ ¼ 2 � QPap þ 2 � QPgfa þ QPs

� �

þ N
ap
gfa � k þ Ns

gfa þ wc � k
n o

þ N
ap
gfa � k � nþ Ns

gfa � k � n
n

þ k � n � wcg þ wc � k þ N
ap
gfa � k

n o

þ k � n � wc þ N
ap
gfa � k � n

n o

þ 2 � QPgfa

ð7Þ

Cmiss
queryðGFAÞ ¼ 2 � QPap þ 2 � QPgfa þ QPs

� �

þ wc � k þ N
ap
gfa � k

n o

þ k � n � wc þ N
ap
gfa � k � n

n o

þ 2 � QPgfa

ð8Þ

So, Eq. 2 can be rewritten using Eqs. 3, 6, 7 and 8 in terms of delay constants of

infrastructure components and delay of neighboring GFA.

QRT ¼Phit � 2 � QPap þ QPgfa

�

þ 2 � k � N
ap
gfa þ wc

� ��
þ Pgfa � Cmiss

queryðGFAÞ
n

þPS � Cmiss
queryðSÞ

o
ð9Þ

As per Eq. 8, PGFA times the query miss is validated from neighboring GFAs instead of

getting valid data from server. So, it reduces the Uplink requests of validation of data

leaving upper side network less congested. h

6 Performance Evaluation

6.1 Simulation Settings

We have customized discrete event network simulator to evaluate the performance of the

proposed scheme. We have used simulator NS2.35 [44, 45] for simulation of the designed

scheme. We have considered a scenario consisting of wired and wireless connection with

hierarchical addressing, comprising of domains and clusters in network topology. We have

taken 10 Vehicles, 3GFAs,2 APs, 1 HA, and 1 server with all data items. We have

deployed 2 APs to cover area under a GFA and considered AP situated centrally. Then, ten

vehicles are deployed on a straight track with velocity of 30 km/hr which is suitable for

local city driving. We have considered 100 Mbps bandwidth of infrastructure network

considered in the proposed scheme, i.e., between Server and HA. Both update and query

arrival times are exponential distributed with query arrival and update as Poisson’s dis-

tributed. We have taken 10 % of total data D as hot data. The simulation parameters are

summarized in Table 3 as given below.
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6.2 Results and Discussion

To evaluate the performance of proposed CGCI technique, we have modified earlier

existing techniques to work in IVANET environment. We have considered the existing

benchmarked techniques for comparison as-No cache (NC), UIR, SAS, CCI, and ECCI

[27–29, 37] as described in Sect. 2. In NC scheme, all cache requests are satisfied from

server itself.

6.2.1 Effect of Object Update Rate

When object update rate increases on server, then cache miss ratio also increases on

vehicle side because most of the requested data items stored in the cache of vehicle are

invalid. Also, the number of Uplink requests sent to server increases, which has increased

query response time as queries are answered from server. This occurs in No Cache, UIR,

SAS,CCI and ECCI techniques but, in the proposed scheme, we have cooperation among

neighbor GFAs and they contain list of valid hot data. So, queried data can be validated

from GFAs instead of server. Moreover, round trip time of vehicle to GFAs is lesser than

vehicle to server for getting data from server. So, we have more chances of getting valid

data either from GFA or from neighboring GFAs in the proposed scheme.

sGFA � sserver:

So, majority of queried data requests are satisfied or validated from GFAs or through

neighboring GFAs. The Uplink requests are sent only for cold data query requests with

Table 3 Parameters used and
their values

Parameter Default value

Number of vehicles 10

Database size (D) 1000 data items

Cache size (Csize) 500 to 2500

Broadcast window size (w) 10

Broadcast time (L) 20 s

UIR times (m) 4

Data id (dx) 32 bits

Data size 2048 bits

Time stamp size 64 bits

Query arrival rate (Poisson’s Dist.), (Qrate) 2 queries/s

Object update rate (Poisson’s Dist.), (Urate) 5 objects/s

Distribution of query arrival times Exponential

Distribution of update arrival times Exponential

%age of hot data items (H) 10 % of D

%age of cold data items (C) 90 % of D (remainder)

Topography 670*670 m

Simulation time 1000 s

Routing protocol DSDV

No of GFA 3

No of AP 2

No of server 1
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reduced frequency in the proposed scheme which results a reduction in Uplink requests.

For reference, we have taken the base case of No Cache Scheme where query delay is very

large and higher number of Uplink requests exists.

• Impact on query response time-(QRT) Fig. 3 shows the variation of query response time

with object update rate of NC, UIR, SAS, CCI, ECCI, and CGCI. All the schemes have

lower AQRT for smaller values of object update rate. But, it increases with an increase

in Object Update rate in all the schemes. QRT is very large in NC case as it has no lacal

cache to respond even to frequently accessed pages. It increases sharply in case of UIR

because, with such larger update rates, the data in cache becomes invalid and more

Uplink requests are sent. In SAS, with higher update rates, the QRT becomes larger due

to longer IRs and historical IR data. In CCI and ECCI, it has reduced and not varied

sharply as it has considerations of hot data in cache and cooperation of location agent

and HA. But, in CGCI, the variation of QRT is not much as it has cooperation of GFAs,

queries can be replied instantly with updated page as data is sent along with IRs

otherwise can be resolved from cooperative GFAs

• Impact on Uplink requests In Fig. 4, with higher update rates, data in cache becomes

invalid in peer test case techniques. Once any miss occurs for queried data then in these

techniques data is brought only from the server, there is no intermediate component or

any cooperation to invalidate the data at lower ends to reduce the up link requests. Only

in ECCI technique, it has some lesser Uplink request as it’s GFA has an enhancement

of storing the popular hot data in it and it can respond directly to queried data in future.

So, in other cases, more Uplink requests are sent on server to validate a cache data. But,

in case of CGCI, as update rate becomes higher, but hot data is considered which has

more chances of being cached and due to cooperation among infrastructure components

updated data reaches to GFAs and cooperating GFAs validate the data of vehicles. So,

lesser Uplink requests are sent to the server in hierarchy.

• Impact on hit ratio As shown in Fig. 5 with higher update rates the hit ratio of all the

schemes is decreased. As in UIR, it is falling sharply with an increase in update rate. In

SAS, there is a sharp decrease of hit ratio. But in CCI, the hit ratio is not decreased

sharply as it has considered hot data cached in the cache of vehicles, whose updates are
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stored at corresponding GFAs by HA. In ECCI, the decrease in hit ratio is gradual as it

has GFA, which has stored hot data pages in it and respond on time. But in CGCI

technique, hit ratio is good and is not decreasing sharply as neighboring GFAs has

cooperation among themselves and data is validated from corresponding GFA and ite

neighboring GFAs after checking the meta data of Valid_Unified_List of GFAs.

6.2.2 Impact of Cooperative Approach

Techniques such as NC, UIR, SAS, CCI have no cooperation among infrastructure nodes

so they have larger query delays, more Uplink requests, more congestions and lesser hit

0 5 10 15 20
0

1

2

3

4

5

6

x 104

Object Update Rate(Objects/sec)

N
o.

 o
f U

p 
Li

nk
 R

eg
ue

st
s

NC
UIR
SAS
CCI
ECCI
CGCI

Fig. 4 Variation of no of Uplink
requests with object update rate

0 5 10 15 20
0

10

20

30

40

50

60

Object Update Rate(Objects/sec)

C
ac

he
 H

it 
R

at
io

 (%
)

UIR
SAS
CCI
ECCI
CGCI

Fig. 5 Hit ratio (%) with object
update rate

1806 R. Tiwari, N. Kumar

123



ratio. But, we have exploited the cooperation of neighboring GFAs in CGCI. So, coop-

eration has influenced effectively for hit ratio of data, i.e., data is validated and queries are

replied from local components now. As PGFA is the probability of finding data from

neighboring GFA so, there is an increase in the hit ratio. As queries are replied from lower

side of hierarchy, so upper side of the network is very less congested so it can scale the

workload. Hence, cooperation effect can be seen directly on query response time, hit ratio,

and Uplink requests.

6.2.3 Effect of Mean Query Arrival Time (MQAT)

When MQAT is smaller on server, i.e., more number of queries are generated per unit time,

then cache miss ratio increases on vehicle side because most of the requested data items

stored in the cache of vehicle are invalid due to limited size of cache and replacements.

Also, the number of Uplink requests sent to server increases, which increases the query

response time as queries are replied from server. This occurs in No Cache, UIR, SAS,CCI

and ECCI techniques but, in the proposed scheme, due to neighbor GFAs and their

cooperation, queried data can be validated from GFAs instead of server. So, majority of

queried data requests are satisfied or validated from GFAs or through neighboring GFAs.

The Uplink requests are sent only for non cached data query requests with reduced fre-

quency in the proposed scheme which results a reduction in Uplink requests.

• Impact on query response time-(QRT) Fig. 6 shows the variation of Query Response

Time with MQAT of NC, UIR, SAS, CCI, ECCI, and CGCI. All the schemes have

higher AQRT for smaller values of MQAT. But, it decreases with an increase in

MQAT in all the schemes. QRT is very large in NC case as it has no local cache to

respond even to frequently accessed pages. It decreases sharply in case of UIR because,

with such larger query rates, the data in cache becomes invalid and more Uplink

requests are sent. In SAS, with higher query rates, the QRT becomes larger due to

longer IRs and historical IR data. In CCI and ECCI, it has reduced and not varied

sharply as it has considerations of hot data in cache and cooperation of location agent
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and HA. But, in CGCI, the variation of QRT is not much as it has cooperation of GFAs,

queries can be replied instantly with updated page as data is sent along with IRs

otherwise can be resolved from cooperative GFAs

• Impact on Uplink requests In Fig. 7, with higher MQAT, data in cache becomes invalid

in peer test case techniques. Once any miss occurs for queried data then in these

techniques data is brought only from the server. There is no any intermediate

component or any cooperation to invalidate the data at lower ends to reduce the Uplink

requests. Only in ECCI technique has lesser Uplink request as it’s GFA with an

enhancement of storing the popular hot data in it so no more Uplink requests are sent on

server to validate a cache data. But, in case of CGCI, as query rate becomes higher, and

hot data is considered which has more chances of being cached and due to cooperation

among infrastructure components, data is validated from local devices So, lesser

Uplink requests are sent to the server in hierarchy.

• Impact on hit ratio As shown in Fig. 8 with smaller MQAT the hit ratio of all the

schemes is smaller. As in UIR, it is rising gradually with an increase in MQAT from 20

to 100 ms. In SAS, there is also gradual rise of hit ratio. But in CCI and ECCI, the hit

ratio has raised sharply as it has considered hot data cached in the cache of vehicles,

whose updates are stored at corresponding GFAs by HA. But in CGCI technique, hit

ratio is good and is not varying sharply as neighboring GFAs has cooperation among

themselves and data can be validated from corresponding GFA and after checking the

meta data of Valid_Unified_List of GFAs.

6.2.4 Impact of Cache Size on Average Query Delay, Uplink Requests, and Hit Ratio

Figure 9 shows the average query delay, Uplink requests, and hit ratio by varying the cache

size. As shown in the figure, with an increase in the cache size, there is a decrease in the

average query delay in all the schemes. But, the decrease in the average query delay is

more in the propose scheme as compared to the other schemes. This is due to the fact that

proposed scheme used a cooperative approach from the nearest locations so that in case of
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emergency situations, contents can be retrieved from the nearest locations as per the

demand. This reduces the average query delay in the proposed scheme. None of the other

existing schemes have used the cooperation from the nearest locations which causes a

longer delay in accessing the contents from a particular location.

Figure 10 shows the variation of Uplink request with variation in the cache size. With an

increase in the cache size, the Uplink requests are decreased but the proposed gateway

cooperative scheme has the least Uplink requests as compared to the other schemes of its

category. This is mainly due to the reason that there is a cooperation among the nodes

while sharing the content for caching in the proposed scheme which is missed from most of
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the existing schemes in the literature which results an improved performance of the pro-

posed scheme as compared to the other existing schemes.

Figure 11 shows the variation in hit ratio with varying cache size. As shown by the

results obtained, with an increase in the cache size, cache hit ratio is highest in the

proposed scheme as compared to the other schemes of its category. This is mainly due to

the reason that the proposed scheme is cooperative with support from the nearest gateways

which results an increase in the cache hit ratio with a decrease in broadcast time and

Uplink requests. None of the other existing schemes in literature have used the cooperation

from the gateway for sharing the contents among themselves. Moreover, in the proposed

scheme using the cooperation from the gateway, cache invalidation is done periodically

and the notification of the same is brodcasted which makes the proposed scheme effective
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as compared to the other existing schemes. Hence, there is an improvement in the cache hit

ratio in the proposed scheme as compared to the the other existing schemes in literature.

Table 4 shows the percentage improvement of proposed scheme in comparison to CCI

and ECCI schemes with respect to parameters Query Response Time, Up link requests, and

Hit Ratio. We have considered approaches which are much closer to the proposed CGCI

scheme, i.e., the behavior of the selected schemes is almost similar to the proposed scheme.

Table 4 clearly shows that the proposed scheme performs better than the other schemes of

its category with respect to metrics such as QRT, Uplink requests, and hit ratio.

We have considered all test case approaches with our CGCI scheme. Then, we have

shown improvements in various parameters due to which the proposed technique has an

upper edge from other peer techniques. Table 5 clearly shows that the proposed scheme has

incorporated more features in it for performance improvement, better than the other

schemes such as cooperation of infrastructure components, cooperated GFA, faster query

response time and higher hit ratio due to consideration of hot data.

7 Conclusion

In this paper, we proposed a new cooperative GFA Cache Invalidation scheme called

Cooperative Gateway Cache Invalidation Technique (CGCI) for IVANET Environment

that overcomes the higher query response time and more number of Uplink requests

problems found in the existing state-of-the-art schemes in literature. The proposed scheme

includes stateful server, thats keeps track of updates of data and generates IR which is

broadcasted to HA which in turn, unicast the updated data to GFA and to the vehicles. The

proposed scheme has taken benefits of cooperation of neighboring GFAs which store the

hot data fetched from server on any query reply. The proposed scheme works faster with

cooperation of GFA, so queries are replied faster from cache or GFA which reduces the

number of Uplink requests. To evaluate the performance of CGCI, exhaustive simulations

are performed by varying the parameters such as-update rate query response time, Uplink

Table 4 Percentage improvement of CGCI over other existing schemes

Metrics In comparison with CCI [27] In comparison with ECCI [38]

QRT 1.12 times faster 043 times faster

Uplink requests 55.1 % lesser 31.2 % lesser

Hit ratio 24.4 % higher 11.7 % higher

Table 5 Features comparison table of various schemes

Features CGCI [proposed] UIR [28] SAS [29, 30] CCI [27] ECCI [38]

Cooperation 4 7 7 4 4

GFA cooperation 4 7 7 7 7

Faster query response 4 4 7 7 4

Higher hit ratio 4 7 7 7 7

4 Represents scheme has incorporated this feature

7 Represents scheme has not incorporated this feature
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requests hit ratio, and broadcast time. Results obtained show the effectiveness of proposed

CGCI scheme over other state-of-the-art schemes such as-UIR, SAS,CCI and ECCI.

In the future, we will test the performance of the proposed scheme in environments

where mobility rate is higher than 30 km/h for urban areas. Moreover, P2P cooperation of

the proposed scheme would also be evaluated with respect to different network parameters.
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