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Abstract Although security services depend on the key management system, they do not

specify how to exchange keys securely. Many security-critical applications depend on key

management processes to operate but also demand a high level of fault tolerance when a

node is compromised. Due to constraints on wireless sensor networks (WSNs) traditional

security mechanisms cannot be applied directly. Moreover, to be robust, the key man-

agement protocol should not only be lightweight but also should support both pairwise and

group-wise communications. In this paper, we propose an efficient key management

protocol for WSNs that provides support for both pairwise and group-wise key manage-

ment. We have implemented our scheme in the TelosB mote and present some ex-

perimental results on computational, communication, energy and storage overheads. We

compared the performance with other symmetric and public key based key management

protocols used in WSNs. The results show our protocol is efficient in terms of computation,

communication and energy overhead. It can update both pairwise and group keys to

support key revocation, key refresh and new node addition.
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1 Introduction

A wireless sensor network (WSN) is an emerging network technology that will take the

convenience of using networks one step further. In such networks, tiny battery operated

wireless sensors are deployed typically in harsh environments to monitor and collect

continuous, real-time data such as temperature, moisture, light intensity, pressure, etc. All

the wireless sensor nodes send the collected data to a base station node either directly or

via other sensor nodes. The base station node then sends the data to a remote location via

the Internet or a WiMAX network for further processing.

The proliferation of advanced research in this area shows the possibility of deploying

this kind of network in numerous applications ranging from monitoring the growth of the

crops to crucial military operations. However, WSNs are prone to many types of malicious

attacks, such as impersonating, masquerading, interception, denial-of-service attacks.

Therefore, the practical deployment of the technology is not possible without considering

the security implications of the technology.

Providing security in WSNs is a challenging task because of its characteristics such as

low power sensor nodes, wireless communication medium, limited computational power,

lack of infrastructure and topology, dense network size, and unattended deployment mode.

Due to the different types of constraints, other existing security mechanisms for wired

networks cannot be adapted to these networks directly. Many security services depend on

cryptographic operations such as encryption and decryption, which require a key to be fed

in to perform the operations. A critical task of key management is to establish and manage

the key between the pair of sensor nodes. Although, security services depend on the key

management system, they do not specify how to exchange keys securely. This leaves open

the key management problem that is the focus of much recent research.

In WSNs, many security-critical applications depend on key management processes to

operate, but also demand a high level of fault tolerance when a node is compromised.

Moreover, depending on the deployment, WSNs require a node-to-node (pairwise) and

group-oriented communication. To facilitate these modes of communications a robust,

lightweight yet secure security protocol is necessary.

In the recent past, many researches such as [6, 30, 31, 33] have focused on finding a

distributed low cost pairwise key establishment techniques that can survive node com-

promises. However, very few works [23, 29] address both the pairwise and group oriented

key management problem together. Moreover, new node admission problem, key revo-

cation and periodic key material update have received very less attention, whereas these

tasks are very crucial to keep the network operational for longer periods of time.

In this paper, we propose a new, efficient key management protocol that combines both

the pairwise key and group key establishment together. In addition, our protocol facilitates

the new node addition, and key revocation or refresh without compromising the security.

Our protocol is fast, requires very little memory and data exchange. This makes it suitable

for dynamic sensor networks where the key computation must be achieved quickly and

cheaply.

The rest of this paper is organized as follows. We discuss the review of related

works in Sect. 2. Section 3 presents our proposed key management protocol. Sections 4

and 5, describes the security and performance analysis of our proposed protocol. We

compare the performance of our scheme with other schemes in Sect. 6. Finally, we

conclude in Sect. 7.
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2 Related Work

In this section, we first present some related works on key management in WSNs and then

we discuss the background necessary to understand our proposed scheme and finally we

summarize our main contributions.

2.1 Literature Review

A key management protocol is one of the first requirements for setting up a secure com-

munication in a WSN. A nave solution like the use of a single network wide key would not

work in WSNs because compromising one node in the network, which is the most common

type of attack in WSNs, will expose the network wide key [23, 33]. To overcome this

problem, the pairwise keying model employs n� 1 keys in each node in the network.

Where n is the total number of nodes in the network. Although, this scheme performs well

for a small sized network, for a large network this scheme becomes impractical. Moreover,

the new node addition is a big concern since all the other nodes must store the key of the

newly added node in order to communicate with this node. Similarly, key revocation and

refreshing processes also suffer from the scalability issue. The group keying model

combines the features of single network keying and pairwise keying mechanisms. Within a

group, communications are performed using a single shared key similar to the network

keying, but, communications between groups employ a different key between each pair of

groups in a manner identical to the pairwise keying scheme. This scheme has better

resilience against node capture and better scalability than the single network keying

scheme and pairwise scheme respectively. However, the problem with this scheme is that it

is difficult to set up and the formation of the groups varies with applications.

Public key cryptography (PKC) such as Rivest, Shamir, and Adleman (RSA) or elliptic

curve cryptography (ECC) has been used in Internet for solving the key management

problem. However, due to its high-energy consumption and storage requirements, it is not

suitable for many WSN architectures. Besides, authentication through certificate verifi-

cation is computationally expensive for WSN nodes. In contrast, symmetric key based

schemes are efficient in terms of computation and energy consumption. Therefore, sym-

metric key based schemes are widely used in WSNs. However, the challenge, in this case,

is to provide a balance between the key storage and maximum secure connectivity.

Many researchers have tried to solve the key storage problem by considering the pre-

deployment knowledge in the key management scheme. For example, [16] and [32] re-

spectively propose key management schemes using the Gaussian distribution for deploy-

ment knowledge and location knowledge for relatively static sensor networks. On the other

hand, a mix of heterogeneous node capabilities in terms of memory and computational

power is considered for key management protocols such as [6, 11, 19, 27].

Eschenauer and Gligor in [8] propose a random key pre-distribution scheme based on

probabilistic key sharing among the nodes of a random graph. In this scheme, initially,

every node randomly selects a subset of keys from a large key pool and stores the keys and

their identities in memory. If two neighboring nodes want to communicate securely, they

first exchange and compare the list of identities in their key-chains. If they happen to find a

match, then they can establish a direct secure link between these them, otherwise they need

to select some intermediate nodes with a common key between the two sensor nodes to

establish a common session key. That session key is then used as the path key to the

selected sensor-node pairs. This approach is better in terms of resilience to node capture

An Efficient Pairwise and Group Key Management Protocol for… 2037

123



since in case a malicious attacker captures a node it only reveals a subset of keys. However,

this scheme still requires a large number of keys to be stored in the sensor node and a large

number of messages need to be exchanged between the nodes to get shared key. Moreover,

this approach does not define any process for revoking and refreshing keys. Many re-

searchers have taken this approach and modified it for better performance [5, 6, 34].

However, in all of these schemes, a small portion of compromised nodes affects a large

portion of networks since every node compromise rapidly increases the fraction of affected

pairwise keys.

Bloms key distribution approach [2], which is also a special case of Blundo et al. [3]

polynomial based key generation scheme allows any pair of nodes in a network to be able

to find a pairwise secret key. This approach is unconditionally secure and can tolerate up to

k compromised nodes without breaking any security of the network. Lui and Ning [16]

combine the Blundos scheme [3] with the Eschenauer and Gligor scheme [8] to increase

network resilience to node capture attack. Similarly, Du et al. [6] developed a multi-space

random key pre-distribution scheme, which combines the Eschenauer and Gligor scheme

[8] and the Blom scheme [2] to substantially improve network resilience against node

capture over existing schemes, without increasing the memory overhead. In addition, Mee

et al. proposed a symmetric key pre-distribution scheme [30, 31] suitable for WSNs by

modifying the Blom scheme [2] to use multiple-keys. However, all these schemes are more

complex and increases the overhead cost. In addition, they lack the key revocation or key

refresh process.

Although all the above works discuss efficient schemes for key management, very few

works [23, 29, 33] have been done on group key management along with pairwise key

distribution using the same secret key materials. Moreover, key material refresh, updating

the key for group membership change, new node addition, and key revocation issues are

not addressed in many papers.

2.2 Background: Blom’s Scheme

Blom presented a key distribution method [2] that allows any pair of nodes in a network to

be able to find a pairwise secret key as long as no more than k nodes are compromised. It

involves two phases, key pre-distribution and key agreement.

2.2.1 Key Pre-distribution Phase

In this phase, the base station first constructs a ðkþ 1Þ � N matrix G over a finite field

GF(q), where N is the number of nodes in the network and GF(q) is a prime number large

enough to accommodate the key size. The matrix, G, is considered public information and

everyone including adversary may have information about it. Then the base station creates

a random ðkþ 1Þ � ðkþ 1Þ symmetric matrix D over GFðqÞ, and computes N � ðkþ 1Þ
matrix A ¼ ðD � GÞT , where ðD � GÞT is the transpose of ðD � GÞ. Matrix D is the secret

information and should not be disclosed to anyone (although only one row of A will be

distributed to each sensor node). It is easy to see that since D is symmetric matrix, the key

matrix K ¼ A � G can be written as:

K ¼ A � G ¼ ðD � GÞT � G ¼ GT � DT � G ¼ GT � D � G ¼ ðA � GÞT ¼ KT ð1Þ

This means that K is also a symmetric matrix. Therefore, Kij ¼ Kji, where Kij is the element

of the ith row and jth column. Node i uses Kij and node j uses Kji as pairwise key to
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communicate with each other. Figure 1 depicts an illustration of the pairwise key Kij ¼ Kji

generation process. Finally, the base station distributes, for k ¼ 1. . .N : kth row and kth

column of matrix A and G respectively to node k as its key material.

2.2.2 Key Agreement Phase

When any pair of nodes, i and j want to find a pairwise key between them, they first

exchange their columns of G matrix, then they can compute Kij and Kji, respectively, using

their private rows of A. Note that the exchange of the columns of G matrix can take place

in plain text since G is public information. It has been shown in [2, 3] that the above

scheme is k-secure when any kþ 1 columns of G matrix are linearly independent such as

Vandermonde matrix.

2.3 Our Main Contributions

The original Blom’s scheme [2] was not proposed for sensor networks. Therefore, to use it

in resource constraint WSNs, we have modified the original Blom’s scheme such that

without any message exchange and only knowing each other IDs, any pair of nodes is able

to generate pairwise keys. The modification reduces significant memory and communi-

cation overheads from the original Blom’s scheme while retaining all the benefits of the

original scheme, i.e., mutual authentication, simple computations, and little energy con-

sumption. In addition, we have proposed mechanisms for key material update/refresh, new

node addition, and node revocation mechanisms. We have also presented a dynamic, on-

the-fly secure group key generation mechanism that uses the pairwise keys. This makes it

flexible and especially suitable for many sensor network applications where the nodes are

mobile and must support light-weight pairwise and group-wise communications.

3 Proposed Scheme

In this section, we introduce our proposed key management protocol. In our protocol, we

assume that all sensor nodes have similar characteristics in terms of memory, processor,

radio range, and power consumption, except the base station (BS), which is a trusted and

powerful node with its own power source. In addition, in case of the group key generation,

we assume that the clock speed of the node is loosely synchronized with the bases station

node’s clock. We do not assume any pre-deployment knowledge of the network, i.e., our

Fig. 1 Pairwise key generation in Blom’s scheme
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protocol should work in any heterogeneous deployment mode. In addition, our protocol

does not assume any particular network topology. In other words, our protocol should work

on both the flat and hierarchical networks. In our proposed protocol we have used the

modified Blom’s scheme for both pairwise and group-wise key management.

3.1 Pairwise Key Management

Pairwise key generation involves the following phases in our protocol.

3.1.1 Key Pre-distribution Phase

Our key pre-distribution phase is similar to the key pre-distribution phase of modified

Blom’s scheme, except for constructing G matrix, we used linearly independent Vander-

monde matrix [17]. Although any linearly independent matrix can be used for generating

the G matrix, we have chosen Vandermonde matrix because it is easy to generate and

distinct node IDs can be used as seeds to generate it. Therefore, in our scheme, we use the

node IDs as seeds for constructing G matrix. Since all node IDs are distinct, they constitute

a linearly independent matrix. Figure 2 illustrates the construction of the G matrix.

Selecting G as Vandermonde matrix with node ID as seeds provide twofold benefits in our

scheme: (1) each node now does not need to store the whole column of G matrix; instead

knowing the ID (i.e., seed for that column), it can compute the whole column, (2) when a

pair of nodes want to find a pair-wise key between them, they do not need to share the

columns of the G matrix beforehand. This modification greatly reduces the communication

overheads of our protocol.

3.1.2 Key Agreement Phase

In our scheme, we do not require a key agreement phase. When a node i want to send a

secure message to node j, it will encrypt the message using key Kij. To generate the key Kij,

node i will perform the following steps:

1. Generate the column ColjðGÞ of G matrix using node ID j as the seed.

2. Then compute Kij ¼ ColjðGÞ � RowiðAÞ, where RowiðAÞ is the ith row of matrix A, in

other words the secret key materials of node i, and ColjðGÞ is the jth column of matrix

G.

When node j will receive encrypted message from node i, node j will perform the same

steps and compute the key Kji. Since Kij ¼ Kji, node j can use Kji to decrypt the message.

Fig. 2 Example of G matrix
construction
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However, without knowing the private information of node j, no other node can compute

Kji.

3.1.3 Key Revocation/Refresh

Key revocation and key refresh are very important parts of any key management scheme.

Given an indefinite time, it is easy to compromise a network if it does not refresh the key

periodically. In addition, to continue with normal network operation, the key needs to be

revoked once a compromised node is identified. In our scheme, the base station can revoke

the keys of the compromised nodes. We assume that with the help of intrusion detection

systems, such as [22, 24], the compromised nodes can be detected and a list of compro-

mised nodes, R is sent to the base station. Let us say, R ¼ ðn1; n2; . . .; nrÞ are the ID’s of the
compromised nodes in the network. The base station then initiates the key revocation

process as follows:

1. It generates a new random ðkþ 1Þ � ðkþ 1Þ symmetric matrix �D over GFðqÞ, and
computes an N � ðkþ 1Þ matrix �A ¼ ð �D � GÞT , where ð �D � GÞT is the transpose of

ð �D � GÞ.
2. It then generates a bit vector X of length N, where N is the number of nodes in

network, such that X½i� ¼ 0 if the node ID i is in R, 1 otherwise.

3. Then it computes the N � ðkþ 1Þ matrix H ¼ �Aþ A, and performs RowiðHÞ � X½i�,
where RowiðHÞ are the elements of the ith row of H.

4. For each non-revoked node i, the base station computes:

Mi ¼ ikEkðKii;RowiðHÞÞkMACðKii; ikEkðKii;RowiðHÞÞÞ ð2Þ

where k is the message concatenation and Kii is computed as ColiðGÞ � RowiðAÞ.
Ek is any suitable symmetric encryption algorithm for WSNs using Kii as key.

5. Finally, the BS computes M ¼ MkMi, where i 62 R and broadcasts RkM. The base

station then updates D as �D for future revocation.

6. When a non-revoked node t receives the revocation broadcast, it extracts its own

share, tkEkðKtt;RowtðHÞÞkMACðKtt; tkEkðKtt;RowtðHÞÞÞ from the broadcast

message. It then computes:

V ¼ MACðKtt; tkEkðKtt;RowtðHÞÞÞ ð3Þ

where Ktt is determined by the node’s private share as: ColtðGÞ � RowtðAÞ. If V
matcheswith the receivedMAC, then itmeans the broadcast have come from the base

station node. After this, the node decrypts the encrypted part,EkðKtt;RowtðHÞÞ using
Ktt and updates its private share as RowtðAÞ ¼ RowtðHÞ � RowtðAÞ. Otherwise, it
discards the broadcast message. It is easy to see that after the update is done, the non-

revoked node stores Rowtð�AÞwhereas the revoked node will not be able to update its
key share and therefore will be unable to take part in future communications with

non-revoked nodes. Note that if an attacker captures the broadcast message of the

base station and then replays it at a later time, the calculation of

V ¼ MACðKtt;RowtðHÞÞ, will not match with the replayedMAC, since the node has

already updated its share to a new authentic share by updating the Ktt value. As a

result the node would reject any replayed broadcast and thus prevent replay attack.

The key refresh is a special case of key revocation with R being an empty list. If for any

reason the broadcast message is corrupted or a non-revoked node cannot establish a key
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with other node then that non-revoked node would send request to the base station node

and the base station node would resend the share update for that node as a separate

message.

3.1.4 New Node Addition

To add a new node, the base station pre-loads the seed value (i.e., node ID) and private

secret key shares to the new nodes memory. For the sake of simplicity, let us assume that

the new node ID is N þ 1, and then the private secret shares for node N þ 1 can be

computed as follows:

1. Extend the matrix G by adding a new column using N þ 1 as the seed.

2. for i ¼ 1 to k
for j ¼ 1 to k
nr½i� ¼ nr½i� þ D½i�½j� � G½i�½N þ 1�
where nr is the private secret share of node N þ 1.

An illustration of the new node addition process is shown in Fig. 3.

3.2 Dynamic Group Key Management

Many WSNs applications such as network and environmental monitoring, air quality

monitoring, forest fire detection, etc., require that the data gathered at individual nodes can

be pre-processed in the network, e.g., correlating related data, compressing, or filtering.

These kinds of applications may require temporary group of nodes to cooperate with each

other by forming a dynamic group. To facilitate such requirement our protocol can be used

to form a dynamic secure group.

3.2.1 Group Key Generation

In our protocol, the base station is responsible for initiating a dynamic group creation. Let

us assume that the BS wants to initiate a group Gm with the group members

Fig. 3 New node addition mechanism
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fn1; n2; . . .; nmg, where ni: i = 1, ..., m, is the node ID. BS then performs the following steps

to create and distribute the group key Gk for group Gm:

1. The BS randomly selects a group key: Gk.

2. Then for each member node ni, it computes:

Yi ¼ ni k EkðKii;GkÞ k TS k MACðKii; ðni k EkðKii;GkÞÞ k TSÞ,
where ni is the ID of the ith group member node, Kii is computed as ColiðGÞ � RowiðAÞ,
and TS is the current timestamp added to protect against reply attack.

3. The BS then broadcast Mg ¼ ðn1; Y1Þ k ðn2; Y2Þ k . . . k ðnm; YmÞ .
4. Receiving the broadcast message Mg, the group member node nt, first extracts its share

Yt and verifies the integrity of the broadcast by computing V ¼ MACðnt k
EkðKtt;GkÞ k TSÞ and comparing it with the received MAC. Note that node nt can

compute Ktt using it’s private share as ColtðGÞ � RowtðAÞ. If V matches with the

received MAC, then the broadcast is authentic. Next, it checks the received timestamp

value and accept the broadcast message if the timestamp is within a reasonable

threshold value. The threshold value can be pre-determined or agreed upon by

synchronizing the clock. For example BS can periodically broadcast the time on its

clock together with a MAC. Once this step is passed, the node then decrypts the group

key Gk using the key Ktt from the encrypted portion of Yt.

3.2.2 Group Key Update

Any group key management scheme should satisfy the following basic security require-

ments, namely, group confidentiality: only group member nodes will be able to take part in

the group communication, forward secrecy: ensuring that a group member node will not be

able to derive any future session keys from its known key once it leaves the network, and

backward secrecy: ensuring that if a new node joins the network it will not be able to

derive the previous session keys from its current key. Therefore, group keys should be

updated if a node’s key is revoked or a new member in the group is added. In our protocol,

a group key can be easily updated by selecting another new group key and broadcasting it

to the group members.

4 Security Analysis

We proposed an integrated pairwise and group-wise key management protocol. In this

section we present the security analysis of our scheme. We also present how our protocol

can withstand some common security threats on WSNs.

4.1 Pairwise Key Distribution

Since we use the Blom’s scheme as our central mechanism for pairwise key management,

it follows from the Blom’s scheme that our scheme is unconditionally secure as long as no

more than k nodes are compromised [2, 3]. In other words, since the pairwise key is

different for each pair of nodes, the discovery of less than k captured keys does not reveal

any information about the keys of non-captured nodes and therefore the whole network is

not compromised. To compromise the entire network an adversary need to capture k nodes

and get their private information from the memory. If k is sufficiently large, then it is very
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difficult and in some cases impossible for the adversary to capture all the k nodes and

collect their private information from the memory. Moreover, the key refresh mechanism,

proposed in our scheme, puts a time bound on the adversary and makes the whole network

more secure. This is due to the fact that after the key refresh phase, the pair-wise keys are

refreshed to generate completely new keys. Thus, an adversary now has to capture k nodes

between two key refresh phases to breach the security of the entire network, which is

difficult.

The key refresh or revocation process is also very secure because only the base station

node is allowed to initiate the key refresh/revocation process. Note that the base station is

assumed to be trusted and powerful in our system and only base station nodes possess the

knowledge of all private keys of all the nodes in the network. Any broadcast message from

base stations is encrypted with the current private key of each non-revoked node so that

intruders cannot gain any knowledge about previous or new values of the private key share.

Apart from general security discussion, in the following sections we present how our

protocol can withstand some specific security threats.

4.1.1 Spoofed or Reply Attacks

In this type of attack, an attacker sniffs the wireless communication channel to capture data

and at a later point of time replays the captured message to gain unauthorized access or

make the system de-synchronized. In our scheme, only knowing each other’s ID and

without any message exchange, communicating parties can generate a secret symmetric

key. Therefore, an attacker cannot capture and replay messages. However, in the key

refresh phase, the base station node sends key update materials to all the nodes in the

network. A malicious attacker may capture this update message and replay it later to

launch a de-synchronization attack. To prevent such an attack, note that the base station

nodes, compute the message digest of the new share update data using the current private

key of each node and attach that digest along with the encrypted new share update data.

Upon receiving the broadcast message, every node decrypts its own private share update

data and then checks the integrity by computing the message digest of that data using its

current private key. If the computed message digest does not match with the received

message digest then that node discards the broadcast as rouge and hence prevents replay

attack.

In the case of group creation, we prevent reply attack by including different timestamps

with different group creation broadcasts. Both the timestamp and the broadcast are au-

thenticated by computing a MAC using the members private keys, which makes it immune

form unauthorized modifications. Before accepting any group creation broadcast, the

member node verifies that the timestamp is within a predetermined threshold or not. If the

threshold value is small (few hundred milliseconds), it is very difficult for an attacker to

copy and reply the message within the short time span.

4.1.2 De-synchronization Attacks

A de-synchronization attack is launched with an intention to make communicating parties

reach at a different state in their protocol, where they cannot find common credentials for

the communication. In the proposed system, an attacker may prevent key refresh/update

broadcast message to be reached to a particular node. As a result, all nodes will update

their key materials, except that particular node. Consequently, the other nodes will not be
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able to establish a shared key with it. This would lead to a de-synchronized state in the

system.

To overcome such a situation, when a non-revoked node is unable to establish a shared

key with other non-revoked node, it sends a request to the BS node to resend the key

update/refresh materials for both nodes. For instance, assume node i wants to send an

encrypted message to node j. Node i uses it’s currently held key Kij for the encryption and

computesMAC of the message. Then, it sends the encrypted message and the MAC to node

j. When node j receives this message, it first decrypts the message and computes MAC of

the received message. To verify the integrity of the message, node j then compares the

computed MAC with the received MAC. If they do not match, then there might by two

cases; (1) the key materials used for computing Kij or Kji are different on either side, or (2)

some intruder may have modified the message in transit. In both cases, the receiving node,

(i.e., node j) sends a request to the BS node to resend the key material update/refresh for

both nodes.

Upon receiving such request, the BS node, first keeps a record of the request and queries

both nodes for their current key material values. Once the current key material values are

identified, BS node resend the key update/refresh materials to both nodes separately. If the

BS node receives two such requests within a certain period from the same set of nodes,

then it initiates intrusion detection system for that part of the network to determine if the

network is under attack. Thus, even though we cannot completely prevent the de-syn-

chronization attacks, we can detect and recover from it.

4.1.3 Denial-of-Service Attacks

Denial-of-Service (DoS) attack is very difficult to prevent in any system. It is done with the

intention of disrupting the availability of legitimate services. Many DoS attacks require

man-in-the-middle (MiM), where an intruder can actively capture and modify/drop the data

packets. In our scheme, all the broadcast and unicast message transfers are sent encrypted

and aMAC is attached to identify any modifications. If an attacker deliberately changes the

broadcast message to something meaningless with an intention to launch a denial-of-

service attack, then our system can overcome this situation after detecting a mismatched

message digest or being unable to establish a key with other non-revoked node. In that

case, it can request the base station to resend the share update. If multiple phenomena are

detected, where integrity check fails, nodes can request BS node to trigger intrusion

detection system to identify any potential threats.

4.1.4 Physical Node Capture Attacks

As WSNs are deployed in unattended mode, capturing and reading the memory con-

tents of a node is very easy for an attacker. Without any physical protection on the

nodes, this kind of attack is challenging to prevent. However, our scheme provides

better resilience to node capture attack, since we only store partial key materials in the

memory of a node. If an intruder captures and reads the memory contents of a node, it

can only compromise messages that are transferred between that node with other nodes.

However, the attacker will not be able to compromise the communication of any other

set of nodes. To compromise the entire network, the attacker needs to capture and read

the memory of k nodes within a short period of time, which makes it hard in the

context of WSNs.
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4.1.5 Forward and Backward Secrecy

In the case of group creation, the group key is randomly chosen. Any non-group member

node cannot decrypt the group key from the group creation broadcast message, since the

pairwise key that is used for encrypting the group key would not match with the non-

member’s key. Therefore, non-group member node cannot take part in the group com-

munication. In addition, the pairwise key between any two nodes is different; hence the

non-group member nodes have no information about the pair-wise keys of group member

nodes.

Our scheme provides perfect forward and backward secrecy. On the one hand, the group

key, Gk, which is unique and random, is updated once a node is added or deleted to or from

the group. As a result, the knowledge of the previous key does not help in deriving the new

group key and hence a deleted node cannot decrypt any future group communications. On

the other hand, a newly added node cannot derive previous group keys from the new key

since there are no practical relationships among them. Therefore, a newly added node

cannot decrypt any previous group communications.

4.1.6 Black Hole and Worm Hole Attacks

In a black hole attack, an intruder captures some nodes and reprograms them not to forward

any packet to other nodes. Thus any packets that passes through the captured nodes are not

delivered to the destination node, creating a black hole region in the network. The worm

hole attack is also similar to black hole attack. In this attack, an attacker receives packets at

one point in the network, tunnels them to another point in the network, and then delivers

the received packets into the network from that point. Both these attacks are easy to launch,

but difficult to prevent. Essentially these attacks are another from of DoS attack effective

on network layer, that can affect routing protocols, aggregation of data and location based

services.

Our scheme provides a key management service that can be used in different layers of

the protocol stack including network layer to help prevent black hole or worm hole attacks.

For example, many well known techniques for preventing black hole and worm hole

attacks in WSN such as watchdog and pathrater [18], packet leash [10], multipath hop-

count analysis [13], time-base mechanism [7] etc. can use our scheme to provide a secure

authenticated communication channel between neighbor nodes. This in turn will strengthen

these protocols to provide better protection against black hole and worm hole attacks.

5 Performance Analysis

In this section we present the performance analysis of our scheme in terms of memory

usage, communication cost, energy and computational overhead. We implemented our

scheme on TelosB motes, the latest research oriented mote developed by UC Berkeley

[26]. TelosB has MSP430 microcontroller which incorporates an 8 MHz, 16-bit RISC

CPU, 48K bytes flash memory (ROM) and 10K RAM. The RF transceiver on TelosB is

IEEE 802.15.4/ZigBee compliant, and can have upto 250 kbps data rate. We have used

NesC programming language to implement our protocol on TinyOS [14]. The key size

GFðqÞ is chosen as 64-bits, where q is a large prime number that require 64-bits to store.

The 64-bits key size was chosen because TinySec [12], which is a fully implemented
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protocol for link-layer cryptography in sensor networks, currently uses a 64-bit key. The

results were obtained for various cases of k. To improve the accuracy of our results, we

repeated the simulations at least 50 times. Table 1 shows a summary of the overheads of

our proposed scheme.

5.1 Parameter Setting

Our proposed scheme has a setup tasks that BS node performs at the network setup phase.

To simplify the experiments, we have simulated the setup phase and preloaded the private

key shares in the code, so that we can use more RAM for other variables. In our ex-

periments, we kept the code to the bare minimum, key computation and turning on the

LEDs at the start and end of the process. When the program runs, it lights up an LED,

computes the pairwise key, and lights up another LED on completion.

5.2 Memory Overhead

The most memory overhead in our proposed protocol comes from the fact that every node

need to store ðkþ 1Þ 64-bits numbers as pre-loaded secret. With k ¼ 100, each sensor

node needs to store ð101� 8 bytesÞ ¼ 808 bytes of memory which is less than 10

5.3 Energy Overhead

We also estimated the energy consumed in the key computation process. In general, the

energy consumption E can be calculated by

E ¼ U:I:t ð4Þ

Here U is the voltage, I is the current drawn during an operation and t is the time duration

of an operation. Several energy models for measuring energy consummations on WSNs are

proposed in literature [9, 20, 21, 25]. All of these models use the modular approach, which

requires the decomposition of power consumption into elementary factors contributing to

the overall energy consumption. It is relatively easy to find the current drawn by the

complete node on a commercially available motes, however, measuring the power of

individual components is generally difficult and often requires special experimental plat-

form [1]. The authors in [21], conducted a module-based energy measurement on a TelosB

platform and extended the current consumption chart of the individual components present

Table 1 Overheads on our scheme

Overhead Memory Communication Computation

Pair-wise key generation ðkþ 1Þ � q Zero Evaluation of k-degree
polynomial

Key revocation/refresh ðkþ 1Þ � q One broadcast, size: N � ðkþ 1Þ � q 1H; ðkþ 1Þ �M
New node addition ðkþ 1Þ � q Zero Zero

Group key generation q One broadcast, size: ðGS � qÞ þ c 1H, 1decryption

M Multiplication, H Hash computation, c Constant value, GS Group size, q size of key in bits
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in a TelosB mote. To estimate the energy consumption of our protocol we used the energy

consumed by different individual components on TellosB from [21].

TelosB motes are powered by two AA batteries, so U is approximately equal to 3 V.

The current-supply value ðIÞ varies in different operations as shown in Table 2 abstracted

from [26]. In a TelosB mote, apart from the full active mode, the micro controller can be

configured to operate in five different states [21]. However, the authors in [21] show that,

the highest current is drawn when the micro controller is in the full active mode. In

addition, the rest of the states result in current draw reduction that could provide only

marginal difference in a typical WSN application. Therefore, in our calculations, we have

considered the upper bound, which is the full active mode for the micro controller with

4 MHz CPU clock cycle. To calculate the energy of different phases of our protocol, first

we compute the processing time of each phase, then use the above equation to calculate

energy consumption. If no data transmission is required, then we use the current draw

metric as normal ‘‘Micro Controller Unit (MCU) on, Radio off’’ mode of data processing

with 4 MHz CPU clock. For example, to compute a 64-bit 32-degree polynomial on a

TelosB mote, with the ‘‘MCU on, Radio off’’ mode, it takes about 16.8 ms, therefore, the

power consumption for this operation is calculated as: E ¼ 3� 1:8� 16:8 ¼ 0:09 mJ. As

the table 2 shows that the most energy on a sensor mote is consumed during the data

transmission phase and our protocol has very minimal data communication, therefore, the

power consumption of our protocol is also minimal.

5.4 Communication Overhead

As discussed earlier, the radio transceiver related power consumption is the most critical

component of the overall system-wide power consumption on a mote. More specifically

receiving a frame consumes more energy than sending a frame. Considering that, assuming

the motes are expected to transmit/receive at full power, for which current demands are,

approximately the same, only two different current draw thresholds are actually distin-

guished in Table 2. Based on these thresholds, the power consumption contributed by the

radio operation can be calculated considering the time duration percentages regarding the

radio ‘‘Transmitting’’ and ‘‘Receiving’’ states with MCU on.

Our protocol is very efficient in terms of communication overhead, because nodes need

not exchange any data for the key agreement phase which take place prior to actual data

transfer. For example, in the case of pairwise key generation, a node does not need to go

through any key agreement phase, hence no message exchange is required. Instead, a

sender node can generate the key for the receiver node by knowing only the receiving

node’s ID. For the key refresh/revocation and group initiation, it only requires one

broadcast message to be sent. Besides, the new node addition process does not require any

communication at all. Table 1 shows the estimation for the communication overhead of our

protocol.

Our protocol supports different communication architectures including multi-hop flat

and hierarchical architectures. In the case of a flat multi-hop communication, any two

Table 2 Current drawn for dif-
ferent operations on TelosB

Operation Normal (mA) Max (mA)

MCU on, radio off 1.8 2.4

MCU on, radio receiving 21.8 23

MCU on, radio transmitting 19.5 21
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neighbouring nodes can create a secure communication path with each other without prior

communications. Similarly, in the case of hierarchical architecture, any node can create a

secure communication with the cluster head node. In addition, our protocol also supports

group communication, in case a cluster of nodes want to communicate with each other.

5.5 Computational Overhead

Each node in our protocol only needs to perform a polynomial evaluation of ðkþ 1Þ terms,

which involves ðkþ 1Þ multiplications and additions. In general, we are interested in

measuring the cost of the k-degree polynomial computation in sensor mote. In our im-

plementation, we have chosen q to be 64-bits. Therefore, k� ð64� bit � 64� bitÞ
modular multiplications are required to compute the polynomial. On the 16-bit CPU of

TelosB, each 64� bit � 64� bit multiplication costs 16-word multiplications. To further

reduce the computational cost, we adopted a simplification by selecting the IDs of the node

as 16-bit integer. Therefore, the modular multiplication in polynomial is always performed

between a 64-bit integer and 16-bit integer. As the result, the cost of multiplication is

reduced by four times. Table 3 shows the summary of the computational overheads for the

pairwise key generation process. In key refresh phase, the BS broadcasts a list with updated

key materials to all nodes in the network. Table 4 provides a summary outlining the

individual operations that nodes have to do at this stage and their associated computational

and energy consumption costs.

6 Discussions and Comparisons

In this section, we present a brief comparison of our scheme with other existing schemes in

some performance metrics important in WSNs, i.e., computational time, energy, memory

and communication, as shown in the following graph (Fig. 4), in addition a summery is

also presented in Table 5.

Since the public key cryptography provides mechanisms for key agreements and au-

thentications, we compare our schemes with both public key and symmetric key cryp-

tosystems. In the public key cryptography, require two parties to exchange their public

keys from which to derive a common secret. To authenticate each other, public keys need

to be signed by a trusted authority and verified by both parties. Liu et al. [15] implemented

TinyECC in MICAz mote that had both key computation and authentication using ECDH

and ECDSA. With all optimizations enabled they found that the execution times were:

ECDSA initialization 3393 ms, verification 2436 ms, and for ECDH initialization

1839 ms, and key computation 2117 ms. Hence, key computation and signature verifica-

tion would take 4.5 s after initialization taking about 5.2 s. In another study, Wang at el.

Table 3 Computational overheads of k-degree polynomial evaluation in TelosB sensor node

k value 32 64 128

Memory (bytes) 282 538 1050

Time (ms) 16.8 34.94 74.07

Power (mJ) 0.09 0.18 0.40
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[28] compared the computation time of RSA and ECDSA signature verification. Using

RSA-1024 bits signatures; it is shown to be 0.79 s compared to 2.85 for ECDSA signature

verification [28]. The memory requirements for TinyECC, with all optimizations enabled

were 1510 bytes and 1774 bytes for ECDSA and ECDH respectively. Similarly, the RSA

scheme required 3224 bytes of memory [28].

In contrast to PKC, Du et al. [6] scheme and MKB [30, 31] schemes are based on

symmetric key cryptosystems using the Blom’s scheme. In [4], they implemented the Du’s

scheme in MicaZ mote and found that with k ¼ 20 and high probability of connectivity, it

took about 6 s and 521 bytes of memory to compute a pairwise key. Since Du’s scheme

uses multiple-space key distribution, prior to establishing a pairwise key, it needs to

Table 4 Key refresh/update with k = 128

Operations Time (ms) Energy (mJ)

Step 1: One k-degree polynomial evaluation 74.07 399.98

Step 2: One MAC verification [12] 4.66 25.17

Step 3: One TinySec-AE decryption [12] 0.38 2.054

Step 4: (k) 64-bit subtractions 0.128 0.69

Total 79.23 427.90

Fig. 4 Comparison of different schemes with the proposed scheme

Table 5 Comparisons of different schemes

Method Time (s) Memory (kB) Data exchange (bits)

RSA [28] RSA-1024 0.79 3.224 1152

TinyECC [15] ECC-160 4.5 1.51 640

Du et al. [6] Blom 6 0.521 512

MKB scheme [30] Blom 0.417 0.838 16

Our proposed scheme Blom 0.074 1.05 0
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broadcast a message of 512 bits containing IDs and spaces to figure out if two neigh-

bouring nodes share a common space. In MKB scheme [30], for the k ¼ 128, the key

agreement time and average memory usage were 417 ms and 838 bytes respectively. In

addition, they have 16-bit data exchange prior to key agreement phase.

Figure 4 clearly shows that our scheme is more efficient among all the above mentioned

schemes. Although our scheme uses slightly more memory than Du et al. and MKB

schemes, however, in terms of computation and communication overheads, our scheme

performs better than these schemes. In our protocol, the computational time depends on the

value of k (see Table 3), it took around 74 ms with the value of k ¼ 128. Since the energy

cost is directly related to the execution time and number of communications, it is obvious

that our scheme outperforms all the above discussed schemes with respect to computation,

communication and energy consumption overheads.

None of the above mentioned schemes discuss mechanisms for key refresh/update, new

node addition techniques and group creation mechanisms; therefore we could not compare

the performance of our scheme with them in terms of key update/refresh and new node

addition techniques and group creation.

7 Conclusion

We have presented a lightweight, robust protocol for both pairwise and group key man-

agement for WSNs. We optimized the Blom’s scheme for wireless sensor networks, while

retaining the advantages of the original scheme. It is able to achieve efficient and secure

pairwise and group key generation and requires little energy and computational resources.

We implemented our protocol in TelosB mote and the results are impressive in terms of

speed, energy, communication overhead and memory usage. We have also compared the

performance of our scheme with other schemes for WSNs.
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