
Wireless Pers Commun (2014) 77:309–328
DOI 10.1007/s11277-013-1507-z

A Cross-Layer Channel Access and Routing Protocol
for Medical-Grade QoS Support in Wireless Sensor
Networks

Young-Duk Kim · Kook-Rae Cho · Hui-Sup Cho ·
Dongkyun Kim

Published online: 7 November 2013
© Springer Science+Business Media New York 2013

Abstract One of principal design issues of a Wireless Sensor Network (WSN) for medical
information systems is to classify received packets based on their priorities and guarantees so
that they can be transmitted reliably, thus satisfying QoS requirements. In addition, when the
target WSN requires multi-hop communications and the traffic load increases significantly,
it is challenging to support both load balancing and suitable QoS at the same time. In this
paper, we propose a new reliable protocol termed Cross-layer Channel Access and Routing
(CCAR), which simultaneously supports both MAC and routing operations for medical-
grade QoS provisions. CCAR initially determines the routing path with the lowest traffic
load and low latency using newly defined channel quality factors. Concurrently, the source
node allocates the predefined QoS Access Category to each packet and reserves the channel
along the route. In addition, CCAR introduces an effective route maintenance scheme to avoid
link failures in bottlenecked intermediate nodes, which prevents unnecessary packet drops
and route rediscovery evocations. Finally, through both simulation studies and real test-bed
experiments, we evaluate the performance of CCAR by comparing it with other conventional
protocols, demonstrating that the proposed protocol can more efficiently support medical-
grade QoS packets, especially when the network is heavily loaded.
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1 Introduction

The Wireless Sensor Network (WSN) [36] has become one of the most popular forms of
technology for monitoring widely scattered sensors for various purposes. These networks
work in many areas such as in medical, military, agriculture and industrial systems. Among
these applications, the development of a medical data monitoring system has been the subject
of much research interest in that such a system can provide medical services anytime and
anywhere from a remote site. However, when a WSN for monitoring medical data is deployed,
a number of open problems remain. The most common issues are discussed.

First, in general, a medical monitoring system requires real-time data processing and
transmission, as several types of monitoring data are critical to the patient’s life and because
such data should be delivered to the doctor as soon as possible. However, most existing
legacy protocols (e.g., IEEE 802.15.4 [10], ZigBee [3]) for WSN treat all packets in the same
way. Thus, Quality of Service (QoS) enabled protocols are necessary to handle the emergent
medical-grade applications.

Second, for QoS support, the MAC protocol should be able to recognize medical-grade
packets and transmit them over wireless media according to their QoS levels. Usually,
medical-grade packets are handled with more reliable and fast channel-access mechanisms
than other types of data packets. Although the IEEE 802.15.4 protocol provides a Guaranteed
Time Slot (GTS) period for contention-free accesses, it requires strict time synchronization
with the coordination node, which is not only a burden on the sink node for managing the
beacon frame but also complicates the extension of the network topology.

Third, besides MAC layer operations, the design of an efficient routing protocol is also
a significant issue for supporting QoS packets in multi-hop-based WSNs [18]. Specifically,
wireless sensor nodes, which are characterized by limited bandwidth, low buffer capacity,
inconstant transmission delay and unbalanced traffic loads, pose additional challenges for
establishing an optimal QoS-aware routing route. Moreover, due to the increased require-
ments for real-time data traffic, network congestion can easily occur. In such situations, the
sensor nodes experience significantly long queuing delays, severe packet collisions and link
failures, all of which prevent WSNs from supporting QoS traffic. Furthermore, because the
conventional routing protocols such as DSR [16] and AODV [24] only try to find the short-
est route based on the hop distance without considering traffic concentrations, performance
degradation is inevitable. Thus, the routing protocol for such environments should con-
sider not only differentiated packet management schemes but also a dynamic load balancing
approach while establishing a route.

Finally, after the target medical data is gathered from various health-related sensors, the
medical monitoring system with a WSN should reliably record and store all of the measured
information in order to establish a personal healthcare database which is provided to the
doctor for further investigation and analysis. For example, the design of message-conversion
schemes such as Health Level 7 (HL7) [12] and IEEE/ISO 11073 [31] is one of most challeng-
ing issues for a WSN-based medical monitoring system. In addition to the aforementioned
open problems, several technical challenges also exist. Examples include protocol design in
cross-layer optimization, topology management, and methods that reduce energy use.

In this paper, in an effort to resolve these problems, we first propose a new channel
quality metric which considers the transmission delay and buffer capacity of each node
with a predefined Access Category (AC) to support medical-grade QoS traffic. We then
propose an efficient cross-layer protocol termed Cross-layer Channel Access and Routing
(CCAR) which not only provides an optimal routing path with the lowest traffic load and
low transmission delay but also a differentiated channel access mechanism according to the
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channel quality metric and packet priority levels. In addition, by adopting the HL7 message
exchange standard, we show that the proposed protocol is fully compatible with other medical
monitoring systems.

The rest of this paper is organized as follows. In Sect. 2, we review several related works
for QoS provisioning in WSNs. Section 3 describes the proposed protocol in detail and Sect. 4
presents a performance evaluation of the proposed protocol. Finally, Sect. 5 concludes this
paper with a brief summary.

2 Related Works

2.1 MAC Protocols for QoS Provisions

Given that legacy protocols such as SMAC [35], BMAC [25], TMAC [7] and IEEE 802.15.4
do not deal with QoS frames, there are several research results that support and improve QoS
provisioning for WSNs at the MAC layer. The Optimized Priority Assignment Mechanism
(OPAM) [26] is a type of MAC layer approach for medical-grade QoS support that dynam-
ically schedules different types of packets by monitoring individual queue delays without
invoking upper layer congestion controls. To do this, OPAM introduces a packet classi-
fier to assign data levels, and the resulting packet priorities are continuously monitored. In
other work [28], the authors proposed another QoS MAC protocol which satisfies application-
specific requirements by providing a dynamic adjustment of the Contention Window (CW). In
addition, it tries to save energy through the use of a differentiated duty cycle and an active time
mechanism. However, this protocol does not suggest specific access categories or priority lev-
els for medical-grade QoS support; moreover, it also neglects to consider the traffic load when
determining node priority levels. PRIMA [1] also suggested a priority queue-based MAC pro-
tocol as well as energy saving mechanisms by combining the CSMA and TDMA modes. In
addition, PRIMA minimizes unnecessary idle listening periods by allowing a node with no
data to transmit to sleep promptly, thus also reducing the energy consumption in WSNs.
Hybrid Medium Access Control (HMAC) [33] is another combined protocol for CSMA and
TDMA. HMAC proposes a channel-reservation scheme for delay-sensitive traffic by assign-
ing it as high-priority traffic for access to the channel and by providing rapid transmissions
using a short frame structure. However, these studies [1,33] strictly require precise time syn-
chronization between nodes and the clustered network topology. Furthermore, although these
previous works try to offer QoS support using various network parameters, they do not simul-
taneously consider a routing algorithm for congestion avoidance and load balancing, which
consequently does not guarantee performance enhancements in multi-hop-based WSNs.

2.2 Routing Protocols for Load Balancing and QoS Provisions

Besides conventional on-demand protocols such as AODV and DSR, there are several state-
of-the-art routing protocols for QoS support and load balancing in multi-hop wireless net-
works. First, in order to avoid congested routes, Dynamic Load-Aware Routing (DLAR)
[19] is a simple and efficient load balancing protocol which finds routes with minimal traffic
loads by defining the traffic loads using the number of buffered packets in the nodes. How-
ever, this protocol only addresses buffered packets and neglects to consider other channel
link parameters and packet differentiation schemes. Congestion-Aware Routing (CARM) [4]
is another load-balancing routing protocol which additionally considers the data rate, the
MAC overhead and the link delay to improve channel utilization and throughput. However,
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it focuses on the Mobile Ad-hoc Networks (MANET) environment and does not address any
QoS-related operations. AQOR [34] is one of state-of-the-art protocols with QoS support
and it introduced a computation method of available bandwidth and end-to-end delay for
per flow QoS requirement. Similarly, other existing routing protocols [14,20,32] deal with
QoS services by considering various routing metrics such as data rate, battery consumption,
delay jitter and etc. However, they are mainly compatible with Wireless Local Area Network
(WLAN) based MAC protocols such as IEEE 802.11 DCF and IEEE 802.11e, which is not
acceptable for resource limited MAC protocol over WSNs. Furthermore, they do not simul-
taneously consider MAC layer channel operations and medical QoS requirements. Energy
Efficient QoS based Multipath Routing (EQSR) [2] is proposed to provide QoS aware multi-
path routing by using residual energy, buffer size and SNR to predict optimal paths. Although
EQSR achieves load balancing through distributing the traffic across multiple path, it poten-
tially has a channel interference problem caused by adjacent nodes. Moreover, it also has
the burden of state maintenance for periodically updating the routing information. Localized
Multi-Objective Routing (LOCALMOR) [9] is a localized QoS routing protocol for WSNs
that provides packet-level differentiated management while considering latency, reliability
and residual energy in nodes. MMSPEED [11] is another QoS provisioning protocol which
guarantees end-to-end delay and reliability requirements based on location awareness. How-
ever, both LOCALMOR and MMSPEED are only suitable for nodes with location-assisted
devices such as a Global Positioning System (GPS), which may be an additional overhead
factor for tiny sensor platforms. Other researchers [30] proposed architecture for a cross-layer
QoS framework over wireless multimedia sensor networks which maximizes the number of
video stream sources using cross-layer signaling for the application, routing and MAC layers.
However, this proposal is also conceptually based on the IEEE 802.11 standard and therefore
cannot therefore be applied directly to IEEE 802.15.4-based wireless sensor nodes.

2.3 Approaches for Wireless Medical Systems

Meanwhile, numerous studies have been conducted pertaining to the implementation and
development of wireless medical monitoring systems and solutions [5,6,13,17,23]. Kang
et al. [17] proposed a medical-grade wireless architecture for electrocardiogram (EEG) data
transmission by providing collision-free MAC operations and error control functions. Chen
et al. [5] developed a ZigBee-based patient-monitoring system which gives reliable transmis-
sions with the anycast routing protocol. This system also uses a fall-detection algorithm for
patient care, with events transmitted to the closest router node. Nathalie et al. [8] proposed
a distributed diagnosis scheme based on the medical alert which monitors abnormal para-
meters of each sensor mote. In other work [6], a PDA-based wireless medical information
system was introduced which supports HL7 messages between the sender and receiver and
establishes a central web server for maintaining patient database systems. Morak et al. [23]
developed a mobile-phone-based medical monitoring system which uses a combination of
Bluetooth and Near-Field Communication (NFC) for interconnecting between mobile phones
and medical sensor nodes. Hu et al. [13] considered the congestion and packet loss problems
in wireless healthcare systems. They proposed a wavelet-based signal compression scheme
and a receiver-based loss prediction method for congestion reduction and loss compensation,
respectively.

Overall, previous works tended to tackle design and implementation issues of actual
medical monitoring systems. However, they still experience performance problems when
data traffic exists in a multi-hop environment, and most do not simultaneously consider
MAC and routing functions for QoS requirements. Thus, in this paper, we consider both
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MAC and routing issues for medical-grade QoS and provide reliable communications even
in congested situations.

3 Cross-Layer Channel Access and Routing Protocol

The main contribution of the proposed protocol, CCAR, is to satisfy medical-grade QoS
requirements by allowing each sensor node to access a wireless channel dynamically and
route the packets according to their priorities and network conditions. To do this, CCAR
initially defines a new channel estimation metric called the QoS Factor (QF) in each node.
QF(i) at node i is calculated as follows:

Q F(i) = Di
cur(t)

Di
avg(θ,t)

+ Bi
avg(θ,t)

Bi
cur(t)

(1)

Here, Di
cur(t) is the required packet delivery delay between the sender and receiver, which

are mutually neighbors with a one-hop distance at current time t . Di
avg(θ,t) is the average

packet delivery delay between neighboring nodes during the predefined period θ , that is [t-θ ,
t]. In addition, Di

cur(t) is expressly calculated by following expression:

Di
cur(t) = Di

header + Di
queue + Di

backof f + Di
trans + Di

pro (2)

In this equation, Di
header denotes the delays in node i for the packet header processing time

(e.g., adding and removing the header), Di
queue is the packet queuing delay, Di

backof f is the

backoff delay for channel contention with neighbors, Di
tan s is the transmission delay affected

by the actual data rate, and Di
pro is the propagation delay over the physical medium. Among

these measurements, because both the packet header processing time and the propagation
time are generally invariable values, the required delivery delay is primarily dependant on
other factors, such as the backoff time and the transmission time. Specifically, it is important
to note that the backoff time includes the channel contention delay, which is mostly affected
by neighboring nodes and their traffic loads. Thus, this backoff delay factor is considered to
be a very important parameter for handling delay-sensitive QoS packets.

The other factors, Bi
cur(t) and Bi

avg(θ,t) are the available buffer length of the interface at
node i at current time t and the average available buffer length of node i during the period
between [t − θ , t], respectively. The measurement of Bi

cur(t) is calculated by Eq. (3).

Bi
cur(t) = Bi

Max − Bi
occ(t) (3)

where Bi
Max is the maximum buffer length of node i and Bi

occ(t) is the number of actually
occupied packets in the interface buffer of node i at current time t . That is, the available
buffer length denotes the actual remaining buffer length in the queue; when node i receives
more packets than this level, numerous packets are dropped due to overflows, which is one
of the substantial reasons for network congestion. Because congestion due to overflows leads
to long end-to-end packet delays, buffer monitoring for each node is required to distribute
the traffic load over the nodes with high buffer availability.

3.1 Routing Algorithm for QoS Support

When a source node using CCAR wishes to transmit data packets, it initially calculates
QF(s) and then starts to perform the route-discovery procedure based on its routing table
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containing this factor. For route discovery, the node exchanges RREQ (Route Request)
and RREP (Route Reply) control packets, which is an operation compatible with ordinary
on-demanding protocols such as AODV and DSR. And the node also uses RERR (Route
Error) packet during route maintenance procedure. The basic definitions of RREQ, RREP
and RERR are as follow:

• RREQ—A route request packet for the route discovery procedure in case there is no route
information available in the routing table. This packet is broadcasted to neighbor nodes
until it finds a route to the destination.

• RREP—A route reply packet for RREQ in case a node has route information to destination.
This packet is routed back to the origination of RREQ.

• RERR—A route error packet which is used to notify other nodes that a route failure has
occurred. Finally, a node tries to find an alternative route for route maintenance purpose.

However, note that the proposed approach is different from conventional on-demanding
routing protocols due to the fact that CCAR chooses the route with the lowest QF values
from among all candidate routes instead of the shortest simple path with the lowest number
of hops. This is expressed in the following equation:

Min
R

[∑
i∈R

Q F(i)

]
(4)

Here, R is the set of the nodes composing the candidate route. The first process of route
discovery is to search for previous route information in the existing routing table. If there
are no matched fields in the table, the source node generates RREQ and broadcasts it to the
neighbor nodes, after which each intermediate node only rebroadcasts newly received RREQ
until the destination node receives it. In order to calculate QF values along the route, every
intermediate node adds its own measured QF to the received instance from the previous node
and the node then inserts this accumulated value

∑
i∈R Q F(i) into RREQ for rebroadcasting.

In addition, a source node also inserts an Access Category (AC) value into RREQ to indicate
explicitly what type of QoS-sensitive packets the source node wishes to transmit. This AC
information enables the intermediate nodes to adjust their MAC parameters dynamically
during the channel access time. The detailed parameter-tuning scheme at the MAC layer is
described in section B.

In addition to proposal of accumulated QF(i) and AC, CCAR newly defines a TE X value
which denotes the expiration period for ensuring prioritized channel access at the MAC layer.
That is, after route establishment is completed, each node on the active route can reserve
prioritized accesses to the wireless channel according to the predefined AC value during
TE X . In addition, TE X is updated whenever a node receives another Route Reply (RREP)
from the destination node or new data packets from the source node. If TE X expires without
transmitting any data packets, the node transmits packets via the best effort principle, which
is the default channel access scheme. As a result, the final additional header information of
RREQ includes three fields : {Accumulated QF(i), AC and TE X }, which is shown in Fig. 1.

When RREQs are broadcast, the destination node can receive multiple RREQs from
different routes and chooses the route with the lowest cost according to equation (4). The

Source ID
(with sequence #)

Route ID QF(i) AC TEX
Dest. ID

(with sequence #)

Fig. 1 RREQ packet structure
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destination node then creates RREP and transmits it to the source node along the selected
route, which is done via unicast. During the RREP traversal process, the intermediate nodes
in the route and nodes overhearing RREP update their routing table with fresh information.
Meanwhile, if the destination receives multiple RREQs with identical QF values, it simply
selects a route with the minimum hop distance via the shortest path criteria.

During the route-discovery procedure, CCAR does not allow intermediate nodes to trans-
mit their RREP packets using their own route caches because all RREQs have to be delivered
to the destination node to investigate the QF values of the entire route. If the intermediate
nodes transmit their RREPs, the route obtained from the route cache may be stale, especially
when the topology is frequently changed. Moreover, the data rate of the intermediate node
can also change due to the Signal-to-Interference-plus-Noise Ratio (SNIR). Consequently,
by prohibiting intermediate nodes from sending their RREPs, CCAR can obtain fresh route
information.

In addition to the route-discovery procedure, CCAR has a route maintenance mechanism
that monitors active data flows. Although conventional protocols merely monitor link failures
between the source and destination, CCAR additionally monitors Bi

avg(θ,t) values at each
node whenever a data packet passes through it along the route, which enables CCAR to
identify the degree of traffic concentration on nodes and prevent network congestion. To do
this, CCAR newly defines Bi

T H , which denotes possible buffer threshold values at node i . If
Bi

avg(θ,t) is smaller than Bi
T H , the current node is considered to be potentially congested and

CCAR searches for an alternative node to create another route as a destination in its routing
table, after which it resumes the packet relaying process. If an alternative cannot be found,
CCAR generates a RERR packet and transmits it to the source node. Any node receiving (or
overhearing) this RERR removes the corresponding route information in its routing table.
The source node then restarts the route-discovery procedure if there is no alternative route
information between all nodes on the legacy route. Meanwhile, the link-monitoring function
for every node can result in a substantial energy loss. Thus, CCAR calculates Bi

avg(θ,t) only
when there are packets for transmitting and receiving.

3.2 Channel Access for QoS Support

After the optimal route with the fewest QF values is determined with CCAR at the network
layer, the source node starts to transmit data packets. Although this method provides faster
and more reliable transmissions than other routes, it does not guarantee prioritized channel
acquisition among other neighbors due to the fixed transmission probability at the MAC layer,
which is a common phenomenon in CSMA/CA-based networks. To mitigate this problem,
CCAR newly defines AC to reflect prioritized service levels, which is originally issued by
the source node via RREQ and RREP. This implies that AC is initially assigned to each data
packet which passes through the intermediate nodes of the established route, after which it
reserves a wireless channel with differentiated levels of access probability at the MAC layer.
Figure 2 shows four separate queues with respected to the different ACs in the node. In order
to determine different ACs at the MAC layer, CCAR modifies the reserved bits of the frame
control field in MAC header and inserts a QoS field as shown in Fig. 3. That is, when the
application of the sensor node generates a data packet, it maps the packet to predefined ACs
(e.g. HL7 application : AC3, Temperature/Humidity sensor: AC2) and then, configures the
frame control fields to provide differentiated packet treatment.

Although there are several network parameters related to channel contention, such as CW,
the Number of Backoffs (NB), and Clear Channel Assessment (CCA), CW tuning is one
of the most common mechanisms for QoS provision. For example, IEEE 802.11e [15] was
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Fig. 2 Access categories (ACs)
for QoS support in CCAR
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Dest. 
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011: AC3

Fig. 3 QoS determination with AC bits in MAC header

introduced to support QoS in WLANs. It defines four separate queues based on different ACs
in each node. Each queue has its own Arbitration Inter Frame Space (AIFS), CWmin, CWmax

and Transmission Opportunity (TXOP) values for differentiated packet handling methods. In
the case of IEEE 802.15.4, the backoff time of each node is determined by a random function
(2BE − 1) and the default Minimum BE (MinBE) and Maximum BE (MaxBE) are 3 and
5, respectively. Thus, the backoff range is only between 7 and 31, which is not suitable to
support dynamic QoS because it is not only a narrow range but also introduces fixed access
probability. Thus, firstly, in order to provide a more dynamic backoff range for QoS support
over IEEE 802.15.4, CCAR statically increases the total backoff ranges according to ACs:
[3,36] for AC3, [3,24] for AC2 and AC1, [3,12] for AC0. Secondly, after configuring initial
backoff ranges, it adopts a CW-tuning mechanism by introducing a new dynamic backoff
algorithm according to each AC. The detailed proposed backoff algorithm is described in
Table 1. When a data packet arrives through the upper layer, it is entered to its proper internal
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Table 1 Adaptive backoff for
AC

Type AC Adaptive Backoff

Medical data 3 MinBE = 1

MaxBE = 5

If (BE − QF > MinBE) then

Adaptive Backoff = 2BE−QF − 1,

Else

Adaptive Backoff = 2MinBE − 1,

Surveillance data 2 MinBE = 3

MaxBE = 5

Adaptive Backoff = | Default Backoff−QF |
Best effort data 1 Default Backoff

Yield data 0 MinBE = 3

MaxBE = 6

If (BE+QF < MaxBE) then

Adaptive Backoff = 2BE+QF − 1,

Else

Adaptive Backoff = 2MaxBE − 1,

queue by the AC mapping process. The packet is then transmitted after calculating a new
backoff delay.

AC3 denotes a medical data type, and it supports the fast channel access by subtracting
QF from BE, leading to an exponential reduction of the backoff delay. In addition, MinBE is
set to 1 to extend the reduction range of the backoff. Because a node with a higher QF implies
that it experiences a higher transmission delay and lower buffer capacity, it can acquire the
privilege to transmit data packets more promptly than other nodes by adopting a low backoff
delay. Incidentally, this prioritized transmission opportunity enables the congested node to
resolve its congestion status more quickly. AC2 supports surveillance data such as security
and environmental monitoring data, which is less significant than medical-grade data but
nonetheless requires faster transmission than other types of best-effort data. For example, a
temperature sensor for fire detection and a smog sensor for pollution detection are two such
surveillance purposes. In AC2, the new backoff delay is calculated by subtracting QF from
the default backoff only if the result does not have a negative value. Because AC2 linearly
reduces the default value, it is considered as a more moderated transmission than AC3. The
general best-effort packets are assigned to AC1, which is equivalent to the default backoff
delay of IEEE 802.15.4. Finally, AC0 denotes a yield data type which has a high backoff
delay compared to a data packet with more significant QoS, such as AC3. Because severe
channel contention due to the increase in the number of prioritized packets also leads to an
increase in the number of packet collisions as well as a long transmission delay, nodes with
low-priority data are requested to have fewer transmission opportunities by CCAR. The first
yield operation is to set MinBE and MaxBE to 3 and 6, respectively, to increase the backoff
delay. The process is completed by adding QF to the existing BE in an inverse operation to
that of AC3.

In order to investigate the data priorities of neighboring nodes, each node maintains a
neighbor AC table which consists of the following set: {Neighbor ID, Neighbor’s AC, and
TEX}. The table is updated with recent information when receiving or overhearing data
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Fig. 4 Overall flow chart of the operations in CCAR

packets or RREPs containing selected route information. Each entry in the table is only
maintained for the period of TEX to remove stale information. Although trivial data packets
can be the AC0 type, CCAR suggests that a node with AC1 immediately changes its data
into AC0 if it detects any neighbors with AC3 packets in the table. Otherwise, if the node
detects no neighbors with AC3 or if the timer is expired, it normally participates in channel
contention after changing its data type to AC1. Overall flow charts of the operations and
MAC operations for CCAR are shown in Figs. 4 and 5, respectively.

4 Performance Evaluation

To evaluate the performance of CCAR, we conducted simulations via NS-2 [22] and compared
the results with AODV and DLAR, which are a conventional on-demand routing protocol and
a load-balancing routing protocol, respectively. For the MAC protocol, the conventional IEEE
802.15.4 protocol is adopted. The simulation lasted 900 s. By default, the simulations were
configured with 100 sensor nodes and a sink node randomly distributed over an 80 m × 80 m
rectangular topology. All nodes are capable of routing, and we assume that all nodes, except
the sink node, move freely at the given speeds between 2–4 km/h which reflect the average
walking speeds of patients in hospitals. The radio propagation range and the interference
range for each node are set to 9 and 18 m, respectively. The nodes in the interference range
can overhear the transmission. The data packet size is 50 bytes and the total number of
data connections between the source and destination is set to 30 (AC3 connections: 5, AC2
connections: 10, AC1 connections: 15). We assume that all source nodes generate a User
Datagram Protocol (UDP) with Constance Bit Rate (CBR) traffic because Transmission
Control Protocol (TCP) may invoke its own congestion control, making it difficult to observe
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network congestion and load balancing during experiments. The network traffic is increased
with a packet arrival time interval ranging from 0.1 to 0.8 s. In each data flow, the source node
is randomly selected without duplication while the destination is fixed as the predetermined
sink node. We configure the node scheduling with a 100 % duty cycle by setting the Beacon
Order (BO) equal to 3 and the Superframe Order (SO) equal to 3, both of which are suitable
for representing continuous data transmissions. The duty cycle is calculated by Eq. (5).

duty_cycle = Super f rame_Duration

Beacon_I nterval
= 1

2BO−SO
(5)

The maximum buffer size of the interface of each node is set to 50, and three different Bi
T H

values of 15, 30, and 45 with 3 different θ values of 5, 10, and 15 s are used to observe their
effects. Both the active route timeout which denotes how long a route is kept in the routing
table and TE X in the AC neighbor table are set to 10 s according to earlier research results
[27]. However, if the target network requires other dynamic parameters such as node mobility
and various link error ratios, these timeout values also need to be adjusted dynamically, which
is beyond the scope of this paper.

For an evaluation and performance comparison with conventional protocols, we employed
the following major performance metrics:

• End-to-end packet delivery ratio—the average number of data packets actually received
by the sink node over the number of data packets originated by sources.
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Fig. 6 Number of dropped
packets
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Fig. 7 Number of RERRs
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• End-to-end delay—the average time that elapses from the time a data packet is originated
by a source to when it is successfully received by the sink node.

• Normalized control packet overhead—the total number of data and control packets trans-
mitted by a sensor node in the network divided by the total number of data packets received
by the sink node.

In addition, we measured the number of dropped packets and the number of route failures to
illustrate the efficiency of transmissions and route maintenance, respectively.

Figures 6 and 7 illustrate the number of dropped packets at the interfaces of the nodes and
the number of transmitted RERR packets, respectively. These results indicate the degree of
transmission and connection failures mainly caused by buffer overflows and packet collisions.
As the network traffic increases (e.g., due to a short packet arrival interval), the number of
transmission errors also increases. However, CCAR shows fewer errors than the conventional
AODV and DLAR schemes, particularly during heavy traffic conditions because the proposed
load-balancing scheme successfully avoids congested routes and has a more robust route-
maintenance mechanism. Although DLAR also outperforms AODV, it results in more packet
errors than CCAR because DLAR only consider the traffic load along the route and does
not use optimized cross-layer operations. In addition, AODV uses its routing table during
the route-discovery procedure, which substantially increases the number of transmission
errors committed when stored information is stale. However, CCAR acquires fresher route
information by preventing intermediate nodes from transmitting RREP packets.

Figure 8 describes the packet delivery ratios of the AODV, DLAR and CCAR schemes as
a function of the traffic interval. The delivery ratio of CCAR is better than those of AODV
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Fig. 8 Delivery ratio
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Fig. 9 End-to-end delay
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and DLAR in every interval because there are fewer packet losses as a result, as shown in
Figs. 6 and 7. Moreover, given that CCAR does not experience a rapid decrease even during
heavy traffic conditions, it is clear that CCAR is more stable and reliable than the others.
However, when the traffic is extremely heavy (e.g., a traffic interval of 0.1) or light (e.g., a
traffic interval of 0.8), the performance gap is saturated owing to the occurrence of network
congestion overall and clear channel transmission, respectively.

The packet end-to-end delay is shown in Fig. 9 as a function of the traffic load. Although
all protocols show similar patterns with a delay increase in congested situations, both AODV
and DLAR have higher delivery latency than CCAR, as they experience more transmission
failures due to buffer overflows and collisions. These failures result in additional RREQ
flooding to search for alternative routes, which significantly increases the packet end-to-
end delay as well as the probability of packet collisions. Furthermore, the effective route
maintenance scheme of CCAR for monitoring substantially congested nodes also improves
the end-to-end delay situation by mitigating RERR packets in intermediate nodes. Figure 10
shows a comparison of the normalized routing overhead according to the traffic interval.
As shown in the Fig., CCAR outperforms AODV and DLAR when the traffic interval is
between 0.1 and 0.6 due to the fact that the congestion-avoidance mechanism of CCAR
mitigates unnecessary evocations of the route rediscovery process, which requires additional
control packet generation steps such as RREQ and RREP. However, when a low traffic
load exists on the network (e.g., an interval between 0.7 and 0.8), AODV outperforms the
other protocols because it uses use its route cache information to conduct rapid searches at
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Fig. 10 Control packet overhead
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intermediate nodes as well as source nodes during the route-discovery process. Although this
route cache mechanism suppresses RREQ forwarding to destination nodes, it may contain
stale cache information, which eventually increases the number of route failures in a heavily
loaded network. Meanwhile, the overhead gradually decreases as the traffic load increases
(e.g., at an interval between 0.1 and 0.6), as packets are transmitted through a previously
established route, which is one of general features of on-demand routing protocols. When the
interval is between 0.7 and 0.8, the overhead is decreased again because the non-busy channel
experiences fewer route failures, which finally mitigates route-rediscovery evocations with
RREQ flooding.

For a performance comparison between the internal ACs of CCAR, we measured the end-
to-end delay. This result is shown in Fig. 11 as a function of the traffic interval. The result
shows that the end-to-end delay of AC3 is faster than those of AC2 and AC1 because the flow
with AC3 accesses the channel with a shorter backoff delay. In contrast, AC1 experiences a
higher delay than the others because it acquires the channel during the MAC competition time.
Furthermore, for this reason, AC1 experiences a longer end-to-end delay than AODV when
the intervals are 0.1, 0.7 and 0.8, while both AC3 and AC2 outperform AODV regardless of
the traffic interval. However, AC1 also outperforms AODV when the interval is between 0.2
and 0.6 via load-balancing routing. Above all, due to the concession by AC1, medical-grade
data denoted as AC3 will realize significantly improved end-to-end delays for emergency
applications.

Finally, Tables 2 and 3 show a performance comparison of the delivery ratio, end-to-
end delay and the number of dropped packets according to various predefined parameters
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Table 2 Various parameters of
CCAR with a 0.2 traffic interval

Parameter Traffic interval of 0.2 s

Bi
T H Θ Delivery ratio End-to-end delay Packet dropped

45 15 0.84 1.49 5485

30 10 0.83 1.42 5196

15 5 0.83 1.43 5238

Table 3 Various parameters of
CCAR with a 0.7 traffic interval

Parameter Traffic interval of 0.7 s

Bi
T H Θ Delivery ratio End-to-end delay Packet dropped

45 15 0.96 1.03 1288

30 10 0.97 0.99 1160

15 5 0.97 1.01 1239

(Bi
T H and θ ) of CCAR to identify their effects and contributions. Table 2 represents a heavily

loaded condition with a traffic interval 0.2 s, while Table 3 shows a light traffic condition
with a traffic interval 0.7 s. Although it is not easy to find the optimal parameters due to the
dynamic network conditions, each parameter combination affects the performance of CCAR
somewhat. As shown in both tables, the performance is slightly improved when Bi

T H is set
to 30 and when θ is set to 15, which indicates that when Bi

T H corresponds to 60 % of the
total buffer size, CCAR can approximate the optimal level of performance.

5 Application Design with the HL7 Interface

As our target application for the CCAR protocol is to support a medical information
exchange system based on WSNs, we designed a simple but effective HL7-based personal
healthcare monitoring system which consists of a number of client agents and a server agent.
The client agents gather health-related data via pre-developed healthcare sensors (e.g. blood
pressure monitor, pulse oximeter, EKG monitor and etc.) which are directly connected to
client agents. The healthcare sensors for experiments are shown in Fig. 12. After gathering
health data, the user can check whole information from the application GUI and then transmits
it to a remotely located server agent. The topology architecture is illustrated in Fig. 13
and sensor nodes are logically classified into two groups to gathering HL7 data and to
gather general data. The medical data group is developed for encoding and transmitting HL7
messages such as patient admissions (e.g., the User ID, name, address, and phone number),
medical data (e.g., height/weight, body temperature, blood pressure, heart rate, and SPO2
level). This HL7 data corresponds to the AC3 type of CCAR for privileged transmissions.
The general data group is used for non-medical data transmissions and corresponds to the
AC1 and AC2 data types of CCAR. After all data packets are transmitted to the HL7 server,
which is considered as the sink node, the server stores the received data in a health database
for monitoring and for further examinations by potential users from remote sites.

For an actual implementation assessment, we developed sensor devices using the CC2420
model by Texas Instruments (TI) Chipcon supplied the RF transceiver and the TI MSP4030
(16-bit) model served as the main processor. The wireless radio transmission range was
30 ∼ 40 meters and the RF power control ranged from 0 to −20 dBm. In the test-bed, we
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Fig. 12 Healthcare sensors for experiments a Blood pressure monitor b Pulse oximeter c EKG monitor d
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Fig. 13 Conceptual topology of the application system

used five sensor nodes for the HL7 client (AC1) and 25 nodes for the general data group (10
nodes for AC2 and 15 nodes for AC1). All sensor nodes were randomly distributed with a max-
imum hop distance of 3–4 from the sink node. For the operating software, we adopted TinyOS
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Table 4 Measurement of the
packet loss ratio

Node ID
(HL7 group)

Loss ratio
(%)

Node Id
(General group)

Loss ratio
(%)

A 3.91 V 4.85

B 4.12 W 5.11

C 3.66 X 5.03

D 2.98 Y 4.74

E 3.75 Z 4.94

Table 5 Measurement of the
packet delivery latency

Node ID
(HL7 group)

Delivery latency
(s)

Node Id
(General group)

Delivery latency
(s)

A 0.98 V 1.26

B 1.01 W 1.31

C 0.99 X 1.21

D 0.97 Y 1.27

E 1.12 Z 1.32

[21]. The length of each data packet was 40 bytes and the duty cycle was fixed at 100 %,
which indicates that all sensor nodes transmit packets during transmission interval in order to
process privileged medical data. In addition to a sleepless transmission scheme, if the network
is characterized by specific bursty traffic instances of route reestablishment, channel interfer-
ence and collisions, is simulates a highly loaded network. Although a performance evaluation
was conducted in a previous section, we have performed another experiment using a Sensor
Network Analyzer (SNA) by Daintree Networks [29] to measuring the packet loss ratio and
the delivery latency during the communication between the end node and the sink node.

Table 4 shows the measured results of the packet loss ratio, which is the ratio of the number
of failed packets at the destination to the total number of transmitted packets by source nodes.
In Table 4, the loss ratios of all HL7 nodes show better results than general nodes by the fact
that the ratios of HL7 group are less than 5 %, which is considered more robust for managing
healthcare data. When the HL7 server successfully received messages without any packet
loss, it decodes the messages via a HL7 parser. Table 5 shows a performance comparison
of the delivery latency rates between HL7 clients and the general nodes. As shown in the
results, nodes belonging to the HL7 group demonstrate better performance than the other
nodes, as CCAR provides HL7 clients with privileged transmission opportunities. Hence, this
experiment reveals that the proposed CCAR is highly suitable for supporting medical-grade
data when the application data is classified into predefined ACs.

In summary, the performance of CCAR is evaluated by both test-bed implementation
and simulations, where the results show that CCAR provides good performance in terms of
packet delivery ratio, end-to-end delay and normalized control overhead especially when the
network requires medical grade packet differentiation and dynamic load balancing.

6 Conclusion

WSN technology with support for medical-grade data is considered to be one of the core
components for developing various medical monitoring systems which require QoS support
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for privileged medical data transmissions. In this paper, we proposed an efficient protocol
termed CCAR, which not only provides medical-grade QoS support but also achieves load
balancing while communicating in multi-hop-based WSNs. To do this, CCAR newly defines
a QF parameter and AC categories to estimate the link quality and for packet discrimination,
respectively. CCAR then attaches the calculated parameters onto RREQ packets to find the
optimal route with the lowest traffic load. During the communication session, the MAC
module of CCAR dynamically adjusts the channel contention according to the AC of each
packet. Through a simulation and an experiment involving an actual test-bed, we show that
CCAR outperforms conventional protocols in terms of the packet delivery ratio, end-to-
end delay, and the control packet overhead, thus demonstrating that the proposed method is
suitable for use in medical information systems.

In future works, we plan to investigate more detailed QoS requirements of medical infor-
mation systems in order to design a more robust protocol than CCAR. In addition, we will
study an energy-efficient protocol for resource-limited medical WSNs.
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