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Abstract Routing protocol plays a role of great importance in the performance of wireless
sensor networks (WSNs). A centralized balance clustering routing protocol based on location
is proposed for WSN with random distribution in this paper. In order to keep clustering
balanced through the whole lifetime of the network and adapt to the non-uniform distribution
of sensor nodes, we design a systemic algorithm for clustering. First, the algorithm determines
the cluster number according to condition of the network, and adjusts the hexagonal clustering
results to balance the number of nodes of each cluster. Second, it selects cluster heads in each
cluster base on the energy and distribution of nodes, and optimizes the clustering results to
minimize energy consumption. Finally, it allocates suitable time slots for transmission to
avoid collision. Simulation results demonstrate that the proposed protocol can balance the
energy consumption and improve the network throughput and lifetime significantly.

Keywords Wireless sensor networks · Routing protocol · Random distribution ·
Hexagonal · Balance clustering

1 Introduction

In wireless sensor networks (WSNs) [1], the energy of the sensor nodes is limited because of
battery powered. It is required that the routing protocols in WSNs should not only transmit
data correctly, but also reduce energy consumption to prolong the node lifetime. There are
many routing protocols in WSNs, and one of them called hierarchical protocols or clustering
protocols could reduce the energy consumption effectively [2].

LEACH (low-energy adaptive clustering hierarchy) protocol [3] is one of the first proposed
clustering protocols, which is the basis of the most clustering protocols [2]. There are two
ways on clustering, one based on cluster heads and the other based on location. Cluster heads
play a key role in traffic and energy consumption. For protocols based on cluster heads, the
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member nodes join in the cluster whose cluster head is the nearest. DE_LEACH [4] uses
the differential evolution to optimize the cluster heads selection of LEACH protocol. The
new algorithm which combines genetic algorithm and Fuzzy C-Means clustering algorithm
for energy balance is proposed in [5].Yu et al. [6] presented a competition radius for cluster
head selection to make all clusters equal size. Heinzelman et al. [7] proposed a centralized
clustering protocol, which reduces the nodes energy consumption because of the reduction
on control information.

It is required that the energy consumption in different clusters should be balanced in order
to prolong the lifetime of the network. Protocols based on cluster heads such as LEACH and
DE_LEACH consume more energy in the clustering process and perform not very well in
balancing energy consumption among different clusters. However, it is not easy to keep the
energy consumption balanced by choosing cluster head first. Khalil and Attea [8] proved that
clustering according to the global information is more reasonable. For protocols based on
location, clustering is first carried out based on the area of the nodes in a fixed shape, and
then cluster heads are chosen. Xiang et al. [9] proposed the clustering algorithm based on
the best angle and the best single-hop distance, which can only be used in circle sensing area
with base station in the center. Ferng et al. [10] made static clusters with dynamic structures
by utilizing virtual points in a corona-based WSN, but the base station should also be in the
center. In Geographic the Adaptive Fidelity (GAF) [11] protocol, the sensing area is divided
into several fixed regions by virtual square grid. By the comparison of networks performance
among cluster shapes, Salzmann et al. [12] found the use of virtual regular hexagon grid is the
best one on network connectivity and energy consumption. When the nodes are distributed
uniformly, it is not difficult to control the cluster size and balance the energy consumption,
and the clustering algorithms are effective, such as the Energy-Efficient Clustering Technique
(EECT) protocol [13]. EECT adopts hexagonal clustering, but a complete shape at the edge
of sensing area could not be obtained by a fixed shape and the clusters could not be divided
into the predetermined number. Although Arranging the Cluster sizes and Transmission
(ACT ranges for the WSNs) protocol [14] can adjust cluster size, nodes should be distributed
uniformly. Distance and Density Based Clustering (DDC) [15] can adjust cluster size but
nodes should make up a mesh network. When sensor nodes are distributed non-uniformly, it
is impossible to keep the balance of clusters by a fixed shape.

In this paper, we propose a centralized balance clustering (CBC) routing protocol based
on location. Besides keeping energy consumption balance in each cluster, the protocol can be
applied in WSNs with random distribution by adjusting the cluster size to adapt the sensing
area and node distribution. We deduce the optimal value of the cluster number in theory,
which is utilized to adapt the clustering result, and optimize the clustering result based on
the selected cluster heads. Simulation results show that the proposed algorithm realize the
balance on clustering and energy consumption in each cluster. The lifetime of the network
can be prolonged with the throughput improvement.

The rest of this paper is organized as follows. Section 2 shows the network model in
our protocol. Section 3 presents a description of the proposed routing protocol in detail.
Simulation results and analysis are given in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Network Model

We have the following assumptions for the proposed protocol. The WSN is consist of a base
station and N randomly distributes sensor nodes with fixed location and square sensing area.
The base station can be set either inside or outside of the sensing area and it must be not
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Fig. 1 Working cycle of LEACH protocol

too far from the sensing area if it is outside of the sensing area. The base station has infinite
energy while every sensor node has equal and finite energy. In addition, each sensor node
has its specific ID.

As shown in Fig. 1, a certain period of time is defined as a round [3]. There are two
phases in each round: one is set-up phase, and the other is steady-state phase. Cluster heads
selection and clustering are done in set-up phase, and then data are transmitted in steady-state
phase. Code division multiple access (CDMA) is employed in inter-cluster communication
by direct sequence spread spectrum (DSSS), while time division multiple access (TDMA) is
employed in intra-cluster communication where each node is assigned a time slot. The steady-
state operation is composed of frames, where all the member nodes in a cluster transmit data
to its cluster head and the cluster head transmits data to base station once in a frame.

Energy is consumed on data transmitting /receiving for a member node based on the
network model [7], which is shown as follows:

ET x (l, d) = l Eelec +
{

lε f sd2, d ≤ d0

lεmpd4, d > d0
(1)

d0 = √
ε f s/εmp (2)

ERx (l) = l Eelec (3)

(1) expresses the transmit energy consumption ET x of transmitting l bits the data through
the distance d . The distance threshold d0 is defined in (2), where ε f s and εmp represent the
amplifier parameter in free space or multi-path fading channel model, respectively. In (3),
ERx is the energy consumption on receiving data.

In general, when the distance between a member node and its cluster head dtoC H is less
than d0, the free space channel model is adopted. The energy consumption of the i th member
node E i

m−node is:

E i
m−node = l Eelec + lε f s

(
di

toCH

)2
(4)

For a cluster head, it consumes energy on data aggregating and data transmitting/receiving.
Energy consumption on l bits data aggregating E Aggr is shown in (5), where ED A is the data
aggregation parameter.

E Aggr (l) = l ED A (5)

Supposing that there are n − 1 nodes are member nodes and a cluster head in one cluster, the
energy consumption of the cluster head EC H is:

EC H = (n − 1) ET x (l) + nE Aggr (l) + ERx (l, dtoBS)

= n (l Eelec + l ED A) +
{

lε f sd2
toBS, dtoBS ≤ d0

lεmpd4
toBS, dtoBS > d0

(6)
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Thus, the total energy consumption of a cluster Ecluster is:

Ecluster = (n − 1) E i
m−node + EC H

= (2n − 1) l Eelec + nl ED A + lε f s

n−1∑
i=1

(
di

toCH

)2 +
{

lε f sd2
toBS, dtoBS ≤ d0

lεmpd4
toBS, dtoBS > d0

(7)

Since Eelec is much larger than ε f s and dtoC H is very small, the energy consumption Em−node

is almost the same for every member node. As both ε f s and εmp are very small, the distance
from the cluster head to base station dtoBS has little impact on the energy consumption. The
energy consumption of a cluster can be approximated by (8).

Ecluster = (2n − 1) l Eelec + nl ED A (8)

3 Centralized Balance Clustering Routing Protocol

At set-up phase, all nodes send their own positions and energy information to base station
in order of their ID. Base station make clustering and chose cluster heads in each cluster
according to the received information. At last, base station broadcast the clustering results.

The proposed protocol improves the clustering balance. First, we decide the optimal cluster
parameters and use hexagonal clustering as the initial criterion. Second, the sensing area is
divided by the optimal number of clusters, where the number of nodes in each cluster is the
same. Finally, we select the cluster head and optimize clustering in order to minimize the
total energy consumption.

3.1 Optimal Cluster Parameters

Based on (2), the energy consumption is mainly related to the nodes number. Hence, the
number of nodes in each cluster should be equal to keep energy consumption balance.

Suppose that the nodes are randomly distributed and the area of each cluster is equal. If the
cluster number is m and the side length of the square sensing area is a, the number of nodes
in a cluster will be n = N/m and the average area of each cluster will be S = a2/m. For
simplicity, it is supposed that the shape of a cluster approximates to a circle with the radius
of a√

mπ
and the cluster head is located at the center of the circle. Then, the mean square of

the distance from a member node to its cluster head dtoC H can be obtained:

E
[
d2

toC H

] = ρ

2π∫
0

a√
mπ∫

0

r3drdθ = ρa4

2πm2 (9)

ρ is the parameter representing the nodes distribution probability. If nodes are distributed
uniformly in the area, ρ = m/a2, (9) can be simplified as:

E
[
d2

toC H

] = a2

2πm
(10)
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The total energy consumption Etotal can be expressed as:

Etotal = m Ecluster

= m

[(
2

N

m
−1

)
l Eelec+ N

m
l ED A+

(
N

m
−1

)
lε f s

a2

2πm
+

{
lε f sd2

toBS, dtoBS ≤d0

lεmpd4
toBS, dtoBS >d0

]

= (2N −m) l Eelec+Nl ED A+(N −m) lε f s
a2

2πm
+m

{
lε f sd2

toBS, dtoBS ≤d0

lεmpd4
toBS, dtoBS >d0

(11)

Since cluster heads are chosen in turn among all nodes, the average distance for a cluster
head to the base station is represented by dtoBS . With the minimum Etotal , we can get the
optimal cluster number mopt and the optimal nodes number n in each cluster, n = N/mopt .

3.2 Centralized Balance Clustering Algorithm

In the proposed algorithm, there are some key steps to optimize the clustering. First, the
number of clusters is set to the optimal value mopt by cluster adapting, where the number of
nodes in each cluster is the same. Then, we optimize the selection of cluster heads. The last
step of the algorithm is allocating the time slots.

3.2.1 Clustering Adapting

In order to reduce energy consumption, base station divides the sensing area into regular
hexagon clusters with the same shape from center to the edge [12], and each cluster is
assigned an ID. Supposing that the best number of clusters is mopt , the area of each cluster is
S = a2/mopt . Here the hexagon is regarded as a circle for approximation, and the hexagon

side length R can be determined. The area of a hexagon is S = 3
√

3
2 R2 with the side length

R =
√

2S
3
√

3
=

√
2a2

3
√

3mopt
.

Because of the edge area, the real number of clusters based on hexagon is bigger than mopt .
Clustering adapting is applied to divide the sensing area into mopt clusters with approximated
equal number of nodes. The objective for the same size of a cluster is to keep the number of
clusters unchanged. Once some nodes die, the number of clusters remains unchanged through
adjusting the node number of each cluster. Since the nodes energy is limited, the less number
of nodes in a cluster can reduce the burden of cluster heads and extend their lifetime. Suppose

the number of total alive nodes is Nalive now, the number of upper limit is nmax =
⌈

Nalive
mopt

⌉
,

and the lower limit is nmin =
⌊

Nalive
mopt

⌋
. The algorithm is shown as follows:

Algorithm 1 Clustering adapting algorithm

Step 1: Initialize the two parameters isdelete and isjoin for each cluster according to their
nodes number. isdelete stands for whether to delete this cluster, 1—delete, 0 —keep. And
isjoin stands for whether to accept this node, 1 —accept, 0—refuse. Rank all clusters
in the decreasing order of nodes number and preserve the first mopt clusters. For the
preserved clusters, isdelete=0, others isdelete=1. If the nodes number n ≥ nmax in the
cluster, set isjoin =0; otherwise, set isjoin =1. In addition, each cluster has a parameter
isfixed, whose initial value is 0, representing the nodes in the cluster is not fixed yet.
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Step 2: Delete clusters whose isdelete = 1 and merge their nodes to clusters whose isdelete
= 0, so that the number of clusters is mopt . The merging is proceeded from edge to centre.
For a cluster whose isdelete = 1, set n =0 and isjoin = 0, meaning the cluster does not
exist. Every node in this cluster joins the nearest cluster with isdelete = 0.
Step 3: Find a cluster whose isfixed = 0 in the order from edge to center.
if nmin ≤ n ≤ nmax Set the clusterisfixed = 1. If isfixed =1 in all clusters, the algorithm
ends. Quit from the procedure.
else if n > nmax For each member node ith , find the adjacent cluster jth with isjoin=1
whose hexagon center is the nearest. Record distance di j from the ith node to the jth
cluster center. Choose the smallest distance and let the ith node join the jth cluster. If
adjacent cluster whose isjoin=1 cannot be found, find the nearest adjacent cluster with
isfixed = 0. Record distance from the ith node to the cluster center. Choose the smallest
distance and let the ith node join the cluster. Then update the number of nodes and isjoin
in both clusters. Repeat the procedure until n = nmax in the cluster, and set isfixed = 1.
Then, repeat step 3.
else Find the nearest node ith in the adjacent cluster whose isfixed=0. Let ith node join the
cluster. Update n and isjoin in both clusters. If there is no adjacent cluster with isfixed=0,
find the nearest node in the adjacent clusters whose isfixed=1 and n = nmax . Repeat the
procedure until n = nmin , and set this cluster isfixed=1. Then, repeat step 3.

3.2.2 Clustering Optimization

Though the size of clusters is the same by cluster adapting, the total energy consumption may
be not the minimum due to the non-uniform distribution of nodes. Therefore, an optimization
of clustering is necessary.

Cluster heads selection in each cluster is important on energy consumption. The energy
consumption for a member node changes with the square of the distance from this member
node to its cluster head. In order to reduce the total energy consumption, it is necessary to
reduce the quadratic sum of distance from member nodes to their cluster heads, which is
the criterion for the selection of cluster heads. Since a cluster head consumes much more
energy than a member node does, it is necessary to avoid energy exhausted and ensure
the stability of data transmission. Besides, the times of being cluster head should also be
balanced. If the highest energy of all nodes is Emax and the lowest is Emin , a threshold
Eth1 = Emax − Emin can be used to decide whether the energy of the node is enough.
A threshold Eth2 = (Emax + Emin)/2 is applied to evaluate whether the times of being
cluster head are balanced for all nodes. The higher value between Eth1 and Eth2 is the final
threshold Eth of being cluster head. Following is the optimization algorithm:

Algorithm 2 Algorithm on cluster head selection

Step 1: Record the current nodes number norig in each cluster. If there are nodes with
energy above Eth , choose the one with minimum quadratic sum of distance as cluster
head; otherwise, choose the node with maximum energy as cluster head.
Step 2: Let each member nodes join the nearest cluster and record the distance to its
current cluster head dcur . Record the current node number ncur for each cluster. Set all
clusters isfixed=0.
Step 3: Find a cluster denoted by ith whose isfixed = 0 in the order from edge to center.
Compare the original number of nodes norig , and the current number of nodes ncur .
if ncur = norig Set isfixed = 1 and repeat step 3. If all clusters isfixed = 1, the algorithm
ends.
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Table 1 Simulation parameters Parameters Value

Sensing area length a 100 m

Base station location (50,175)

Number of nodes N 100

Initial energy 2J

Length of data package 500 bytes

Length of package head 25 bytes

Eelec 50nj/bit

ED A 50nj/bit/signal

ε f s 10pj/bit/m2

εmp 0.0013 pj/bit/m4

else if ncur > norig Find node with the smallest dinc = d2
new − d2

cur , where dnew

is the distance that the node to the nearest cluster head in the adjacent cluster whose
ncur < norig . If no cluster satisfies the condition, find the nearest cluster whose isfixed=0.
Let the node join the cluster, then update dcur of the node andncur in both clusters. Repeat
this process until ncur = norig and set isfixed = 1. Then, repeat Step 3.
else From adjacent clusters whose isfixed=0 and ncur > norig , find the member node
with the smallest dinc = d2

new − d2
cur where dnew is the distance from this node to the

cluster head. If no node satisfies the condition, find such member nodes in adjacent cluster
whose isfixed=0. Let it join cluster and update dcur andncur . Then, Repeat step 3.

3.2.3 Time Slot Allocation

In the centralized algorithm, base station allocates time slots to each node uniformly in
order to avoid transmission collision, keeping the data transmitting with the same speed and
balancing the nodes energy consumption in different clusters.

A frame includes at least nmax + mopt -1 slots. Since the nodes number of each cluster is
nmax at most and the number of member nodes is no more than nmax -1, the first nmax -1 time
slots are allocated to each member node for data transmission. The residual time slots are
allocated to the cluster heads to transmit data after member nodes transmitting.

After all, the time slots are allocated, and base station broadcasts the message during time
slot allocation so that the sensor nodes know when to transmit data. Then in steady-state
phase, nodes transmit data in the allocated time slot. In general, the sensor nodes are in sleep
mode unless they transmit or receive data.

4 Simulation Results and Discussion

The proposed protocol is simulated by NS2. The results are compared with LEACH [3]
and the improved DE_LEACH [6]. As the hexagonal clustering is applied in the proposed
protocol, simulation results are also compared with the fixed hexagon clustering [13].

The parameters shown in Table 1 for computer simulation are the same with [7]. The
best number for clustering is 5 based on the conclusion in Sect. 4.1 and the side length of
hexagonal is 27.7 m.
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(a)
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Fig. 2 Clustering results

Table 2 Simulation results

Protocol FND (100 nodes) PNA (80 nodes) LND (0 node)

Time Packages Time Packages Time Packages

LEACH 350 38,000 440 46,000 530 53,000
DE_LEACH 520 58,000 580 60,000 710 62,000
Fixed-Hexagon 650 40,000 720 52,000 900 55,000
CBC 540 62,000 620 70,000 830 79,700

4.1 Clustering Results

The clustering results at t = 0 s, t = 300 s, t = 600 s are shown in Fig. 2. Since there is no energy
consumption at t = 0 s, the cluster number is 5 with 20 nodes in each cluster. There are no
nodes dying at t = 300 s and the nodes number of each cluster is 20. At t = 600 s, some nodes
died. The number of nodes in each cluster reduces, but nodes number in different cluster is
same or similar.

4.2 Simulation Performance

We use three parameters to evaluate the network lifetime [4]. One is used to represent the
optimal working time from the deployment of the network to the first node death (First Node
Dies, FND). Another is the time to represent the total working time when all the nodes died
in the network (Last Node Dies, LND). The last is the time when a certain percent of nodes
is alive (Percentage Nodes Alive, PNA). Here the percent is 80% (Table 2).

4.2.1 Network Lifetime

The comparison of the alive nodes among different proposals is shown in Fig. 3. It can be seen
that FND is 350 s, PNA is 440 s and LND is 530 s for LEACH. The performance is improved
for DE_LEACH, where FND is 520 s, PNA is 580 s and LND is 710 s, where the network
lifetime is prolonged obviously compared with LEACH. For fixed hexagon clustering, FND
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Fig. 4 Comparison on the received data by base station

is 650 s, PNA is 720 s and LND is 900 s, whose lifetime is the longest. For CBC, FND is 540
seconds and PNA is 620 s, which is a little longer than that of DE_LEACH, and LND is 830 s
which is much longer than that of DE_LEACH, the increase is about 57 and 17% compared
with LEACH and DE_LEACH.

4.2.2 Network Throughput

Network lifetime is just one of the representations of the performance. Furthermore, the
number of the transmitted data packets or the throughput is also of great importance. Figure 4
is the comparison of the received data on base station. It shows that DE_LEACH has a higher
transmitting speed than that of LEACH. The transmitting speed of CBC is almost the same
with DE_LEACH, while the fixed hexagon clustering has a much slower transmitting speed
than that of LEACH. Both LEACH and DE_LEACH are distributed protocols, without a
general time slot allocation. Therefore, there are some ripples on the number of received data
packets because the number of time slots is different in different rounds, which affects the
respective transmitting speed. In CBC, based on the centralized algorithm and unified time
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slots allocation, the speed of data transmitting is constant in each round and the number of
received data packs on base station is stable.

The number of alive nodes and the received data in different protocols is compared in
Fig. 5. The number of received data packets in LEACH is the minimum; about 38,000
during FND, 46,000 during PNA and 53,000 during LND. The number of received data
packs in DE_LEACH is about 58,000 during FND, 60,000 during PNA and 62,000 during
LND. And more than LEACH, but less than DE_LEACH, the data packets received in fixed
hexagon clustering is about 40,000 during FND, 52,000 during PNA and 55,000 during
LND. Compared with LEACH and DE_LEACH, the received data packets in CBC is about
62,000 during FND, 70,000 during PNA and 79,700 during LND, with an increase of 35.8
and 16.1%.

4.3 Discussion

It can be seen from Fig. 2 that the edge clusters of fixed hexagonal clustering are not complete
hexagons. There is a big difference in the cluster size and the number of nodes in different
clusters which may destroy the balance in energy consumption. The real number of clusters
is more than 5. Distinguishing clusters by DSSS, more clusters need longer codes. The coded
data length increases with the longer time slot and the smaller number of transmitting data
in every round. And the energy consumption in transmitting increases, which leads to the
decrease of the total number of the transmitted data packets. Therefore, fixed hexagonal
clustering is unreasonable and deteriorates the network performance.

CBC makes optimization based on the hexagonal clustering. Compared with other cluster-
ing protocols, the performance of CBC is better than that of LEACH in general. DE_LEACH
focuses on the distribution of cluster heads and may have a better distribution than CBC, but
its energy consumption is higher. CBC considers the distribution of clustering and makes
a better energy consumption balance which results in the decrease of the average energy
consumption. The network working time is longer, i.e., LND is bigger. Besides, CBC can
make better use of alive nodes after some nodes died, thus the effective working time, almost
equaling to LND, is much longer than that of DE_LEACH. It verifies that the performance
of CBC is the best among these proposals.
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5 Conclusion

The proposed centralized balance clustering protocol in this paper can be applied to the WSNs
with random distribution. In order to reduce the energy consumption, the key is to make the
energy consumption balanced. There are three steps in the algorithm: they are the hexagonal
clustering, cluster results optimization and cluster head selection. It is shown by computer
simulation that this protocol can make better use of alive nodes, prolong the network working
time and transmit the data effectively, which improves the performance obviously compared
with LEACH and DE_LEACH protocol.
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