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Abstract This paper focuses on the downlink system capacity in distributed antenna sys-
tems (DAS). Due to the complexity of actual wireless environments, a composite channel
model is established which takes into account three factors, i.e., path loss, lognormal shadow-
ing and Rayleigh fading. Based on the channel model, the probability density function (PDF)
of the output signal-to-noise ratio (SNR) is derived. To facilitate the analysis, the distribution
of the output SNR is approximated by a lognormal distribution. After that, by making use of
selective diversity (SD) scheme for distributed antennas, an approximate analytical expres-
sion of the capacity for a mobile station (MS) over a given position is derived. Furthermore,
considering the distribution of MSs in the system, a closed-form expression of the system
capacity is obtained. Numerical results show that the closed-form expression can evaluate
the system capacity performance of DAS very accurately.
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1 Introduction

The next generation wireless communication system will provide very high data rate and
mass wireless access service for broad area coverage. However, the conflict between scarce
spectrum resources and diversified user demands becomes more and more prominent. The
conventional cellular communication system emphasizes the use of low power radio tech-
nology to achieve high performances through massive frequency reuse [1]. However, a large
number of expensive base stations, complex network planning and frequent handoffs are
needed, which lead to high cost and unstable system performances [1]. Therefore, the tra-
ditional cellular system is far short of promising the full potentialities which are needed
to ensure high capacity, large coverage, good quality of service (QoS), low cost wireless
terminals and inexpensive base stations [2–4]. In order to solve these problems, extensive
and in-depth studies have been carried out. Recently, the distributed antenna system (DAS)
has been drawn much attention because of its potentials in enhancing system performances.
Unlike the traditional cellular communication system, the basic idea of DAS is that the dis-
tributed antennas are geographically separated from each other. Recent academic studies
have shown that the DAS has potential advantages in capacity, power consumption, coverage
and outage probability [5–8]. Without any doubt, the DAS can enhance system performances
significantly and will become a very promising candidate in future wireless communication
system.

System capacity plays an important role in wireless communication systems, and it is
of great value to network planning and antenna layout. Up to now, some studies have been
done to analyze the capacity performance of DAS. Assuming that the path loss in the sys-
tem is a constant (0 dB), both the uplink capacity and the downlink capacity of DAS were
investigated in [9]. Generally speaking, this is not always so in real systems, because the dis-
tance from the base station (BS) to each distributed antenna is usually different. Therefore,
path loss can’t be ignored. The authors in [1] and [10] also studied the capacity perfor-
mance of DAS, but the lognormal shadowing was ignored. Due to the large space among
distributed antennas, it’s not reasonable to assume all the antennas experience the same
lognormal shadowing, so the derived theoretical expressions lack generality and can’t be
applied to evaluate the capacity performance under various scenarios. In [11], the chan-
nel gain combines the fast fading, path loss and lognormal shadowing effects, and then an
approximate capacity expression is derived using approximation distributions. In addition,
we analyzed the downlink capacity of DAS over shadowed Nakagami-m fading channels
in [12], and also obtained an expression of capacity. It should be noted that the expres-
sion of capacity in [11] or [12] is a function of the position of MS, i.e., given a specific
position of the MS, a corresponding capacity can be obtained. Theoretically, the system
capacity also relates to the distribution of mobile stations (MSs) in the cell [13]. So far, to
the best of the authors’ knowledge, the system capacity of DAS has not been completely
discussed in open literatures. Therefore, it is of great interest and necessary to study these
problems.

Motivated by the researches in [12] and [13], this paper further investigates the downlink
system capacity in DAS with selective diversity (SD) scheme. Considering the complexity of
actual wireless propagation environment, this paper establishes a composite channel model
which takes into account three factors such as path loss, lognormal shadowing and Rayleigh
fading. Then, the probability density function (PDF) of the output signal-to-noise ratio (SNR)
is derived. To facilitate the theoretical analysis, the distribution of output SNR is approximated
by a lognormal distribution. After that, by making use of selective diversity (SD) scheme
for distributed antennas, an approximate analytical expression of the capacity for a mobile
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station (MS) over a given position is derived. Furthermore, considering the distribution of
MSs in the system, a closed-form expression of the system capacity is obtained.

The remainder of this paper is organized as follows: The system model of downlink DAS
is described in Section 2. Section 3 analyzes the downlink system capacity, and an approxi-
mate distribution of the output SNR is derived. Furthermore, the closed-form expression of
system capacity is derived. Numerical results are presented in Section 4 before conclusions
are drawn in Section 5.

2 System Model

Consider a single cell distributed antenna system, as shown in Fig. 1. Assume that the radius of
the circular cell is R. The BS (also named as DA0) is in the center of the cell, and the distributed
antennas are distributed arbitrarily in the cell, which can be denoted as DAi(i = 1, 2, · · · , N ).
Each distributed antenna is connected to the BS via dedicated wires, fiber optics, or an exclu-
sive RF link. Furthermore, the MSs are also assumed to be randomly distributed in the
cell. Due to the implementation limitation, only one single antenna is available at each MS.
Without loss of generality, the positions of the MS and DAi are denoted by the polar coor-
dinates (ρ, θ) and (Di , θi ), respectively. Note that ρ and θ are the distance and angle of the
MS relative to the cell center, while Di and θi are the distance and angle of DAi to the cell
center.

This paper only considers the system capacity of the downlink DAS. Mathematically, for
the MS located at (ρ, θ) , the received downlink signal from DAi can be expressed as

yi = √
Ehi x + z ∈ C , ∀i ∈ {0, 1, 2, · · · , N } (1)

R

DA0 DA1

DA2

DA4

DAN

MS

DA3

. . .

Fig. 1 A distributed antenna system structure
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where yi is the received signal at the MS, E is the transmit signal power, hi denotes the
channel fading between DAi and the MS, x is the transmitted symbol from DAi with unit
energy, and the entry in the noise z is the complex white Gaussian noise with zero mean and
variance N0.

Composite shadowing/multipath fading environments are frequently encountered in dif-
ferent realistic scenarios. These channels are generally modeled as a mixture of fast fading,
path loss, and lognormal shadowing [14]. Therefore, the channel gain hi in Eq. (1) can be
supposed as

hi = gi

√
Pi (ρ, θ) Si (2)

where gi , Pi (ρ, θ) and Si denote the fast fading, path loss and lognormal shadowing, respec-
tively. Furthermore, the three fading effects in Eq. (2) are assumed to be independent of each
other. Without loss of generality, the envelope of the fast fading term gi is assumed to undergo
a Rayleigh fading, i.e., the squared envelope |gi |2 is exponential distributed [15]. For the sake
of simplicity, the mean of |gi |2 is assumed to be unitary, so the PDF of |gi |2 is as follows

f|gi |2 (t) = exp (−t) , t ≥ 0. (3)

The path loss term Pi (ρ, θ) in Eq. (2) is a function of the position of MS, which can be
modeled as [16]

Pi (ρ, θ) =
(

d0

di (ρ, θ)

)βi

(4)

where d0 is the reference distance, di (ρ, θ) represents the distance from DAi to the MS

located at (ρ, θ), which can be derived as di (ρ, θ) =
√

ρ2 + D2
i − 2ρDi cos (θ − θi ),

and βi is the path loss exponent. Furthermore, the lognormal shadowing term Si in Eq.
(2) follows a lognormal distribution. For easy analysis, the mean of 10log10Si is assumed to
be zero (in dB). Therefore, the PDF of Si can be given as [16]

fSi (s) = ξ√
2πσi s

exp

[

−
(
10log10s

)2

2σ 2
i

]

, s > 0 (5)

where ξ = 10/ ln 10 , and σi (in dB) is the standard deviation of 10log10Si .
From Eq. (1) and Eq. (2), the received instantaneous output SNR at the MS can be

obtained as

γi = E |hi |2
N0

= 	i |gi |2 (6)

where 	i = EPi (ρ, θ) Si/N0. Determined by Si ,	i also follows a lognormal distribution,
and its PDF can be expressed as

f	i (ω) = ξ√
2πσiω

exp

[

−
(
10log10ω − μi (ρ, θ)

)2

2σ 2
i

]

, ω > 0 (7)

where μi (ρ, θ) = 10log10 (EPi (ρ, θ) /N0) is the mean of 10log10	i . Then, from Eq. (3)
and Eq. (6), the conditional PDF of γi can be derived as [17]

f γi |	i (γ |ω) = 1

ω
exp

(
−γ

ω

)
, γ ≥ 0. (8)

Accordingly, the PDF of γi can be obtained from Eq. (7) and Eq. (8) as
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fγi (γ ) =
+∞∫

0

1

ω
exp

(
−γ

ω

) ξ√
2πσiω

exp

[

−
(
10log10ω − μi (ρ, θ)

)2

2σ 2
i

]

dω (9)

It can be observed from Eq. (9) that γi follows a gamma-lognormal distribution.

3 Downlink System Capacity Analysis

In this section, the downlink system capacity in DAS will be investigated. For the sake of
simplicity, a lognormal distribution is used as an alternative to the gamma-lognormal dis-
tribution. Then, using the result, an approximate analytical expression of capacity for the
MS over a given position is derived under a selective diversity scheme. Finally, considering
the distribution of MSs in the system, a closed-form expression of the system capacity is
obtained.

3.1 Approximate Expression of fγi (γ )

We can see that the PDF of γi in Eq. (9) is a complex integral function, and it’s very hard to
evaluate it. Referring to [18], the gamma-lognormal distribution in Eq. (9) can be approxi-
mated by a lognormal distribution as

fγi (γ ) ∼= ξ√
2πσ̃iγ

exp

[

−
(
10log10γ − μ̃i (ρ, θ)

)2

2σ̃ 2
i

]

, γ > 0 (10)

where μ̃i (ρ, θ) is the mean of the approximate distribution, which can be achieved as

μ̃i (ρ, θ) = μi (ρ, θ) − 2.50675 (11)

σ̃ 2
i in Eq. (10) is the variance of the approximate distribution and can be obtained as

σ̃ 2
i = σ 2

i + 31.0215. (12)

To verify the impact of using lognormal distribution instead of gamma-lognormal distribu-
tion, the accuracy of such approximation is illustrated in Fig. 2. Obviously, the differences
between the two distributions are small enough to be ignored.

3.2 Capacity Analysis for the MS Over a Given Position

Assume the channel state information (CSI) between DAi and the MS is known at the trans-
mitter. The selective diversity scheme is applied at the transmitter, i.e., only one distributed
antenna is selected for transmission to maximize the output SNR

γ = max {γ0, γ1, · · · , γN } . (13)

Owing to the large space among distributed antennas, it is reasonable to assume all the links
between distributed antennas and the MS undergo independent shadowing effects and fast
fadings, i.e., γi in Eq. (13) is independent of γ j (i �= j). Then, the cumulative distribution
function (CDF) of γ can be obtained as
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Fig. 2 PDF curves of gamma-lognormal and lognormal distributions

Fγ (r) =
N∏

i=0

Fγi (r)

=
N∏

i=0

[
1 − 1

2
erfc

(
10log10r − μ̃i (ρ, θ)√

2σ̃i

)]
(14)

where Fγi (r) is the CDF of γi , and erfc (·) is the complementary error function. The detailed
derivation of Eq. (14) can be found in Appendix A. Differentiating Eq. (14) with respect to
r yields the PDF of γ as

fγ (r) =
N∑

i=0

⎡

⎣ fγi (r)

N∏

j=0, j �=i

Fγ j (r)

⎤

⎦

=
N∑

i=0

[
ξ√

2πσ̃i r
exp

(

−
(
10log10r − μ̃i (ρ, θ)

)2

2σ̃ 2
i

)

×
N∏

j=0, j �=i

(

1 − 1

2
erfc

(
10log10r − μ̃ j (ρ, θ)√

2σ̃ j

))⎤

⎦ . (15)

Then, the capacity for the MS located at (ρ, θ) can be derived as

C (ρ, θ) = Er
[
log2 (1 + r)

]

=
+∞∫

0

log2 (1 + r) fγ (r)dr

=
N∑

i=0

+∞∫

0

log2 (1 + r)

⎡

⎣
N∏

j=0, j �=i

Fγ j (r)

⎤

⎦ fγi (r)dr . (16)
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Obviously, Eq. (16) is also a complex integral problem, and it’s not straight forward to
evaluate it. Then, the Gauss-Hermite integral in [19] is applied to approximate Eq. (16) as

C (ρ, θ) ∼= 1√
π

N∑

i=0

Np∑

n=1

{
Hn log2

(
1 + 10

(√
2σ̃i tn+μ̃i (ρ,θ)

)
/10
)

×
N∏

j=0, j �=i

[

1 − 1

2
erfc

(√
2σ̃i tn + μ̃i (ρ, θ) − μ̃ j (ρ, θ)√

2σ̃ j

)]⎫⎬

⎭
(17)

where tn and Hn are the base points and weight factors of the Np-order Hermite polynomial,
respectively. Appendix B gives the detailed derivation of Eq. (17).

3.3 Downlink System Capacity Analysis

Up to now, an approximate expression of downlink capacity is derived in Eq. (17), but this
expression is a function of the position of MS, i.e., given a specific position of the MS, a
corresponding capacity can be obtained. Theoretically, the system capacity also relates to
the distribution of MSs in the cell. Obviously, the expression Eq. (17) doesn’t consider the
impact of the distribution of MSs on the system capacity. Furthermore, assume that δ (ρ, θ)

( in polar coordinates ) is the PDF that used to describe the distribution of MSs in the cell,
and the system capacity can be expressed as

Csystem = Eρ,θ [C (ρ, θ)]

=
2π∫

0

R∫

0

C (ρ, θ) δ (ρ, θ)ρdρdθ. (18)

Since the distribution of MSs is arbitrary, the expression in Eq. (18) is complex and usually
has no closed-form solution. In this section, by making use of the two-dimensional composite
Simpson’s rule [20], the final downlink system capacity can be derived as

Csystem ∼= hk

9

P∑

p=0

Q∑

q=0

[
ap,q ρp C

(
ρp, θq

)
δ
(
ρp, θq

)]
(19)

where the two even numbers P and Q are chosen to determine the step sizes h = R
/

P and
k =2π

/
Q, respectively. In addition, ρp =hp and θq =kq . The weigh factor ap,q is element

of matrix A, in the (p + 1) th row and (q + 1) th column. Notably, the matrix A is as follows

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 4 2 4 · · · 2 4 1
4 16 8 16 · · · 8 16 4
2 8 4 8 · · · 4 8 2
...

...
...

...
...

...
...

4 16 8 16 · · · 8 16 4
1 4 2 4 · · · 2 4 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(P+1)×(Q+1)

. (20)

4 Numerical Results

In this section, both the Monte Carlo simulation results and theoretical results are presented by
using the MATLAB simulation tool. The impacts of path loss exponent, number of distributed
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R
h

1

R

2

Fig. 3 The distribution of mobile stations in the cell

antennas, as well as the distribution of MSs on the downlink system capacity will be discussed,
and the accuracy of system capacity expression will also be verified.

Without loss of generality, a downlink of a single circular DAS is used in this section
and the simulation set-up is given as follows. The BS of the system is in the center of the
cell, and the distributed antennas are evenly and symmetrically placed in the cell, i.e., the
distances between each distributed antenna and the BS are the same, and the angles between
every two neighboring DA nodes are also the same. Furthermore, in order to describe the
non-uniformity of MSs in the cell, we divide the whole cell into two regions, as shown in
Fig. 3. Region 1 (denoted as �1) is the circular area, which is in the center of the cell and
with a radius of Rh . And the residual annular zone is region 2 (denoted as �2). Therefore,
the PDF for describing the distribution of the MSs in the cell can be supposed as

δ (ρ, θ) =

⎧
⎪⎨

⎪⎩

λ

Sh
(ρ, θ) ∈ �1

1 − λ

S − Sh
(ρ, θ) ∈ �2

(21)

where Sh is the area of region 1, while S is the area of the whole cell. λ ∈ [0, 1] is the prob-
ability that MSs distributed in region 1. It can be observed that, the PDF in Eq. (21) varies
with the increase or decrease of λ. When λ = Sh

/
S, the MSs in the cell follow uniform

distribution; when λ > Sh
/

S, region 1 is the hot zone, most of the MSs are distributed in
this region; when λ < Sh

/
S, the majority of MSs are located in region 2. Particularly, the

MSs are all distributed in region 2 when λ = 0, and when λ = 1, all of MSs are located in
region 1. The main parameters used in simulation are listed in Table 1.

Figures 4, 5, 6 and 7 illustrate the downlink system capacity of DAS versus the trans-
mit SNR

(
E
/

N0
)

in different scenarios. Obviously, it can be found that the performance of
system capacity is improved with the increase of E

/
N0. Specifically, Figs. 4 and 5 show
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Table 1 Main simulation parameters

Parameters Symbol Value

Radius of the cell R 1000 m

Radius of region 1 Rh 250 m

Reference distance d0 40 m

Standard deviation of lognormal shadowing σi 8 dB

Order of Hermite polynomial Np 40

Number of equidistant nodes for polar radius P 12

Number of equidistant nodes for polar angle Q 12

Position of the BS (D0, θ0) (0, 0)

Positions of DA i, ( i = 1, 2, · · · , N ) (Di , θi )
(
R
/

2, 2π i
/

N
)

Fig. 4 System capacity versus transmit SNR with different path loss exponents when λ = Sh/S

the relationship between the system capacity and path loss exponent β when MSs uniformly
distributed ( λ = Sh

/
S ) and non-uniformly distributed ( λ = 0.4 ), respectively. The curves

in these two figures indicate that the system capacity value increases with the decrease of
path loss exponent. That’s because a higher path loss can be achieved with the decrease of the
path loss exponent, then a higher output SNR can be obtained, and finally a better capacity
performance is derived. Remarkably, the gaps between every two neighboring β enlarge with
the increase of E

/
N0 , which result in better capacity performances.

Figures 6 and 7 further plot the system capacity as a function of distributed antenna
numbers N when MSs uniformly distributed ( λ = Sh

/
S ) and non-uniformly distributed

( λ = 0.4 ), respectively. Obviously, with the increase of distributed antennas, a higher diver-
sity gain can be achieved, which results in a better output SNR. On the other hand, each
MS can obtain a shorter access distance with the increase of distributed antennas, which will
make the channel gain larger, and a higher output SNR can also be achieved accordingly.
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Fig. 5 System capacity versus transmit SNR with different path loss exponents when λ = 0.4

Fig. 6 System capacity versus transmit SNR with different antenna numbers when λ = Sh/S

As a result, better capacity performances can be obtained with the increase of distributed
antennas as shown in these two figures.

It should be emphasized that, from Figs. 4 to 7, the differences between the theoretical
results and simulation results are small enough to be ignored, which verifies the accuracy
of the theoretical expression of the system capacity. Furthermore, the derived theoretical
expression can be employed under different scenarios, and it will lay a good foundation for
further research such as network planning and antenna layout in DAS.

Here, we will further compare the system capacity of DAS with the co-located antenna
system (CAS) when the MSs are uniformly distributed. In this simulation, the CAS scheme
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Fig. 7 System capacity versus transmit SNR with different antenna numbers when λ = 0.4

Fig. 8 System capacity comparison between DAS scheme and CAS scheme when MSs are uniformly
distributed

employs the same number of antennas as the DAS scheme, and all antennas in CAS scheme
are located in the center of the cell. The performance comparison between DAS scheme and
CAS scheme can be shown in Fig. 8. It can be observed that, for both the DAS scheme and the
CAS scheme, the system capacities are increased with the increase of E

/
N0. It should also

be noted that the capacity performance of the DAS scheme outperforms the CAS scheme.
Moreover, the performance gap between DAS scheme and CAS scheme increases with the
increase of antenna numbers.
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5 Conclusion

This paper studies the downlink system capacity of DAS with selective diversity scheme.
Considering the influence of path loss, lognormal shadowing and Rayleigh fading to the actual
wireless environments, this paper firstly establishes a composite channel model. Based on the
established composite channel model, an approximate analytical expression of the capacity
for a MS over a given position is derived by employing twice approximations. Then, consid-
ering the distribution of MSs in the system, a closed-form expression of the system capacity
is obtained by using the composite Simpson’s rule. Simulation results show that the derived
closed-form expression is quite accurate to provide approximations to evaluate the system
performance without time-intensive simulations. Moreover, the DAS scheme outperforms
the CAS scheme in terms of system capacity when the MSs are uniformly distributed.
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Appendix A

Due to the independence among γi (i = 0, 1, 2, · · · , N ) in Eq. (13), the CDF of output SNR
can be obtained as

Fγ (r) =
N∏

i=0

Fγi (r) (22)

where Fγi (r) is the CDF of γi . From Eq. (10), Fγi (r) can be expressed as

Fγi (r) =
r∫

0

ξ√
2πσ̃i r

exp

[

−
(
10log10r − μ̃i (ρ, θ)

)2

2σ̃ 2
i

]

dr (23)

Let x = (10log10r − μ̃i (ρ, θ)
)/√

2σ̃i , and substitute x into Eq. (23), Fγi (r) can be further

derived as

Fγi (r) = 1√
π

10log10r−μ̃i (ρ,θ)√
2σ̃i∫

−∞
exp

(−x2)dx

= 1 − 1

2
erfc

(
10log10r − μ̃i (ρ, θ)√

2σ̃i

)
(24)

where erfc (α) = (
2
/√

π
) ∫ +∞

α
exp

(−x2
)
dx is the complementary error function. Then,

Eq. (14) is obtained by substituting Eq. (24) into Eq. (22). 	
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Appendix B

From Eq. (25.4.46) in [19], we can know that the Gauss-Hermite integral formula can be
expressed as

+∞∫

−∞
f (x) exp

(−x2) dx ∼=
Np∑

n=1

Hn f (tn) (25)

Let x = (
10log10r − μ̃i (ρ, θ)

)/√
2σ̃i , and substitute x into Eq. (16), and then using Eq.

(25), the expression of capacity for the MS located at (ρ, θ) can be achieved as

C (ρ, θ) =
N∑

i=0

1√
π

+∞∫

−∞
log2

(
1 + 10

(√
2σ̃i x+μ̃i (ρ,θ)

)/
10
)

×
⎡

⎣
N∏

j=0, j �=i

Fj

(
10

(√
2σ̃i x+μ̃i (ρ,θ)

)/
10
)
⎤

⎦ exp
(−x2) dx

∼= 1√
π

N∑

i=0

Np∑

n=1

{
Hn log2

(
1 + 10

(√
2σ̃i tn+μ̃i (ρ,θ)

)/
10
)

×
N∏

j=0, j �=i

[

1 − 1

2
erfc

(√
2σ̃i tn + μ̃i (ρ, θ) − μ̃ j (ρ, θ)√

2σ̃ j

)]⎫⎬

⎭
(26)

Therefore, Eq. (17) is obtained. 	
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