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Abstract In this paper, we investigate a call-admission
and handoff-control framework for multi-tier cellular
networks. We first propose and compare Call-Admis-
sion Control (CAC) algorithms based on the cell-dwell-
ing time, by studying their impact on the handoff-call
dropping and new-call blocking probabilities and the
channel partitioning between the two tiers. Our results
show that a simple, cell-dwelling-time-insensitive algo-
rithm performs better under various mixes of user
mobilities and call types. Moreover, there is an opti-
mal channel partition of the overall spectrum between
the tiers which minimizes the dropping and blocking
probabilities for the two different CAC algorithms stud-
ied in this paper. Once the call is admitted into the
network, we propose and compare various handoff-
queuing strategies to reduce the call dropping
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probability. We show that implementing a queuing
framework in one of the tiers (especially the upper, i.e.,
macrocellular, tier), results in a significant reduction in
the dropping probability.
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1 Introduction

Future cellular networks will require improved quality
of service (QoS), higher capacity, and a larger coverage
area than existing networks. There are two key objec-
tives in cellular network design—(1) to maximize the
spectrum efficiency, and (2) to provide high Quality of
Service (QoS) to users, i.e., minimize the handoff-call
dropping probability and the new-call blocking proba-
bility, hereafter referred to as (call) dropping and (call)
blocking probabilities, respectively.

1.1 Background

In order to increase the cellular network’s capacity, we
can employ a finer mesh of smaller cells (i.e., micro-
cells) over areas with a large population of users in order
to achieve higher channel reuse. On the other hand, to
be able to cover a larger area and serve a large number
of highly mobile hosts, we should increase the cell size.
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To achieve the first objective, network designers em-
ploy efficient channel-allocation schemes based on
Fixed Channel Allocation (FCA), Dynamic Channel
Allocation (DCA), or hybrid schemes [1,2]. The key
idea in these schemes is to achieve good load balanc-
ing of the total system capacity. To provide better QoS
to users, we can employ a finer mesh of smaller cells
(i.e., microcells) over areas with a large population of
users in order to achieve higher channel reuse. On the
other hand, to be able to cover a larger area and serve
a large number of highly mobile hosts, we should
increase the cell size.

A multi-tier cellular network architecture in which
cells in a particular tier (or layer) are overlayed by
larger cells at the next higher tier (or layer) [3–11]
can satisfy these various, and sometimes conflicting,
requirements. Throughout this paper, we have analyzed
a two-tier cellular architecture (because it is the first and
most natural extension beyond a flat single-tier net-
work), but our results, observations and conclusions
apply to multi-tier architectures as well.

1.2 Challenges

A typical two-tier architecture consists of a tier of
microcells and a tier of macrocells such that a num-
ber of contiguous small microcells are overlayed by a
large macrocell. Microcells are used to achieve higher
capacity, while macrocells provide a larger coverage
area and reduce overheads due to handoffs. In order
to achieve these advantages, it is necessary to address
three key engineering issues: (1) to develop algorithms
to efficiently allocate channels to the different tiers, (2)
to design effective new-call and handoff-call admission
control algorithms, and (3) to design adaptive QoS con-
trol schemes for calls admitted into the system.

The goal of call-admission control in a two-tier cel-
lular network is to determine which calls should be
admitted and to subsequently assign an incoming new
call or a handoff call to an appropriate tier. The goal is
to minimize handoff traffic, improve QoS by minimiz-
ing call drops, while simultaneously taking advantage
of the microcell layer by maximizing the number of
users in the network.

Advances in accurate positioning technologies
[12–15] and velocity-estimation methods [16,17]
allow these attributes of a call to be determined with
high accuracy. Furthermore, it is also possible to deter-

mine the call type and make reasonable predictions
about the call duration and the resource requirements.
A key question, which we have explored in this work,
is how much benefit can be gained by exploiting these
information in assigning a call to a tier.

1.3 Contributions of this paper

In this paper, we study the problem of call admission
and handoff control for a multitier cellular network.
We analyze both new call admission and handoff call
management and control in a single unified framework,
which, to the best of our knowledge, has not been done
before. For this study, we propose call admission and
handoff control algorithms that incorporate the attri-
butes of the call—such as data calls or voice calls, long
calls or short calls, fast or slow user mobility—to make
call management decisions.

In the first part of this study, we consider a sim-
ple First-Come-First-Served(FCFS)admissionscheme
and study the call-assignment problem. We analyze the
performance of a Dwell-time-based Call-Admission
Control (DCAC) algorithm which assigns calls to tiers
based on their predicted cell-dwelling times. In partic-
ular, calls with long holding time and/or high mobil-
ity which may generate a large number of handoffs in
the microcell layer are assigned to the macrocell layer.
We compare the performance of DCAC with a simpler
Uniform Call-Admission Control (UCAC) algorithm
which handles all calls uniformly.1 This comparison is
done with respect to the new-call blocking and hand-
off-call dropping probabilities across different channel
partitions between the tiers (and hence different system
capacities). Our results show that UCAC algorithm out-
performs the DCAC algorithm for various traffic mixes
in terms of user mobility and call-holding time. Further-
more, there is an optimal channel partition which mini-
mizes the new-call blocking and handoff-call dropping
probabilities for both admission control algorithms.

Once a new or handoff call has been assigned to a
particular tier, an effective QoS control scheme would
attempt to minimize the probability of a drop. This can
be achieved by implementing a queuing mechanism
which queues a handoff call if there are no channels
available in the target cell. In effect, this provides a
method of giving priority to handoff calls over new

1 The DCAC and UCAC algorithms are described in Sect. 3.
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calls. It has been shown that, for single-tier cellular net-
works, such queuing schemes can significantly reduce
the handoff-call dropping probability [18].

In this paper, we extend the above studies by inves-
tigating the performance of different handoff-queuing
strategies for a two-tier cellular network. We consider
various queue architectures—queue at the microcell
layer, queue at the macrocell layer, queue at both lay-
ers, and priority queues for different types of calls.
We present a detailed performance comparison through
analysis and simulation. Our results show that imple-
menting a queue in only one of the tiers can improve the
dropping probability significantly. Among the different
queuing strategies studied, we find that implementing
the queue in the macrocell layer results in a significant
reduction in dropping probability for both tiers in the
network while keeping the cost low and the operation
of the system simple.

In Sect. 2, we describe the two-tier cellular net-
work examined in this paper. Section 3 outlines the two
call-admission control algorithms, DCAC and UCAC,
and provides a description of the network model used
for the study. The performance results are discussed
in Sect. 3.4. In Sect. 4, we describe our call-handoff-
control framework and enumerate the different queue
architectures. In Sect. 4.1, we develop a mathematical
model to analyze the performance of the various queue
architectures. In Sect. 4.4, we discuss the analytical and
simulation results. Finally, in Sect. 5, we conclude with
a summary of our results and future research directions.

2 Two-tier cellular network architecture

We consider a two-tier cellular network based on the
Global System for Mobile Communications (GSM)
architecture [19].2 We consider a homogeneous net-
work in which each macrocell covers N microcells.
We assume a total of C channels in the network. We
allocate m channels to each microcell and c channels
to each macrocell. Note that, c = �(C −m × Rm)/Ru�,
where Ru and Rm denote the macrocell and microcell
reuse distance ratios, respectively. The total capacity of
the network, denoted by κ , is defined to be the maxi-
mum number of calls the network can support at any

2 Even though we state the GSM architecture for illustration pur-
poses, we do not use any of its specifics to generate our results.
Hence, our results are applicable to any multitier cellular network
architecture.

given instant of time. The microcell layer can support
a maximum of M × N × m calls while the macrocell
layer can support a maximum of M × c calls. Thus,

κ = M × (Nm + c). (1)

From the above equation, we see that the total net-
work capacity can be increased by increasing m, i.e., by
allocating more channels to the microcell layer. How-
ever, allocating all the channels to the microcell layer
increases the handoff traffic when there are users with
different mobility characteristics. The proper choice of
m and c is referred to as the frequency plan, which is
determined by many factors such as the reuse distances
of the different layers, call-arrival rate, and characteris-
tics of the calls in terms of call-holding time as well as
user mobility. The frequency plan can be static, in which
case the frequency assignments are based on long-term
statisticalaveragesof theaboveinputparameters. Incase
of dynamic frequency plans, the assignment can change
with, say, timeofday.Givenafrequencyplan, it isneces-
sary to develop a call-admission control algorithm that
will determine which layer the call should be admitted
in order to maximize the network’s resource utilization
and minimize the dropping probability. In the following
section, we address this issue.

3 Call-admission control in two-tier cellular
networks

The cell resources consumed by a call is proportional to
the call’s cell-dwelling time, namely, the time for which
the call remains in the cell. The consumed
resources are determined by two parameters—(1) call-
holding time and (2) the user’s cell-dwelling time. The
latter depends on the velocity of the user and the cell
size. In this study, we consider two different types of
calls characterized by their call-holding times—voice
calls have shorter call-holding time and data calls have
longer call-holding time. We will refer to them as short
and long calls, respectively. We also consider two types
of user mobility—fast users and slow users, referred
to as fast calls and slow calls, respectively. The four
unique call types have different cell-dwelling times.

3.1 Uniform call-admission control (UCAC)
algorithm

In this scheme, all calls are treated identically, where
all incoming calls are admitted into the microcell layer
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first. The rationale behind this algorithm is that micro-
cells offer greater channel reuse, and hence increase
the capacity of a cellular network. Therefore, it would
make sense to utilize this increased capacity and
attempt to assign all calls to the microcell layer.

The key steps of the algorithm are as follows.

– A new call is first attempted in a microcell. If all
channels are busy, the call overflows to the corre-
sponding macrocell. If all the channels in the mac-
rocell are also busy, the call is blocked.

– A handoff call is first attempted at the microcell
layer. If all the channels are busy, the call over-
flows to the corresponding macrocell where it can
get dropped if there is no available channel.

– When there is a handoff at the macrocell layer, the
call is handed off to the appropriate microcell at the
periphery of the adjacent macrocell.

3.2 Dwell-time-based call-admission control (DCAC)
algorithm

For this algorithm, we assume that it is possible to
determine both the type of the incoming call (short
or long) and the mobility of the user (slow or fast).
Calls with long holding time and/or fast mobility will
generate more handoffs if they are assigned to the
microcell layer. This can increase the new-call blocking
and handoff-call dropping probabilities. On the other
hand, if these calls are assigned to the macrocell layer,
while the handoff rate will decrease, it will increase
the cell-dwelling time. This, in turn, may lead to higher
blocking and dropping probabilities. To investigate this
tradeoff, we consider a call-admission algorithm where
calls with long holding time and generated by fast users
are always first attempted at the macrocell layer. The
key steps of this algorithm are as follows:

– Slow new or handoff calls follow the UCAC algo-
rithm (i.e., they always first attempt the microcell
layer).

– Fast new calls always first attempt the macrocell
layer. If no channel is available in the macrocell, the
call overflows to the appropriate underlying micro-
cell. If all channels in this microcell are also busy,
the call is blocked.

– When there is fast-call handoff at the microcell
layer, the first attempt is made at the macrocell cor-
responding to the target microcell. If the handoff is

at the macrocell layer, the first attempt is made at the
adjacent macrocells. In either case, if no channel is
available at the target macrocell, the call overflows
to the appropriate underlying microcell. If no chan-
nel is available in the microcell as well, then the call
is dropped.

Given a two-tier cellular network with a limited
number of channels and four types of calls, the prob-
lem is to analyze whether DCAC algorithm provides
lower blocking and dropping probabilities compared
to the UCAC algorithm. While studying this problem,
we attempt to find an optimal orthogonal assignment3

of the total available channels in the network, which
provide the best operating region in terms of the lowest
blocking and dropping probabilities.

3.3 Model assumptions

The arrivals of new fast and slow calls are drawn from
a Poisson process with parameter λ (calls/s). We use F
and 1 − F to denote the fraction of fast and slow calls
in the network, respectively.

Mobility is modeled using an uniform fluid-flow
approximation. Under this model, the rate at which a
mobile crosses a microcell boundary is given by
α = V L/π S, where L is the perimeter of a micro-
cell, V is the average velocity of the user, and S is
the microcell area [20]. The cell-dwelling time of a
mobile in a microcell is exponentially distributed with
the mobility parameter α (cell crossings/s). In mac-
rocells, the mobility parameter turns out to be αu =
α/

√
N .

When a mobile user moves from a cell (A) to a new
cell (B), the resources in the old cell must be cleared
before they can be reused by other new or handoff
calls. These resource-allocation and clearance actions
require processing which increases with the number
of handoff. This causes a call’s channel-holding time
in a cell to increase. To incorporate this resource-man-
agement overhead, we model the BSC/MSC4 signaling

3 Orthogonal sharing is a partitioning of the total available chan-
nels without reuse across the tiers (i.e., microcells cannot reuse
channels used by the macrocell layer and vice versa).
4 BSC is the acronym for Base Station Controller and MSC is
the acronym for Mobile Switching Center. These are network
elements in the cellular network architecture and perform sig-
naling and switching functions involved in call origination and
delivery, handoff, and mobility management.
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centers by a handoff controller which manages hand-
offs between a number of macrocells and their under-
lying microcells. This handoff controller is modeled as
an infinite buffer queue with a single server with an
exponentially distributed service time with parameter
µc. This is shown in Fig. 1.

We assume that each handoff controller handles
handoff requests from the M macrocells as well as
their underlying microcells. A call requesting handoff
occupies a channel in its old cell throughout the time it
spends in the controller queue. Once the handoff
request is serviced by the controller, the channel in the
old cell is released for reuse by other (new and handoff)
calls. The infinite-buffer approximation at the control-
ler is used as a simplification to study the effects of
the queuing delay on the call blocking and dropping
probabilities in the network.

The total (new-call plus handoff-call) call-holding
time is assumed to have an exponential distribution
with a mean of 1/µ seconds. The cell-dwelling time
of a call in a microcell is therefore exponentially dis-
tributed with parameter α + µ. There are two ways
in which a call exits a microcell: (1) there is a hand-
off with probability θ = α/(α + µ) and (2) the call
completes with probability 1 − θ . The above holds for
a macrocell as well, with α replaced by αu . For the
above assumptions and equations, the reader is asked
to replace µ with µv for short calls, µ with µd for long
calls, α with αs for slow calls, and α with α f for fast
calls.

We have used the following default parameter values
for the analytical and simulation results shown later in
this study: (1) reuse distance ratio = 3 for both macro-
cells and microcells (i.e., Ru = Rm = 3) and (2) total
number of channels available (C) in the network is 60.
The mean user mobility for a slow user is assumed to
be 3.5 kmph (2.25 mph), which is the average walking
speed of a human being. For a fast user, the mean mobil-
ity is assumed to be 35 mph (56 kmph), which is the
average automobile speed in a city business area. The
microcell radius is assumed to be 200 m, and N = 12.
Therefore, αs = 0.00367647 (cell crossings/s) for slow
users, and α f = 0.05718954 (cell crossings/s) for fast
users. For short calls, a mean call-holding time of 2 min
is used, while long calls are assumed to hold for 20 min,
on average. Each simulation experiment was conducted
for 10,000,000 new-call arrivals. The sensitivity of the
results to variations in the default parameter values are
discussed in Sect. 3.4.3.

...

microcells

handoff requests

handoff requests

handoff completion

CONTROLLER

macrocells

macrocell

microcell

λ t

Fig. 1 Model of the network with handoff overheads

The comparison is based on the following perfor-
mance metrics.

– Blocking Probability: Total blocking probability is
defined as the ratio of the total new calls blocked
to the total number of new-call attempts. This met-
ric can be defined for the different call types, e.g.,
the short-call-blocking probability is defined to be
the ratio of the number of new voice (short) calls
blocked to the number of voice (short) call attempts.

– Dropping Probability: Total dropping probability is
the ratio of the total number of calls that got dropped
while attempting a handoff to the total number of
successful new-call attempts. The dropping prob-
ability can be similarly defined for different call
types and is a measure of the QoS provided by the
network.

3.4 Performance comparison of call-admission
control algorithms

We first consider slow users and single call type, i.e.,
either short or long calls.

3.4.1 Single call type

Figure 2 shows the total blocking and dropping proba-
bilities under UCAC, for a call arrival rate of
λ = 0.035 calls/s. As the number of channels in each
microcell (m) is increased, the total capacity of the sys-
tem (κ) increases due to more reuse at the microcell
layer, as given by Eq 1. Since the offered load to the
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Fig. 2 Blocking and
dropping probabilities for
slow short calls

system is constant, when there are fewer channels in
each microcell, most new calls overflow to the macro-
cell which gets saturated, thereby resulting in higher
blocking and dropping. When more channels are allo-
cated to each microcell, the total capacity of the micro-
cell layer increases, as a result of which most calls are
satisfied at the microcell layer. Few calls overflow to
the macrocell layer, hence, fewer calls get blocked or
dropped.

Furthermore, since the mobility is slow, the hand-
off arrival rate at the controller is not large enough to
cause any significant delays. As a result, there is only a
negligible increase in the channel holding time due to
the handoff processing overhead.

Figure 3 shows the total number of handoffs as a
function of the number of channels in a microcell.5

When system capacity is low, many new-call attempts
get blocked. So there are very few active calls in the sys-
tem, and therefore there are few handoffs. Increasing
m increases the system capacity which results in more
number of active calls which generate more handoffs.
When the network capacity becomes very large, the
number of active calls in the system saturates, since
the capacity is greater than the aggregate arrival rate.

5 The figure shows the number of handoffs generated over the
entire simulation period. Each experiment was run for 10 million
new-call arrivals, and handoffs are generated by all calls which
were successful.

Thus, the number of handoffs generated also saturates,
which is observed in Fig. 3. This leads to lower drop-
ping and blocking probabilities as the capacity of the
network increases in Fig. 2. In the moderate-capacity
region, the increase in the number of handoffs is greater
than the increase in capacity.

Figure 4 shows the blocking and dropping probabil-
ities for short calls but with high user mobility (mean
speed of 35 mph, and λ = 0.06 calls/s). As can be seen
in the figure, there is an optimal orthogonal channel
partition which provides the minimum blocking and
dropping probabilities. This is a result of two opposing
factors. As we allocate more channels to the micro-
cell layer, the capacity of the network increases, which
tends to decrease the blocking and dropping probabil-
ities. Also, the cell-dwelling time of a call in a cell
decreases, reducing the blocking and the dropping prob-
abilities further. On the other hand, with more channels
at the microcell layer, the number of handoffs increases,
and therefore the rate of requests at the handoff control-
ler increases, which results in higher waiting times at
the controller. This causes the channel holding time in
the “old” cell to increase, resulting in higher blocking
probability. The cumulative result of these two factors
results in the performance behavior shown in Fig. 4.

In the moderate- and high-capacity regions (m = 3
and above), the dropping probability is slightly larger
than the blocking probability. This can be explained as
follows. As the capacity of the network is increased,
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Fig. 3 Number of handoffs
generated for slow short
calls

Fig. 4 Blocking and
dropping probabilities for
fast short calls (note effect
of handoff overhead and fast
mobility)
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more calls are handled by the microcell layer. Since
microcells are smaller in size, many more handoffs are
generated when m is large. This increase in the num-
ber of handoffs has a 2-fold effect. First, the queuing
time at the controller increases, increasing the hold-
ing time of a call in a cell, and hence increases the
blocking probability. Therefore, fewer calls are suc-
cessful in the large-capacity region (e.g., m = 17) as
compared to the moderate-capacity region (e.g., at
m = 6).

Second, the increase in the number of handoffs also
implies an increase in the number of dropped calls. The
rate of increase in the number of handoffs and the num-
ber of dropped calls, as m increases, is larger than the
rate of increase in the number of new calls blocked.
Hence, the dropping probability becomes larger than
the blocking probability as capacity increases.

For smaller values of M (M = 1, 2, or 3), i.e., when
the handoff controller serves handoff requests from a
small number of macrocells and microcells, the results
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obtained were similar to Fig. 2, and we did not observe
the optimization shown in Fig. 4. These results are not
included here to conserve space.

The three factors which affect the load at the hand-
off controller (and hence the delay) are: (1) the con-
troller service time (1/µc); (2) the average handoff
rate (α); and (3) the number of macrocells (M) and
their underlying microcells served by the controller.
The average handoff rate depends on the user mobility
and cannot be controlled. The controller service time
can be reduced by employing faster processors at the
BSC/MSC signaling centers and by adopting a hier-
archical design where each handoff controller serves
only a few macrocells and microcells. In Sect. 4, we
will expand the function of the handoff controller to
queue the handoff requests for a short period of time
when there are no channels available.

3.4.2 Multiple call types

In Figs. 5–6, we compare the DCAC and UCAC algo-
rithms with fast users generating short and long calls.
The fraction of short (long) calls is 20% (80%), i.e.,
F = 0.2. The aggregate new-call arrival rate is
assumed to be λ = 0.06 calls/s. Based on the results
shown, we make the following observations.

The results show that, with multiple call types, there
is an optimal orthogonal assignment of channels that
minimizes the blocking and the dropping probabilities.

The reasons are similar to those outlined in the case of
the single call type with fast mobility.

Figure 6 shows the blocking and dropping probabil-
ities for long calls. The blocking and dropping prob-
abilities for short calls are very similar to the total
probabilities shown in Fig. 5 as the percentage of short
calls in the network is high. As mentioned before, the
significantly longer cell-dwelling time of a long call
in DCAC as compared to the UCAC adversely affects
both long and short calls. This leads to higher blocking
for short as well as long calls in the DCAC algorithm.

In general, we find that treating short and long calls
identically, and letting them follow UCAC leads to bet-
ter network performance. Moreover, since UCAC does
not have to “guess” or determine the type of the call
(long or short, fast or slow) before admitting it into the
network, it is easier to implement.

3.4.3 Sensitivity of results to system parameters

In Sect. 3, we mentioned a list of default parameter val-
ues that have been used for the simulation experiments
presented in this study. Though only a few results have
been presented, we have carried out a detailed sensi-
tivity analysis with respect to the other parameters. We
observed the following.

Thecall-holdingtime, inthesingle-class traffic exper-
iments, was varied from 90 to 1,200 s. As expected,

Fig. 5 Blocking and
dropping probabilities for
combined long and short
calls and fast-moving users
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Fig. 6 Long-call blocking
and dropping probabilities
for fast-moving users
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with an increase in holding time, both the blocking and
dropping probabilities increased.

By varying the reuse distance ratios (Ru and Rm)
between 2 and 4, and the total number of channels (C)
between 50 and 150, we studied the effects of network
capacity on the blocking and dropping probabilities.
When handoff overheads were assumed to be absent,
an increase in capacity always led to a decrease in
blocking. When handoff overheads were significant,
the blocking characteristics changed depending upon
M . When M was small, the blocking and dropping
probabilities decreased with an increase in capacity. On
the other hand, a larger M , coupled with a larger capac-
ity, increased the load at the handoff controller, thereby
increasing the blocking and dropping probabilities.

By keeping the microcell radius constant and chang-
ing N from 7 to 50, we studied the effects of different
macrocell sizes on blocking. An increase in the mac-
rocell size implied an increase in coverage area, and
hence an increase in the blocking and dropping proba-
bilities.

4 Call handoff control using handoff queues

The goal of an effective call handoff control mecha-
nism is to ensure that the percentage of dropped calls
for users admitted into the network is minimized. In
this section, we explore a queuing-based handoff con-

trol framework. In particular, when a handoff attempt
is made to a target cell that does not have any idle chan-
nel, the call is queued for a period of time referred to
as the queue time. A handoff call is dropped if it cannot
get a channel before its queue time expires.

In the GSM-based network, this handoff queue can
be deployed in the BSC and/or the MSC. The buffer in
the BSC can queue intra-BSC handoffs while the buffer
in the MSC can be used to queue inter-BSC handoffs.
Each cell can have a unique queue for buffering handoff
requests to the cell when there is no channel available.

To study the benefits of handoff queueing purely,
we assume DCAC as our base admission control algo-
rithm, such that our results do not incorporate the
benefits gained via a better call admission control algo-
rithm, and hence complicate the conclusions. We have
modified DCAC to include this handoff queue as
follows.

– On a handoff in any tier, if there is no free channel
in the target cell, the handoff request is queued. The
request remains in the queue as long as the mobile
user is still “alive”. During this time, the mobile user
continues to send channel information to the BSC;
thus, the handoff request in the queue is updated or
removed as a result of change of state in the new
target cell or due to termination of the call.

To avoid the “ping-pong” effect during handoff,
when a channel is released in the target cell, the
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mobile user will not switch to this channel immedi-
ately if the mobile user can still receive good signals
from its original cell. It holds the channel for a period
of time set for this operation. The mobile user performs
the handoff only after this timeout or the signal from
its original cell degrades below a certain level. There-
fore, as an added advantage, handoff request queuing
can also reduce unnecessary ping-pong-related handoff
operations.

To investigate our handoff-queue-based QoS con-
trol framework, we have studied the following queuing
architectures.

– FIFOMIC—FIFO queue in microcell: Each micro-
cell has a queue that is serviced in a FIFO order.
When all channels in a microcell are occupied, new
calls are blocked while handoff calls are buffered in
the queue. If a handoff call cannot get an idle chan-
nel before its queue time expires, it will overflow
to the overlaying macrocell. If there is a free chan-
nel in the macrocell, it will acquire that channel.
Otherwise, it is dropped.

– FIFOMAC—FIFO queue in macrocell: A queue is
used only in the macrocells. If all channels in that
macrocell are occupied, new calls are blocked and
all handoff calls (slow and fast, short and long) will
wait in the queue. A handoff call is dropped if it
cannot get a channel before its queue time expires.
As in the previous case, the queue is serviced in
FIFO order.

– PRIMAC—Priority queue in macrocell: This model
is the same as FIFOMIC except that a priority queue
is used. Fast handoff calls in the queue have higher
priority and when a channel is released, it is first
assigned to a fast handoff call. Slow queued hand-
off calls can acquire a released channel when there
are no fast handoff calls in the queue.
Collectively, FIFOMAC and PRIMAC are referred
to as QMAC in this work.

– FIFOMIC-FIFOMAC—FIFO queue in both mac-
rocell and microcell: Queues are used in both mac-
rocells and microcells. A handoff call in a microcell
will overflow to the overlaying macrocell. If it can-
not get a channel in the macrocell, it will stay in
both the queue in the macrocell and the queue in
microcell. It will use the tier which has the avail-
able channel first. A queued microcell handoff call
will get out of both queues when it is assigned an
idle channel or when its queue time expires.

– FIFOMIC-PRIMAC—FIFO queue in microcell and
priority queue in macrocell: Similar to FIFOMIC–
FIFOMAC in behavior, except that a priority queue
is used at the macrocell tier.

In this paper, we develop an analytical model to
calculate the blocking probabilities for different users
under FIFOMIC and QMAC. We will use simulation
to verify the accuracy of the analytical models.

4.1 Performance analysis

In this section, we first present the analytical model for
two classes of users, namely, fast and slow users, for
a single-tier cellular network. In Sect. 4.3, we use the
results of the above model to analyze the performance
for different queue architectures in a two-tier (macro-
cell/microcell) cellular network.

4.1.1 Modeling assumption

The analytical model developed in the following sub-
sections is based on the following additional assump-
tions (see Sects. 2 and 3 for the base notations and
assumptions).

We consider a single cell with c channels. The cell
has a finite FIFO queue of size q to buffer handoff calls.
The time that a call stays in a cell before it is handed-off
to a new cell is referred to as the cell-dwelling time. The
arrivals of new calls follow Poisson processes with rates
λ f and λs for fast and slow new users, respectively,
while the arrivals of handoff calls are approximated as
Poisson processes with rates λh f and λhs for fast and
slow handoff users, respectively.

We approximate the dwelling time to be negative
exponentially distributed with mean 1/µd seconds. The
queue time is assumed to be negative exponentially dis-
tributed with mean µq seconds, and both fast and slow
users have the same average call holding time which
is negatively exponentially distributed with mean 1/µ

seconds. The cell-dwelling times for both fast and slow
users are negative exponentially distributed with means
of 1/µd f and 1/µds seconds, respectively.

For simplicity and for fair comparison between the
different types of users, we assume that both fast and
slow users have the same queue time distribution, which
is negatively distributed with mean 1/µq seconds.

It is not very accurate to assume a fixed mean dwell-
ing time in the cellular system with queue. The dwelling
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time of a call in a cell depends on how long it stays in the
queue, which changes with the traffic intensity. When
dropping probability is low and/or the queue time is
small, this effect can be ignored and the above assump-
tion is reasonably accurate.

4.2 Two classes of users in a single-tier cellular
network

We extend the analysis for a single class of users in
a single-tier cellular network [18] to a cellular system
with two types of users, namely, fast users and slow
users.

We describe the state of the system by s(i, j, q)

where i , j , and q denote the number of fast users,
slow users, and queued handoff calls in the target cell,
respectively. Since c is the total number of available
channels in the cell, when i + j < c, the state transi-
tion is the same as a normal two-dimensional Markov
chain for two types of users without queue. If a new
call arrives when i + j = c, it will be blocked. On the
other hand, if a handoff call arrives when i + j = c,
irrespective of whether it is a fast user or a slow user, it
will be buffered in the queue and the queue length will
increase by 1.

When q > 1, the queue length will decrease by 1
under the following three cases:

1. A queued user exits the queue because (a) its queue
time expires or (b) a fast user releases a channel and
the channel is occupied by a fast user which was
at the front of the queue or (c) a slow user releases
a channel and the channel is occupied by a slow
user which was at the front of the queue. For these
cases, the queue length is reduced by 1, and the
number of the channels occupied by fast users and
slow users in the cell remains the same.

2. A slow user releases the channel which is acquired
by a fast user which was at the front of the queue.
Thus, the number of channels occupied by fast
users increases by 1, the number of channels occu-
pied by slow users decreases by 1, and the number
of users in the queue decreases by 1.

3. A fast user releases a channel which is acquired
by a slow user which is at the front of the queue.
Thus, the number of channels occupied by slow
users increases by 1, the number of channels occu-
pied by fast users decreases by 1, and the number
of users in the queue decreases by 1.

In an equilibrium state, the probability that a user
at the front of the queue is a fast user (or a slow user)
depends on the relative arrival rates of the handoff calls.
To a reasonable approximations, the probability that the
user at the front of the queue is a fast user is equal to
λh f /(λh f +λhs) and the probability that the user at the
front of the queue is a slow user is equal to λhs/(λh f +
λhs).

Based on the above discussions, we can enumer-
ate the various state transitions and their corresponding
transition rates as follows:

s(i, j, 0) → s(i + 1, j, 0) : λh + λh f , i + j < c;
s(i, j, 0) → s(i, j + 1, 0) : λl + λhs, i + j < c;
s(i, j, 0) → s(i − 1, j, 0) : i(µ + µd f ), i + j

≤ c, i ≥ 1;
s(i, j, 0) → s(i, j − 1, 0) : j (µ + µds), i + j

≤ c, j ≥ 1;
s(i, j, q) → s(i, j, q + 1) : λh f + λhs,

i + j = c, q ≥ 0;
s(i, j, q) → s(i, j, q − 1) : qµq

+λh f i(µ + µd f ) + λhs j (µ + µds)

λh f + λhs
,

i + j = c, q ≥ 1;

s(i, j, q) → s(i + 1, j − 1, q − 1) : λh f j (µ + µds)

λh f + λhs
,

i + j = c, q ≥ 1;
s(i, j, q) → s(i − 1, j + 1, q − 1) : λhsi(µ + µd f )

λh f + λhs
,

i + j = c, q ≥ 1

Figure 7 shows the state-transition diagram for a cell
with two channels and a queue with a buffer size of 2.
From the state-transition diagram, we can write down
the flow-balance equations which can then be solved
to obtain the probability for each state p(i, j, q). The
blocking probability for new calls Pbn is then given by
Pbn = ∑

i+ j=c p(i, j, q).
Next, we find the dropping probability for handoff

calls. We consider a tagged handoff call that arrives
when the system is in state s(i, j, q), where i + j = c
and q ≥ 0. This state corresponds to the case in which
there are already q handoff calls waiting in the queue.
Note that, if i + j < c, then a handoff call immediately
gets the channel. The tagged handoff call will not be
blocked only if, before its queue time expires,
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Fig. 7 State-transition
diagram for a system with
fast and slow users, two
channels, and a queue size
of 2
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1. all the q queued users in front of it leave the queue
either because their queue time expires or they suc-
cessfully get a channel, and

2. it gets a channel.

Figure 8 shows all the state-transition paths follow-
ing which the tagged handoff call (i.e., the handoff call
coming at state s(i, j, q)) may finally get a channel.
The queue time for the tagged handoff call must be
longer than the time required for the system to change
from state s(i, j, q) to state s(i ′, j ′, 0), where i ′ + j ′ =
c − 1. Thus, the probability for the tagged handoff call
to get a channel is the sum of the probabilities that
the handoff call can get a channel following all the
paths where each of these paths consists of multiple
steps.

From each state in Fig. 8, the one-step transition
can take the system to one of three possible states.6

The transition probabilities to each of the three pos-
sible next steps can be calculated. For example, let
p[s(i − 1, j + 1,q −1)|s(i, j, q)] be the probability of
transitioning from state s(i, j, q) to state s(i − 1, j + 1,

q − 1). This transition corresponds to the case that one
of the i fast users releases a channel which is acquired
by a slow user that is in the front of the queue. Let
t1 denote the time for a fast user to release a chan-
nel and t2 denote the time for any other event to occur
that causes a state change (i.e., a slow user releases the
channel, or the queue time for any of the queued hand-

6 The states at which all c channels are occupied either by only
fast users or by only slow users have only two next states.

off calls in front of the tagged handoff call expires, or
the queue time of the tagged handoff call expires). De-
fine p[t1 < t2] as the probability that t1 < t2. Due to
the memoryless property of the negative exponential
distribution, the density function of minimum time t2
is given by:

ft2(t2) = (qµq + j (µ + µds) + µq)

×e−(qµq+ j (µ+µds )+µq )t2 (2)

and the density function for t1 is given by:

ft1(t1) = i(µ + µd f )e
−i(µ+µd f )t1 . (3)

The probability that a fast call will release a channel
first is then given by:

p[t1 < t2] =
∫ ∞

0

∫ ∞

t1
(qµq + j (µ + µd f ) + µq)

×e−(qµq+ j (µ+µds )+µq )t2 i(µ + µd f )

×e−i(µ+µds )t1dt2dt1

= i(µ + µd f )

µq +qµq +i(µ+µd f )+ j (µ+µds)
.

(4)

Given the probability that a slow handoff call is in
the front of the queue as λhs

λhs+λh f
, we have:

p[(i − 1, j + 1, q − 1)|(i, j, q)]
= λhs

λh f + λhs
p[t1 < t2]. (5)
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Fig. 8 State-transition paths from s(i, j, q) under which a queued handoff call will not be blocked

Similarly,

p[s(i + 1, j − 1, q − 1)|s(i, j, q)] = λh f

λh f + λhs

× j (µ + µds)

µq + qµq + i(µ + µd f ) + j (µ + µds)
, (6)

and

p[s(i, j, q − 1)|s(i, j, q)]
= λh f

λh f +λhs

i(µ+µd f )

µq+qµq+i(µ+µd f )+ j (µ+µds)

+ λhs

λh f +λhs

j (µ + µds)

µq+qµq+i(µ+µd f )+ j (µ+µds)

+ qµq

µq + qµq + i(µ + µd f ) + j (µ + µds)
. (7)

Again, exploiting the memoryless property of the
negative exponential distribution, we can use the same
queue-time density function to find the probabilities for
the following steps. Finally, at a state (i, j, 0), the prob-
abilities for this handoff call to get a released channel
are equal to:

p[s(i, j − 1, 0)|s(i, j, 0)] = jµds

µq + iµd f + jµds
, (8)

or

P[s(i − 1, j, 0)|s(i, j, 0)] = iµd f

µq + iµd f + jµds
. (9)

Once we determine the probability for each step at
different states, we can calculate the probability for
each path to obtain the overall successful handoff prob-
ability. If we define Pr (m) to be the probability follow-
ing one of the paths that the tagged handoff call coming
at state s(i, j, q) will finally get a released channel,
then Pr (m) can be found by multiplying the probabil-
ities of each step along this path. For example, one of
the Pr (m)’s from state s(i, j, q) to state s(i − 1, j, 0)

following the central path of the tree in Fig. 8, Pr (0)

can be calculated as:

Pr (0) = p[s(i, j − 1, 0)|s(i, j, 0)]

×
q−1∏

n=0

p[s(i, j, n)|s(i, j, n + 1)]. (10)

If there are M such paths following which a handoff
call can finally get a channel, the blocking probability
for a handoff call coming at state s(i, j, q) is given by:

Pb(i, j, q) = 1 −
∑

M

Pr (m). (11)
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The problem to determine Pb(i, j, q) is a simple
trellis tree problem and can be easily computed numer-
ically. For a finite queue with length Q, the blocking
probability for handoff calls is given by:

Pf =
Q−1∑

q=0

∑

i+ j=c

Pb(i, j, q) +
∑

i+ j=c

p(i, j, Q), (12)

where p(i, j, Q) is the probability that all queue posi-
tions are occupied.

If Pc is the probability that a handoff call may finish
when it stays in the queue, the dropping probability Pbh

is modified as:

Pbh = Ph(1 − Pc).

From [18], we have:

Pc = µ

µ + µq
.

The handoff rates are calculated recursively as fol-
lows:

λh f =
c∑

i=0

i
c−i∑

j=0

µd f p(i, j, 0)

+
q=Q∑

q=1

∑

i+ j=c

iµd f p(i, j, q), (13)

λhs =
c∑

j=0

j
c− j∑

i=0

µds p(i, j, 0)

+
q=Q∑

q=1

∑

i+ j=c

jµds p(i, j, q). (14)

4.3 Analysis of two-tier cellular network with queue

Using the above results, we can analyze the perfor-
mance of FIFOMIC and QMAC. In [18], it is shown
that td , the dwelling time of a mobile user in a cell,
is given by td = π S

E[v]L , where S and L are the area
and the perimeter of the cell, respectively, and E[v]
is the mean speed of the user. If we approximate both
macrocells and microcells to be circular in shape and
one macrocell covers (or is as large as) N microcells,
and define µds and µds−ma to be the mean departure
rates for slow users in a microcell and in a macrocell,
respectively, we find that µds−ma = µds/

√
N .

In FIFOMIC, if the blocking/dropping probabilities
for the new calls and handoff calls in a microcell are

Pn−mi and Ph−mi (obtainedbyusingthemethodin[18]),
respectively, then the overflows to the macrocell tier of
these two sources follow a Poisson process with aver-
age rates of Pn−miλs and Ph−miλhs , respectively. The
problem to find the blocking probabilities in a macro-
cell is then a simple two-dimensional Markov problem
with known new-call and handoff-call arrival rates. If
the handoff-call and new-call dropping/blocking prob-
abilities in the macrocells are Ph−ma and Pn−ma , while
Pb−h f , Pb−n f , Pb−hs ,and Pb−ns arethedropping/block-
ing probabilities for fast handoff calls, fast new calls,
slow handoff calls, and slow new calls, respectively, we
get Pb−hh = Ph−ma; Pb−nh = Pn−ma; Pb−hl = Ph−mi ·
Ph−ma; and Pb−nl = Pn−mi · Pn−ma .

In FIFOMAC, the analytical model in the microcell
tier is a simple M/M/m model. The analytical model
with two classes of users in a single tier can be used to
analyze the blocking/dropping probabilities in the mac-
rocell tier with a small modification. After obtaining the
blocking/dropping probabilities in the both tiers, all the
blocking/dropping probabilities for fast and slow users
can be calculated.

4.4 Comparison of queue architectures for QoS
improvement

In this subsection, we present a performance compar-
ison between the various handoff queuing schemes,
using the mathematical models developed above, as
well as simulation. The performance metrics that we
have used to compare the various queue strategies are
the new-call blocking and the handoff-call dropping
probabilities, as defined in Sect. 3.

4.4.1 Benefits of queuing handoff calls in a single-tier
network

Figure 9 shows the new-call blocking and the hand-
off-call dropping probabilities for single-tier network
with two classes of users as a function of the arrival
rate of new calls for fast users λ f .7 Since the arrival
rate of new calls from fast users is the same as the
arrival rate of new calls from slow users, increasing λ f

also implies increasing λs . The results are shown for

7 The arrival rate is normalized by cµ, which is the instantaneous
capacity of each cell.
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Fig. 9 New-call blocking
and handoff-call dropping
probabilities as functions of
the offered load of fast users
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two types of networks—one which has simple FIFO
queues for queuing handoff calls and the other with-
out any queue. Note that, when there is no queue, the
handoff dropping and the new-call blocking probabili-
ties are the same and equal to the overall call-blocking
probability. From the results shown in the figure, we
make the following observations.

The results obtained from the analytical and simu-
lation models are very close. This is expected since, for
the single-tier network, there is no difference
between the simulation and the analytical models. The
key observation, however, is that the iterative method
for calculating the actual handoff rates converges to the
same fixed point for both the simulation and the analyt-
ical models. We found that, at low loads, this iterative
scheme converges quickly. However, at very high load,
such as λ/cµ = 0.9, it took up to 40 iterations before
handoff rates between successive iterations converged
to a very small difference.

Comparing the results for the two networks, we
observe that, when a queue is used to buffer hand-
off calls, the dropping probability decreases while the
new-call blocking probability increases. As expected,
increasing the arrival rate of fast users results in higher
blocking probabilities.

Figure 10 quantifies the benefit of queuing handoff
call as a function of the channel utilization. The figure
plots the decrease in the dropping probability related to
the case in which handoff calls are not queued. The plot

also shows the increase in the new-call blocking prob-
ability. From the figure, we observe that the reduction
in dropping probability is more than the increase in the
new-call blocking probability. As the load increases,
the arrival rate of handoff calls also increases which
gets preference over the new calls which leads to lower
blocking probability. However, as the load increases,
there is an upper bound on the arrival rate of handoff
calls to the cell. For the uniform mobility model con-
sidered in this paper, the arrival rate of handoff calls
reaches a maximum when all the channels in neighbor-
ing cells are fully utilized. Beyond this point, increas-
ing the arrival rate of new calls increases the new-call
blocking probability, which becomes dominant, and the
difference between the new-call blocking probability
in the case of the network with queue and the overall
blocking probability in the case of the network without
queue decreases.

In Fig. 11, we show the effect of mean queue time
on the new-call blocking and handoff dropping prob-
abilities. As the mean queue time of a handoff call is
increased, there is a higher probability that it will get a
channel and hence the dropping probability decreases.
In a real network, the queue time is related to the size of
the overlapping zone between adjacent cells. The queue
time will be larger if the overlapping area is larger.
However, this implies that the frequency reuse distance
will be smaller, resulting in lower spectrum efficiency
per unit coverage area.
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Fig. 10 Decrease (increase)
in dropping (new-call
blocking) probability as a
function of the channel
utilization relative to the
case of a network with no
queue
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Fig. 11 Handoff dropping
and new-call blocking
probabilities as functions of
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In Fig. 12, we show the handoff dropping and new-
call blocking probabilities as functions of the queue
length. We find that, in a cell with 10 channels, a queue
length of 3 is long enough to guarantee that the handoff
calls can have the maximum benefit from the queue.
This result is important because longer queue length
implies more radio resources to manage and control
the larger queue length. Furthermore, a larger queue
also implies higher management overhead at the BSC.

Table 1 shows the sensitivity of the results to the
number of channels assigned to each cell. The maxi-
mum queue length refers to the size of the queue
beyond which adding more buffer results in less than
1% improvement in dropping probability. Beyond
these queue lengths, the dropping probabilities will
improve by less than 1% when adding one more queue
position.
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Fig. 12 Handoff dropping
and new-call blocking
probabilities as functions of
queue length
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Table 1 Minimum queue length required to guarantee 1%
dropping probability

Channels per cell 10 20 30 40 50

Minimum queue length 4 5 6 6 7

4.4.2 Comparison of FIFOMIC and FIFOMAC

Now, we analyze the benefit of the queues in a two-tier
network with fast and slow users based on the ana-
lytical model developed in Sect. 4.1. Figure 13 shows
the handoff dropping and the new-call blocking prob-
abilities for slow users. Figure 14 shows the handoff
dropping and new-call blocking probabilities for fast
users. The following are the key observations from the
plots.

For slow users, there is a reduction in the handoff
dropping probability for FIFOMIC and QMAC. This
reduction comes at the expense of an increase in the
new-call blocking probability. The reduction in drop-
ping is similar for both FIFOMIC and FIFOMAC, with
FIFOMIC performing marginally better. In FIFOMIC,
handoff calls of slow users are queued in the microcell
tier which significantly reduces the dropping probabil-
ity. In FIFOMAC, since there is no queue in the micro-
cell tier, handoff calls of slow users that cannot find a
channel will overflow to the macrocell tier where they
contend for the queue with handoff calls for fast users.

As a result, the dropping probability of slow users is
lower in FIFOMIC.

In FIFOMIC, since there is no queue at the macrocell
tier, the new-call blocking and handoff dropping proba-
bilities for fast users are the same (as shown in Fig. 14).
The blocking probability is marginally lower than that
for the network without any queue, as the overflow of
slow handoff and new calls is smaller. In FIFOMAC, the
droppingprobabilityof fastusers is lowerdue to theben-
efit of queuing handoff calls in the macrocell tier.

4.4.3 Overall comparison

SincePRIMAC,FIFOMIC–FIFOMAC,andFIFOMIC–
PRIMACareanalytically intractable,wehaveusedsim-
ulations to compare the performance of all the queuing
strategies. Figure 15 shows the dropping probability for
slow users for all the models, while Fig. 16 shows the
dropping probability for fast users. Based on the figures,
we make the following observations.

The dropping probabilities for FIFOMIC and FIFO-
MAC have the same trends as those observed from
analysis. However, in absolute terms, there are large
differences. The key factor for this discrepancy is due
to approximation in the analytical model that the over-
flow traffic follows a Poisson process.

When priority queuing is used in the macrocell tier
as in PRIMAC, the dropping probability for fast users is
reduced, as fast handoff calls have the highest priority
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Fig. 13 Handoff dropping
and new-call blocking
probabilities as functions of
the offered load for slow
users for FIFOMIC and
FIFOMAC
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Fig. 14 Handoff dropping
and new-call blocking
probabilities as functions of
the offered load for fast
users for FIFOMIC and
FIFOMAC
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over slow handoff calls and new calls. Since FIFOMIC–
PRIMAC has a queue in both tiers, including a priority
queue in the macrocell tier, it provides the best separa-
tion of slow and fast calls between the two layers; i.e.,
calls from slow users remain in the microcell tier and
calls from fast users get preference to channels in the
macrocell layer. As a result, queues in both tiers are
effectively used, and this model has the lowest drop-
ping probability for both fast and slow users. Finally, it
should be noted that, in PRIMAC, the dropping prob-

ability for slow users is greater than that in the model
without any queues, as the slow users’ overflow traffic
is treated like new calls.

Although we find that FIFOMIC–PRIMAC has the
best performance, it is only slightly better than either
FIFOMAC or PRIMAC. Considering also other factors
such as the cost of implementation and the complexity
of the control protocols, FIFOMIC–PRIMAC may not
be a good choice. More importantly, when queues are
deployed in both tiers, the queue control protocol has
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Fig. 15 Comparison of
handoff dropping
probabilities for all queuing
architectures for slow users

Fig. 16 Comparison of
handoff dropping
probabilities for all queuing
architectures for fast users

to occupy extra radio resources in both tiers, which, in
turn, further reduces the number of usable channels in
the system.

5 Conclusion

A multi-tier cellular network architecture has been pro-
posed as a solution to two key limitations of cellular net-
works: (1) a lack of spectrum and capacity and (2) man-

agement of high-speed users, who generate very small
cell-dwelling times and who are more prone to call
drops. In this work, we have studied a call-admission
and handoff control framework for multi-tier
cellular networks, using a two-tier cellular network as
representative for multi-tier networks. We have ana-
lyzed both new-call admission and handoff-call control
in a single unified framework.

We first presented a call-admission control algo-
rithm which takes into account the cell-dwelling time
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in assigning a call to the different tiers. This algorithm,
known as the Dwell-time-based Call-Admission Con-
trol (DCAC) algorithm is taken as our base CAC algo-
rithm. We compared the performance of DCAC against
a simpler Uniform Call-Admission Control (UCAC)
algorithm which handles all calls and users uniformly,
without differentiating them as high-speed (fast) or low-
speed (slow) users. For both algorithms, we studied
the impact of channel partitioning between the tiers on
the new-call blocking and handoff-call dropping prob-
abilities. Our results showed that the simpler UCAC
algorithm outperformed the DCAC algorithm for vari-
ous mixes of user mobility and call characteristics, as
the advantage (in terms of lower dropping and block-
ing probability) of increased resource availability via
greater channel re-use at the lower tier far outweighs the
advantage due to reduction in handoff traffic by placing
longer calls into the higher tier. Additionally, by keep-
ing longer calls in the higher tier, we hinder the ability
of the network to assign overflow calls to the upper tier,
hence increasing the dropping and blocking probabil-
ities further. Moreover, there is an optimal fixed chan-
nel partition of the total spectrum among the two tiers
which minimizes the blocking and dropping probabili-
ties for both the CAC algorithms. An open problem for
future research is how can one analyze these results to
develop heuristics which will guide network architects
in implementing a CAC scheme which will dynami-
cally choose either DCAC or UCAC based on whether
the network performance or handoff manageability is
more important, given the current network operating
conditions.

Once a call-admission control framework admits a
new call into the network, the job of a call-handoff-
control mechanism is to ensure that this admitted call is
not dropped due to a blocked handoff. We have studied,
through analysis and simulation, various handoff queu-
ing strategies which attempt to improve the dropping
probability of calls in the network. Our results show
that implementing a queue only in one of the tiers can
improve the dropping probability significantly. Among
the different queuing strategies studied, we find that
implementing the queue in the macrocell tier results in
a significant reduction in dropping probability for both
the tiers in the network while keeping the cost low and
the operation of the system simple.

A major concern of our call-admission control and
handoff queuing framework was ease of implementa-
tion while being effective in network resource manage-

ment. After comparing various proposals, we show that
the simpler UCAC scheme is more efficient than the
more “intelligent” DCAC scheme for new-call admis-
sion control, while implementing a single macrocell
layer queue provides significant improvement in hand-
off dropping.

An open problem for future research is to extend our
models to incorporate more realistic network architec-
tures which are multi-tiered and carry heterogeneous
voice and data traffic, where the voice traffic is packet-
ized.
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