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Abstract
In this paper, a secure and efficient Blind Source Separation (BSS) based cryptosystem is presented. The use of BSS in

audio and image cryptography in wireless networks has attracted more attention. A BSS based cryptosystem consists of

three main parts: secret data, secret keys, and mixing matrix. In this paper, we propose a new design to create a proper

mixing matrix in BSS based cryptosystem. We offer a mathematical criterion to select mixing matrix elements before

encryption. The proposed criterion gives a simple way to attach the secret sources to keys, which makes source separation

very hard for the adversary. Versus, we show that using the random mixing matrix can lead to data security loss. The

attacks used for security tests in this paper are ‘‘Differential Attack’’ and ‘‘Denoising Attack,’’ which are among the most

effective in this field. These attacks will apply to cryptosystems based on the random and the proposed mixing matrix. The

visual results of the attacks in the experiments will show that the ‘‘proposed mixing matrix based cryptosystem’’ will be

more secure than the ‘‘random mixing matrix based cryptosystem.’’ We also used the correlation coefficient criterion to

compare the two cryptosystems more accurately. According to the experiments of this paper, the ‘‘proposed mixing matrix

based cryptosystem’’ vs. the ‘‘random mixing matrix based cryptosystem’’ was able to reduce the adversary’s source

extraction quality rate from about 76% to 16%, on average.
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1 Introduction

With the development of wireless communications net-

works, the importance of data security and user’s privacy is

also increasing. Different encryption algorithms such as

DES [1], RSA [2], and AES [3] have been developed to

improve the security of the data exchange on these net-

works. Cryptographic algorithms require high-speed

encryption and decryption to transmit extensively real-time

data such as audio, image, and video. In [4, 5], it is shown

that to use the mentioned encryption algorithms for some

data such as audio, image and video, it is needed to add

them several processes. These additional processes make

the cryptosystem more complex, more slow, and costly.

Therefore, designing a proper encryption method to

encrypt extensively real-time data is important.

One of the most popular methods for audio and image

encryption is Blind Source Separation (BSS) based

encryption [6]. BSS is a problem that seeks to separate

unknown and independent sources from observations [7].

The aim of BSS based cryptography is to generate obser-

vations with the least possible correlation to secret sources.

The observations are made by combining secret parts that

are called ‘‘Keys’’ with the secret data (sources). Valid

users can use determined separation algorithms such as

FastICA by having the keys and can recover the secret

sources from observations. Besides, invalid users are in the

‘‘Underdetermined mode’’ without having the keys and

cannot recover the secret sources. Various methods have

been developed over the years to improve the security of

BSS based encryption [8–10]. For example, recently in

[11], Ridha et al. have proposed an encrypted end-to-end

mobile voice call based on BSS encryption wherein the

transmitter uses a Low Pass Filter (LPF) in the output of

the key-generator block. In [11], it is shown that crossing

keys from an LPF block can lead to an increase in the

security of the cryptosystem.

Some algorithms are designed to extract secret sources

without any key. These algorithms in BSS based encryp-

tion are known as ‘‘Attack algorithms. ’’The most famous

attack is ‘‘Differential attack,’’ which can extract an

approximation of the secret sources by difference two

observations existed on the public communication channel.

Differential attack is used in many security test in articles

[12]. In more recent research, in [13], as one way to test the

security of their cryptosystem, Differential attack is used.

In [14], Farhati et al. introduce a new algorithm to attack

the BSS based cryptosystem, which it has been able to have

a useful performance in extracting secret sources. This

attack involves a denoising block (noise–reduction block),

which is why this attack is called ‘‘Denoising attack.’’

Other algorithms for source extraction in underdetermined

BSS are also represented, but unlike the two attacks above,

they require a set of preconditions for proper performance.

For example, source extraction by Sparse Component

Analysis (SCA) is one of the fields that have recently

received much attention.

According to [15–19], an estimate of the mixing matrix

can be obtained if a sparse representation of the sources is

available. For example, in [15], to estimate the mixing

matrix, ‘‘Discrete Wavelet Transforms (DWT)’’ is used to

create a sparse representation of observations. However, in

[16, 17], the ‘‘creating sparse representation’’ is done by

‘‘Time-Frequency (TF)’’ analysis and measurement of the

‘‘probability density function (PDF),’’ respectively. Also,

in [18], it is tried to estimate a complex mixing matrix by

having a sparse representation of sources, and in [19], ‘‘a

method to increase the accuracy of estimation of mixing

matrix’’ is introduced. Note that all of the researches in

[16–19] are based on Single Source Point (SSP). According

to SSP, for a good estimation from mixing matrix and

sources, in each sample of observation signals (or in each

pixel of observation images), just one of the sources must

be active.

Many of the SCA based estimation methods are very

sensitive to the sparse representation. So, in [20, 21], they

are tried to reduce the estimation sensitivity to the sparse

representation. In the newest research in this field, in [22],

the Ant-colony and K-means algorithms are used mixing

matrix estimation. In [22], using these algorithms is led to

the ‘‘decreasing sensitivity to the sparse representation’’

and the ‘‘increasing accuracy of mixing matrix estimation.’’

The algorithm proposed in [22] can recover six sparse

acoustic sounds from three observations. However, in

reality, natural sources are not necessarily sparse, so we do

not use any added preconditions such as sparse represen-

tation for source selection, and in our paper, the sources

can be any arbitrary (and independent) signals or images.

Also, in our paper, the algorithms that use no precondition

(for encryption, decryption or attack) are called ‘‘no-pre-

condition’’ algorithms. For reminder, we provide a robust

solution for the proper design of the mixing matrix. By our

proposed method, the effect of no-precondition attacks

such as Differential attack and Denoising attack on BSS

based cryptosystem will be down.

A cryptosystem based on BSS uses linear algebra to

encrypt and decrypt secret sources [21, 22]. Also, in this

paper, we used known and effective attacks that in some
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articles were provided to attack the BSS based cryptosys-

tem, previously [12–14]. According to the above, most

methods of increasing BSS-based cryptosystem security try

to have a securely key-generator [5–9]. However, in [30],

the construction of a proper mixing matrix to have a secure

BSS based cryptosystem is discussed and introduces sev-

eral conditions for making a securely mixing matrix.

However, in this paper, we show that even with complying

with the conditions introduced in [30], and even with

having the most secure keys, BSS based cryptosystem is

still at risk of data loss. This paper introducing a concept

called MCR vector can be effective in improving the

security of wireless networks, especially for the secure

transmission of online-data such as audio and video, where

the network requires a very high speed and low-cost

cryptosystem. Also, this paper consists of six sections.

After passing Sect. 1 (introduction), the remainder of the

paper is organized as follows: In Sect. 2, the BSS based

cryptosystem will be reviewed. In Sect. 3, the no-precon-

dition attacks used for security tests will be discussed. In

Sect. 4, the MCR criterion and the proposed method will be

discussed. Section 5 deals with simulations and experi-

ments; in this section, the random, and proposed mixing

matrix based cryptosystems will be compared together. In

this section, for security tests, Differential attack, and

Denoising attack are used, and also for evaluating the

results, the correlation coefficient is used. Section 6 as the

final section will deal with a general conclusion.

2 BSS based cryptosystem

BSS based encryption can be considered low-cost and

suitable for real-time security data exchange. Moreover, in

[11], this cryptosystem is proposed for mobile networks.

This indicates that BSS based cryptosystem can be used in

local or wide wireless networks and developed to improve

the security of wireless networks. In BSS based cryp-

tosystem, one of the main problem for the transmitters is

creating an effective combination by the ’N’ number of

secret sources and ’P’ number of Keys [30]. This combi-

nation leads to make ’M’ number of observations. The

main problem for the receivers (valid or invalid users) is to

separate the ’N’ number of secret sources from ’M’ number

of observations [6]. If the receiver is a valid-user then it

will have ’P’ number of Keys and the BSS problem enter

into ‘‘Determined mode.’’ Many algorithms have been

proposed to solve this case, including FastICA [23–25],

Comon [26], Infomax [27]. If the receiver is an invalid-user

then it will have not any Keys and the BSS problem enter

into ‘‘Underdetermined mode.’’ In Underdetermined mode,

there is no fundamental solution for the separation of the

sources completely; this causes BSS based cryptosystem to

seem secure [28]. In Eq. (1), observations production is

represented [6, 9]:

XM�1 ¼ AM� NþPð Þ
SN�1

KP�1

� �
NþPð Þ�1

ð1Þ

In Eq. (1), S ¼ S1; S2; . . .; SN½ �T1�N is the secret sources

vector, K ¼ K1;K2; . . .;KP½ �T1�P is the keys vector, X ¼
X1;X2; . . .;XM½ �T1�M is the observations vector, and ’A’ is a

mixing matrix with size M � N þ Pð Þ. According to [6],

the mixing matrix ’A’ can be defined by Eq. (2):

A ¼

A1

A2

..

.

AM

2
66664

3
77775

¼

A11 A12

A21 A22

� � � A1N

� � � A2N

A1ðNþ1Þ A1ðNþ2Þ

A2ðNþ1Þ A2ðNþ2Þ

� � � A1ðNþPÞ

� � � A2ðNþPÞ

..

. ..
.

AM1 AM2

. .
. ..

.

� � � AMN

..

. ..
.

AMðNþ1Þ AMðNþ2Þ

. .
. ..

.

� � � AMðNþPÞ

2
666664

3
777775

M�ðNþPÞ

ð2Þ

According to Equation (1), it is necessary to define

several proprietary keys for valid-users. This action leads

to dedicated access to secret sources for valid-users in the

network. The keys are confidential components that hold

the cryptosystem in the determined mode for valid-users

and keep it in the underdetermined mode for invalid–users.

Also, according to [29], the keys must update continuously.

In other words, the keys must be generated by a key-gen-

erator, and new keys must replace with old keys. Also, it

must be noted that in practice, a key is made by data in a

small volume and format that make bandwidth busy, a

little. For example, in [5, 6], chaotic and pseudo-random

transforms have been used in the creation of key-genera-

tors, respectively. These key–generators use the initial-

values shared between all to make keys. To provide a

secure cryptosystem, while initial-values are going to

share, we can encrypt them by robust encryption methods

like Advanced Encryption Standard (AES), etc [3]. How-

ever, in this paper, we do not discuss how the keys are

generated and assume that the keys are arbitrary and ready-

made components. We also assume that the keys are shared

in an ideally–secured way between valid-users. In Fig. 1,

BSS based cryptosystem is shown [6]:

In Fig. 1, the vector Ŝ is an estimation from the secret

sources obtained by the determined algorithms. Also,

according to Eq. (3), sources recovery is done in BSS

based cryptosystem [6, 9]:

ŜN�1

KP�1

� �
NþPð Þ�1

¼ W NþPð Þ� MþPð Þ
XM�1

KP�1

� �
MþPð Þ�1

ð3Þ

Wireless Networks (2021) 27:4747–4758 4749

123



In Eq. (3), ’W’ is ‘‘Demixing Matrix’’ with size

N þ Pð Þ � M þ Pð Þ. This matrix is created by the deter-

mined algorithms, and whereby this, the independent secret

sources will be separated from each other. Necessary to

mention that in practical BSS based cryptosystems, the

number of secret sources and observations is always equal

together (N ¼ M). Because, if N\M, the valid-users will

enter into the ‘‘Overdetermined mode’’ by having the M þ
P components. In this case, the complete source recovery

can be done by the Determined algorithms, but using more

than needed observations in the communication channel

makes more cost for the cryptosystem. In another case, if

N\M, the valid-users will enter into the Underdetermined

mode, and cannot have a good recovery from the secret

sources.

Some attacks do not need to consider any conditions on

the features of the sources such as having a sparse time or

frequency domain. We called these attacks as ‘‘No-pre-

condition attacks.’’ The next section deals with the no-

precondition attacks used to test of the security in this

paper.

3 No-precondition attacks

This section deals with Differential attack and Denoising

attack. We intend to use these attacks to test the security of

BSS based cryptosystem. For recall, the adversary model

for BSS based cryptosystem is described simply in the

mentioned attacks [28, 29]. Both attacks have access to

observations on the public channel like valid–users. But the

adversary (invalid–user) doesn’t have any access privi-

leges. In other words, unlike the valid-users, the adversary

doesn’t have any information about the secret sources and

the keys, like statistical information, how key-generating,

etc [28–30]. The adversary only must try to find a way to

get an effective source extraction from two observations. In

the following, Differential attack and Denoising attack are

explained how come to extract of the secret sources. Note

that to increase the performance of the attacks, we have

added little changes to them which it is discussed below.

3.1 Differential attack

Differential attack is an algorithm based on the difference

between two observations. Differential attack is defined as

follows [12]:

DX ¼ ADS ¼ X1 � X2 ð4Þ

In Eq. (4), X1 and X2 are two different observations

available on the public communication channel. Also, in

Eq. (5), it is provided a more general form of the difference

between two observations:

8n;m ¼ 1; 2; :::;M&n 6¼ m : DX ¼ Xn � lXm ð5Þ

In Eq. (5), ’l’ is a constant and adjustable coefficient

that makes DX changeable. In general, the observations

generated by Eq. (1) can be overwritten as Eq. (6):

Xn ¼ An1S1 þ An2S2 þ . . .þ AnNSN þ An Nþ1ð ÞK1

þ An Nþ2ð ÞK2 þ . . .þ An NþPð ÞKP ð6Þ

In Eq. (6), Xn refers to n–th observation, and the coef-

ficients An1 to An NþPð Þ refer to the elements of the mixing

matrix ’A.’ On the other hand, by using Eq. (6), can be

rewritten Eq. (5) as follows:

DX ¼ Xn � lXm ð7Þ

¼ An1S1 þ An2S2 þ . . .þ AnNSN þ An Nþ1ð ÞK1 þ An Nþ2ð ÞK2

þ . . .þ An NþPð ÞKP

�lðAm1S1 þ Am2S2 þ . . .þ AmNSN þ Am Nþ1ð ÞK1

þ Am Nþ2ð ÞK2 þ . . .

þAm NþPð ÞKPÞ ¼ An1 � lAm1ð ÞS1 þ An2 � lAm2ð ÞS2 þ . . .

þ AnN � lAmNð ÞSN

þ An Nþ1ð Þ � lAm Nþ1ð Þ
� �

K1 þ An Nþ2ð Þ � lAm Nþ2ð Þ
� �

K2

þ . . .

þ An NþPð Þ � lAm NþPð Þ
� �

KP

¼ C1S1 þ C2S2 þ . . .þ CNSN þ CNþ1K1 þ CNþ2K2 þ . . .
þ CNþPKP

According to Eq. (7), by different amounts of ’l’ the

‘‘power of the independent components existed in obser-

vations’’ can change. In other words, for particular values

of ’l,’ each coefficient from C1 to CNþP can be equated to

zero (and follow it every component can be deleted). For

two different observations Xi and Xj, these particular values

are shown by ’l’ and defined by Eq. (8):

Fig. 1 BSS based cryptosystem [6]

4750 Wireless Networks (2021) 27:4747–4758

123



8k ¼ 1; 2; . . .;N þ P : Ck ¼ 0 ! Aik � lAjk ¼ 0 ! lk

¼ Aik=Ajk

ð8Þ

Clearly, for these particular values, the best extraction of

the attacks is expected.

3.2 Denoising attack

Denoising attack attempts to reduce the effect of the keys

by crossing the observations through a denoising block. To

improve the extraction of secret sources, outputs of the

denoising block with observations are entered into a Fas-

tICA block. Figure 2 shows the block diagram of Denois-

ing attack represented in [14]. In [14], the denoising block

has consisted of a Wiener filter. However, in this paper, the

denoising block has consisted of an adaptive filter instead

of a Wiener filter. This change is because an adaptive filter,

unlike a Wiener filter, is tended to the optimal point

without any knowledge of statistical information of the

inputs (it is reminded that in BSS, there is no statistical

information about the independent components). Also, an

adaptive filter, unlike a Wiener filter, is consisted of a time-

variant system. By replacing the adaptive filter instead

Wiener filter, we can also be sure that the denoising block

will be a time-variant system. This ability of the adaptive

filter makes Denoising attack suitable to extract non-sta-

tionary components (like speech signals).

In BSS based cryptosystem, system security can be

improved by ‘‘proper keys’’ and a ‘‘proper mixing matrix.’’

Mostly in the articles, designing a key-generator is dis-

cussed to provide the proper keys [5–10]. In the next sec-

tion, we attend to the design of a proper mixing matrix for

improving the security cryptosystem.

4 Proposed method

Requirements to hold the security of BSS based cryp-

tosystem are as follows:

1. The keys must be made by many bits; in other words,

the number of quantization levels of the keys must be

huge [30].

2. The keys should not be sparse in the Time–Frequency

domain [30].

3. The mixing coefficients should be chosen such that the

‘‘variances of the keys’’ been greater than the ‘‘vari-

ances of the secret sources [30].’’

The three conditions above could be considered as BSS

based cryptosystem defaults. Does not comply with these

three conditions can cause to reduce the security of the

cryptosystem. However, we will show that even with ful-

filling these three conditions, still the security of the

cryptosystem is vulnerable. So the aim of this section is to

represent a proper design for the mixing matrix to improve

the security of the cryptosystem.

Consider two observation signals Xi and Xj. Equa-

tion (2) can be rewritten as follows:

Ai

Aj

� �
¼ Ai1 Ai2 � � � AiN Ai Nþ1ð Þ Ai Nþ2ð Þ � � � Ai NþPð Þ

Aj1 Aj2 � � � AjN Aj Nþ1ð Þ Aj Nþ2ð Þ � � � Aj NþPð Þ

� �

ð9Þ

¼
q1Aj1 q2Aj2 � � � qNAjN qNþ1Aj Nþ1ð Þ qNþ2Aj Nþ2ð Þ � � � qNþPAj NþPð Þ

Aj1 Aj2 � � � AjN Aj Nþ1ð Þ Aj Nþ2ð Þ � � � Aj NþPð Þ

" #

Because ’q’ is a concept of the mixing coefficients

division so, we call ’q,’ the ‘‘Mixing Coefficients Ratio

(MCR),’’ and for two different observations Xi and Xj,

MCR vector can be defined by Eq. (10):

8k ¼ 1; 2; . . .;N þ P : qk ¼ Aik=Ajk ð10Þ

MCRij ¼ q1 q2 � � � qN qNþ1 qNþ2 � � � qNþP½ �1� NþPð Þ

If all of the independent components in the BSS problem

are normalized, then MCR associated with each indepen-

dent component can be introduced as the ‘‘power ratio of

the component.’’ Given the explanation above, if the fol-

lowing two proposed conditions have complied, then BSS

based cryptosystem can be more secure:

(i) ‘‘Attaching one or more secret source to only one

key’’ occurs when MCR of one or more secret

sources are close to MCR of a key. This condition

makes the power of one or more secret sources

always smaller than the power of the key. Besides,

according to Eq. (8), this condition causes when-

ever Ckey ¼ 0, then Csecretsources ¼ 0. In other words,

if the key is removed by the attacks, then the

attached secret sources will be deleted at the same

time, so the secret sources will not be extracted.

This condition is done by N [ ¼ P. But, in a

specific case, if P ¼ N, then the mixing matrix can

be changed to a particular matrix according to

Eq. (11):

A ¼ e� I I½ �N� NþPð Þ¼ e� I I½ �N� 2Nð Þ ð11Þ

In Eq. (11), ’e’ is a factor that its absolute is

smaller than one, and ’I’ refer to the identity matrix
Fig. 2 Denoising attack presented in [14]
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(eye matrix). Also, because the particular mixing

matrix uses eye matrix, we call it ‘‘Eye Mixing

Matrix.’’ Besides, in this specific case, the MCR

vector is included only three values þ1; �1; and

zero. Based on this specific case, each of the

observations will contain a unique key and a unique

secret source; therefore, the attacks will not be able

to extract secret sources.

(ii) Non–attaching the keys together

‘‘Non-attaching the keys together’’ occurs when

MCR of a key is not close to MCR of another key.

This condition makes the power of a key always

non-equal to the power of another key. Besides,

according to Eq. (8), this condition causes when-

ever Ckey ¼ 0, then Canotherkey 6¼ 0. In other words,

if one of the keys is removed by the attacks, then

another key will not be deleted, at the same time.

In the next section, the validity of the proposed

method will be evaluated by experiments.

5 Simulation results

This section is going to evaluate the proposed mixing

matrix and compare it with the random mixing matrix. This

evaluation will do by the Differential attack and Denoising

attack. For two signals ’x’ and ’y,’ correlation coefficient

criterion is used to measure the performance of the meth-

ods [10]:

Corrxy ¼
N
PN

i¼1 xi � yið Þ �
PN

i¼1 xi �
PN

i¼1 yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
PN

i¼1 x2i �
PN

i¼1 xi

� �2q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
PN

i¼1 y2i �
PN

i¼1 yi

� �2q

ð12Þ

In Eq. (12), xi and yi are ith element of ’x’ and ’y,’

respectively. Also, ’N’ refers to length of ’x’ and ’y.’ In the

following, to show the robustness of the proposed method,

different experiments is considered. In each experiment,

first, the security of the cryptosystem based on a random

mixing matrix is evaluated. Then, with a slight change in

the elements of the random mixing matrix associated with

secret sources (and without making any change in the other

elements), we will try to improve the security of the

cryptosystem according to the MCR criterion.

Note that all of the mixing matrices used in these

experiments always comply the three conditions mentioned

in [30]. In other words, all signals or images used in the

experiments are high quantized, no sparse, and also in

terms of variance, always the keys are more extensive than

the secret sources. As a reminder, the BSS based cryp-

tosystem can exchange any data securely, and we have no

limitation on choosing data such as audio, image, and

video. However, we provide the experiments in two modes,

audio transmission, and image transmission. We also note

that the keys must be generated by a key–generator, such as

key–generators based on chaotic or pseudo–random or both

transformations [5–9]. However, since this article does not

focus on key-generating, we have selected the keys as

arbitrary and assumptive signals or images in the

experiments.

5.1 Experiment one

Experiment one consists of three independent components.

Two speech signals are entered into the cryptosystem as

two secret sources and one white noise signal as a secret

key. The secret sources waveforms and the secret key

waveform are shown in Fig. 3.

A ¼ 0:1224 0:2195 0:8724
0:1493 0:0881 0:6710

� �
2�3

The three components will combine by the mixing

matrix above and will produce two observations (encrypted

signals). The observations are shown in Fig. 4. Also, the

outputs of the attacks are shown in Fig. 4.

The correlation coefficients between the observations

and independent sources and also, the correlation coeffi-

cients between the outputs of the attacks and independent

sources are given in Table 1.

According to the table above, the attacks were able to

reduce the effect of the key and were able to extract a

combination from secret speeches. It is also clear that the

quality of the second secret speech is better than the first; in

other words, the second secret speech is better extracted by

the attacks. The reason is that the measure of proposed

conditions compliance for the second secret speech is less

than the first. Notice the MCR vector of the random mixing

matrix below:

MCR12 ¼ 0:8202 2:4915 1:3002½ �1�3

Fig. 3 Waveforms of the three independent components used in

experiment one; a First secret speech, b Second secret speech, and

c Secret white noise key

4752 Wireless Networks (2021) 27:4747–4758

123



According to the MCR vector of the random mixing

matrix, the difference between the ‘‘element associated

with the second secret speech’’ and the ‘‘element related to

the key’’ is more significant than the difference between the

‘‘element associated with the first secret speech’’ and the

‘‘element related to the key.’’ In other words, the first

proposed condition has less complied with the ‘‘second

secret speech’’ than the ‘‘first secret speech.’’

Now the mixing matrix according to the proposed con-

ditions can be modified as follows:

A ¼ 0:1219 0:1792 0:8724
0:0936 0:1381 0:6710

� �
2�3

The MCR vector of the mixing matrix above has come

as follows:

MCR12 ¼ 1:3026 1:2980 1:3002½ �1�3

In the MCR vector of the proposed mixing matrix, the

‘‘elements related to the secret speeches ’’ are very close to

the ‘‘element associated with the secret key’’ which means

the first proposed condition is fulfilled. Therefore, the

‘‘resistance of the observations vs the attacks’’ is expected

to increase by using the proposed mixing matrix. Figure 5

shows the ‘‘observations made by the proposed mixing

matrix’’ and the ‘‘output of each attacks.’’

Table 2 represents the correlation coefficients between

the ‘‘observations made by the proposed mixing matrix’’

and independent sources and also, the correlation coeffi-

cients between the output of the attacks and independent

sources.

According to Table 2, the attacks had not a proper

extraction from secret speeches. Also, by comparing

Table 1 and Table 2, it is easy to conclude that the per-

formance of the attacks in the ‘‘cryptosystem based on

proposed mixing matrix’’ was been weaker than their

performance in the ‘‘cryptosystem based on random mixing

matrix.’’

5.2 Experiment two

Experiment two consists of four independent components.

Two images as two secret sources, also an assumptive and

arbitrary image as one of the secret keys, and a white noise

image as another secret key are entered into the cryp-

tosystem. In Fig. 6, the images of the components are

shown:

Fig. 4 Waveforms of the ‘‘observations made by the random mixing

matrix’’ and the ‘‘output of the attacks’’ in experiment one; a First

observation, b Second observation, c Output of Differential attack,

and d Output of Denoising attack

Table 1 Correlation coefficients (%) between the ‘‘observations made by the random mixing matrix’’ and independent sources and also,

correlation coefficients between the output of the attacks and independent sources in experiment one

Secret speech 1 Secret speech 2 White noise key

Observation 1 7.0400 10.4806 99.3421

Observation 2 10.4310 5.8458 99.4306

Differential attack -60.7701 76.8705 -14.8468

Denoising attack -59.7270 78.9952 -4.9883

Fig. 5 Waveforms of the ‘‘observations made by the proposed mixing

matrix’’ and the ‘‘output of the attacks’’ in experiment one; a First

observation, b Second observation, c Output of Differential attack,

and d Output of Denoising attack
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In this experiment, the components are combined toge-

ther by the following random mixing matrix and will

produce two observations in accordance with Fig. 7. Also,

the outputs of Differential attack and Denoising attack are

inserted in Fig. 7.

A ¼ 0:1987 0:2231
0:1800 0:1300

0:5185 0:7354
0:5803 0:6387

� �
2�4

Table 3 represents the correlation coefficients between

the ‘‘observations made by the random mixing matrix’’ and

independent sources and also, the correlation coefficients

between the output of the attacks and independent sources.

According to Table 3, the attacks were able to extract

one of the secret images (second secret image). The second

secret image is extracted because the measure of proposed

conditions compliance for the second secret image is less

than the first. Notice the MCR vector of the random mixing

matrix below:

MCR12 ¼ 1:1039 1:7168 0:8935 1:1514½ �1�4

According to the above MCR vector, the difference

between the ‘‘element associated with the second secret

image’’ and the ‘‘elements related to the keys’’ is more

significant than the difference between the ‘‘element

associated with the first secret image’’ and the ‘‘elements

related to the keys.’’ In other words, the first proposed

condition has less complied with the ‘‘second secret

image’’ than the ‘‘first secret image.’’

The mixing matrix according to the proposed conditions

can be modified as follows:

A ¼ 0:1987 0:2131
0:2225 0:1850

0:5185 0:7354
0:5803 0:6387

� �
2�4

And also, the MCR vector of the above mixing matrix is

in follows:

MCR12 ¼ 0:8930 1:1522 0:8935 1:1514½ �1�4

Clearly, in the MCR vector above, the ‘‘secret images

related elements’’ are very close to the ‘‘secret keys

Table 2 Correlation coefficients (%) between the ‘‘observations made by the proposed mixing matrix’’ and independent sources and also,

correlation coefficients between the output of the attacks and independent sources in experiment one

Secret speech 1 Secret speech 2 White noise key

Observation 1 7.0087 8.7031 99.5031

Observation 2 6.9979 8.7161 99.5027

Differential attack -10.4306 -14.7520 -93.7440

Denoising attack -8.9452 -11.4085 -46.3635

Fig. 6 Images of the four independent components used in experi-

ment two; a First secret image (Lena image), b Second secret image

(Girl image), c Secret image key and d Secret white noise key

Fig. 7 Images of the ‘‘observations made by the random mixing

matrix’’ and the ‘‘output of the attacks’’ in experiment two; a First

observation, b Second observation, c Output of Differential attack,

and d Output of Denoising attack
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associated elements’’ which means the first proposed con-

dition is fulfilled. On the other side, the ‘‘secret keys

associated elements’’ are not close to each other which

means the second proposed condition is fulfilled. There-

fore, the ‘‘resistance of the observations vs the attacks’’ is

expected to increase by using the proposed mixing matrix.

Figure 8 shows the ‘‘observations made by the proposed

mixing matrix’’ and the ‘‘output of each attacks.’’

Also, in Table 4, the correlation coefficients between the

‘‘observations made by the proposed mixing matrix’’ and

‘‘independent sources,’’ and also the correlation coeffi-

cients between the ‘‘output of the attacks’’ and ‘‘indepen-

dent sources,’’ are reperesented.

By comparing the results of Table 3 and Table 4, it is

clear that the effect of the attacks in the ‘‘cryptosystem

based on proposed mixing matrix’’ was weaker than the

Table 3 Correlation coefficients (%) between the ‘‘observations made by the random mixing matrix’’ and independent sources and also,

correlation coefficients between the output of the attacks and independent sources in experiment two

Secret image 1 Secret image 2 Arbitrary key White noise key

Observation 1 17.2224 19.3971 50.2290 82.7098

Observation 2 16.9171 12.3277 60.1130 77.5150

Differential attack -7.1749 77.1748 -46.0669 -0.8637

Denoising attack 20.0120 73.9546 3.1061 30.9839

Fig. 8 Images of the ‘‘observations made by the proposed mixing

matrix’’ and the ‘‘output of the attacks’’ in experiment two; a First

observation, b Second observation, c Output of Differential attack,

and d Output of Denoising attack

Table 4 Correlation coefficients (%) between the ‘‘observations made by the proposed mixing matrix’’ and independent sources and also,

correlation coefficients between the output of the attacks and independent sources in experiment two

Secret image 1 Secret image 2 Arbitrary key White noise key

Observation 1 17.2446 18.5430 50.2957 82.8646

Observation 2 20.5592 17.3357 59.3726 76.2420

Differential attack -17.2146 16.9693 -45.8163 84.9594

Denoising attack -47.8867 3.1461 -79.5178 2.6715

Fig. 9 Images of the ‘‘observations made by the eye mixing matrix’’

and the ‘‘output of the attacks’’ in experiment two; a First observation,
b Second observation, c Output of Differential attack, and d Output of

Denoising attack
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‘‘cryptosystem based on random mixing matrix.’’ Note, in

this experiment (that the number of secret sources is equal

to the number of keys), we can use the eye mixing matrix

as follows:

A ¼ 0:2000 0:0000
0:0000 0:2000

1:0000 0:0000
0:0000 1:0000

� �
2�4

The MCR vector of the eye mixing matrix is in the

following:

MCR12 ¼ 1 0 1 0½ �1�4

Figure 9 shows the ‘‘observations made by the eye

mixing matrix’’ and the ‘‘output of each attack.’’

Besides, in Table 5 the correlation coefficients between

the ‘‘observations made by the eye mixing matrix’’ and

‘‘independent sources,’’ and also the correlation coeffi-

cients between the ‘‘output of the attacks’’ and ‘‘indepen-

dent sources’’ are reperesented.

According to Table 3 and Table 5, it is clear that the

attacks have disabled in the cryptosystem based on the eye

mixing matrix, and the security of the cryptosystem has

come at a high level.

6 Conclusions

In Eqs. (7) and (8), we showed that the effect of compo-

nents can be reduced or even eliminated by linear algebra.

In other words, for the particular coefficients introduced

with ’l,’ the effect of some keys can be attenuated or

removed from the observations. In fact, the attacks like

Differential attack and Denoising attack are also looking

for such coefficients to provide a better perception of secret

sources for the next processes and analyses of the adver-

sary. Achieving such coefficients was seen to be critical for

attack algorithms. Therefore, prevention of the occurring

these coefficients could play a vital role in increasing the

security of the BSS based cryptosystem. According to

Eqs. (7) and (8), in Eq. (9) and (10), we introduced some

coefficients with ’q’ that were elements of the MCR vector.

By observing the two proposed conditions, and attention to

the MCR vector, the mixing matrix was provided to more

secure communication and we prevented the occurrence of

secret sources revelation for the adversary. In continuing

the random and the proposed mixing matrix based cryp-

tosystem were simulated. We used the correlation coeffi-

cient criterion for a more accurate comparison of both

cryptosystems. Summarized, in the experiment of the BSS

based encryption for audio transmission, the ‘‘proposed

mixing matrix based cryptosystem’’ vs. the ‘‘random mix-

ing matrix based cryptosystem’’ was able to reduce the

adversary’s source extraction quality rate from 76:8705%

to 14:7520% for Differential attack, also was able to reduce

from 78:9952% to 11:4085% for Denoising attack. More-

over, in the experiment of the BSS based encryption for

image transmission, the ‘‘proposed mixing matrix based

cryptosystem’’ vs. the ‘‘random mixing matrix based

cryptosystem’’ was able to reduce the adversary’s source

extraction quality rate from 77:1748% to 16:9693% for

Differential attack, also was able to reduce from 73:9546%

to 3:1461% for Denoising attack. So, random and proposed

mixing matrices comparison tests confirm improving the

security in the proposed scheme. The proposed system

appeared high immunity against Differential attack and

Denoising attack in different tests. Because of the simple

structure of the proposed encryption scheme, the proposed

system can be nominated to be used in many multimedia

applications like local or wide wireless communication,

audio–video broadcasting, video chat, and mobile

communication.
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