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Abstract
With the advancement of communication and sensor technologies, it has become possible to develop low-cost circuitry to

sense and transmit the state of surroundings. Wireless networks of such circuitry, namely wireless sensor networks

(WSNs), can be used in a multitude of applications like healthcare, intelligent sectors, environmental sensing, and military

defense. The crucial problem of WSN is the reliable exchange of data between different sensors and efficient commu-

nication with the data collection center. Clustering is the most appropriate approach to prolong the performance parameters

of WSN. To overcome the limitations in clustering algorithms such as reduced cluster head (CH) lifetime; an effective CH

selection algorithm, optimized routing protocol, and trust management are required to design an effective WSN solution. In

this paper, a Cuckoo search optimization algorithm using a fuzzy type-2 logic-based clustering strategy is suggested to

extend the level of confidence and hence network lifespan. In intra-cluster communication, a threshold-based data

transmission algorithm is used and a multi-hop routing scheme for inter-cluster communication is employed to decrease

dissipated energy from CHs far away from BS. Simulation outcomes indicate that the proposed strategy outperforms other

communication techniques in the context of the successful elimination of malicious nodes along with energy consumption,

stability period, and network lifetime.
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1 Introduction

Advances in sensor technology popularize battery-powered

wireless sensor networks (WSNs) in many industrial areas

including vehicle traffic monitoring, smart factories, IoT,

and public safety networks, etc. [1, 2]. WSNs are applied in

many fields such as in health-care, environmental sensing,

industrial monitoring [3, 4], and vehicle to vehicle com-

munication [5–7]. A WSN is comprised of a base station

(BS) and several distributed sensor nodes which, through

the sensing of certain physical parameters, communicate

with the environment. The BS is tasked with receiving,

processing, and providing data to the end-user for decision

making [2]. Nodes in WSN rely on their on-board, limited,

non-rechargeable, and non-changeable batteries. Addi-

tionally, sensor nodes are limited in storage, memory, and

CPU processing capabilities [3].

As sensor nodes and BS use wireless radio signals to

exchange packets, energy-efficient routing algorithms play

a vital role in energy depletion and network lifetime [1–3].

Direct transmission to the BS consumes additional energy

than sending the same data over the same distance in

multiple stages of shorter distances. Accordingly, cluster-

ing has received attention from researchers, in which each

member node communicates directly with a cluster head

(CH). In turn, the CH aggregates, compresses and transmits

the information to the BS or a neighbor CH [2–4].

Clustering allows multi-hop transmission, data aggre-

gation, data compression, and redundant data elimination.

The benefits from clustering depend on the perfection of
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the clustering algorithm and the fitness of the exploited

parameters. Unlike distributed clustering algorithms, which

are performed by individual sensor nodes using their local

information, the centralized clustering algorithms per-

formed by the BS allow optimal clustering solutions,

because the overall view of the WSN is available [4].

Taking the security of the network into account is a

challenging task. Trustworthy data collection is a major

topic that interests much research work. Trust plays an

important role in military and other applications. Many

algorithms do not take security into account while selecting

CH for WSNs. Most of the existing security-aware proto-

cols use the cryptographic method, which is not enough to

overcome serious issues. The cryptographic technique

causes complexity in the network, a large amount of

overhead, and poor connectivity. Therefore, there is a

requirement to consider a security-aware solution to WSN

with low complexity and hence less overhead.

The metaheuristic approach is the preferable optimiza-

tion scheme to enhance performance parameters in hier-

archical clustering protocols [8]. In the field of intelligent

systems, the fuzzy logic system (FLS) is also a dominant

subject. In conjunction with the Cuckoo Search (CS)

Algorithm, we suggest a novel clustering protocol using an

interval type-2 fuzzy logic system (IT2FLS) [9, 10] for CH

selection. CS algorithm since its inception has made a

significant impact in the field of optimization research and

has been found as one among the viable alternatives. Many

improvements have been incorporated into the CS algo-

rithm to demonstrate its significance and make it more of a

standard benchmark. In present work, one such recent

version of CS namely Cuckoo Search version 1.0 (CV1.0)

proposed in [11] has been used to formulate the algorithm

for CH selection. As far as CV1.0 is concerned, this

algorithm is based on the concepts of division of popula-

tion and generations. The algorithm also employs the

concepts of Cauchy based exploration operation to improve

the explorative tendencies of CS. In this work, we merge

IT2FLS and CS into one methodology to acquire the power

of these two techniques.

Certain factors affect the clustering algorithms in WSN,

for example, the residual energy in the sensor nodes and

their distances from the BS. Trust value can also be con-

sidered as a major parameter that affects the performance

of nodes. However, if the problem is carefully analyzed,

other factors can be considered. Obtaining an optimal

clustering solution requires scaling each parameter by a

weight corresponding to its influence on the dissipated

energy and network lifetime. The Fuzzy Inference System

(FIS) is an efficient modeling tool to combine parameters

for better parameter integration results.

We introduce a fuzzy-based centralized clustering

technique for energy-efficient routing protocols in WSN.

The proposed clustering technique uses fuzzy logic along

with an optimization algorithm to select CHs and enforces

a separation distance between them for even CH distribu-

tion through the covered area. The separation distance is

estimated adaptively according to the number of remaining

alive nodes, the dimensions of the area covered by these

nodes, and the percentage of the desired CHs. The pro-

posed fuzzy model uses four parameters: the residual

energy, trust value, BS distance, and node density to pri-

oritize opportunities of sensor nodes’ secure CH choice.

The main contributions of this article can be summa-

rized as follows:

• A trust-aware clustering scheme for WSNs, in which

CV1.0 is utilized to optimize the fuzzy rule base

table of the fuzzy system for CH selection, is suggested.

• CS-based clustering protocol is used along with energy-

aware heuristics to have a longer stability period.

• Trust-aware data communication is employed in that all

nodes deliver packets to their next node with the highest

trust value.

The rest of the paper is structured as follows: the related

work is provided in Sect. 2. Section 3 describes the opti-

mization algorithm for Cuckoo Search (version 1.0), Fuzzy

Inference systems and the radio energy dissipation model.

Section 4 dealt in detail with the suggested methodology

respectively. Section 5 describes the results of the sug-

gested algorithm. Section 6 summarizes the conclusion of

our work.

2 Related work

Hierarchical routing protocols (HRPs) for WSNs were

introduced in the literature for various routing protocols.

HRPs in WSN show higher energy and bandwidth effi-

ciency over conventional routing protocols. Unlike flat

routing protocols, where sensors transmit their data to the

BS directly, HRPs allow sensors to transmit data via

mediators. HRPs are either cluster-based or chain based. In

former HRPs, sensors are organized into clusters, and

transmissions go through CHs, while in chain-based HRPs,

sensors are organized as chains through which the trans-

missions pass [4].

The clustering of WSN’s is typically performed by

balancing energy consumption to preserve network life.

Most protocols of clustering are probable and CH is chosen

on the grounds of maximum residual energy and its dis-

tance from BS which is not enough to select the best

candidate. A lot of research on clustering protocols in WSN

has been undertaken in the latest years for exploration and

study. The main points of some common and latest clus-

tering methods are discussed in this section.
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2.1 Hierarchical clustering protocols

There have been several efforts to maximize the longevity

of the WSN, such as mobile relays, optimal deployment of

sensor nodes, and energy harvesting [2]. In terms of routing

and clustering, LEACH protocol has played a trailblazing

role in the energy consumption minimization of the net-

work [12]. This protocol uses a hierarchical clustering-

based routing strategy that forms multiple clusters, each

with a single CH. In each group, member nodes transfer

their information to the CH node, and the CH node is

responsible for aggregating the whole received information

and forwarding it to the BS. Besides single-hop clustering,

there are several multi-hop hierarchical clustering based

protocol. PEGASIS forms chains of sensor nodes such that

each node transfers the data back and forth with adjacent

nodes [13]. HEED considers remaining energy and prox-

imity to adjacent nodes for the selection of the CH node

[14]. Also, energy-efficient uneven clustering (EEUC)

protocol partitions the set of sensor nodes into unequal

sized clusters and uses multi-hop routing for inter-cluster

communication to save the energy of the CH node located

near the BS [15].

For the simplicity of the LEACH protocol, several

variations have been developed for the minimization of the

network energy consumption. In LEACH-C [16], a central

coordinator exists to control the cluster formation. By

collecting all the required network information, the central

coordinator provides a solution for the optimized clusters.

In LEACH-CE [17], a CH selection has been improved.

Upon the formation of a cluster, the member node with the

highest remaining energy is elected as a CH node. This

enables to distribute the energy consumption load uni-

formly over the member nodes. In LEACH-CKM [18], a

K-means (or K-medians) clustering algorithm has been

adopted to enhance the clustering performance. With a

sophisticated energy-efficient cluster formation, the net-

work lifetime is improved.

Manjeshwar and Agrawal [19] classify sensor networks

as proactive or reactive networks based on their functional

mode. Nodes react to modifications with appropriate

parameters of interest in reactive mode instantly, while in

proactive mode sensors respond periodically. In the TEEN

protocol, the sensed information is communicated to BS

only if there is an occurrence based on soft and hard

thresholds. TEEN is a reactive routing protocol; it reduces

unnecessary or redundant transmissions. TEEN outper-

forms existing conventional WSN protocols in terms of

energy efficiency. Manjeshwar et al. [20] also introduced

APTEEN as an extension to TEEN suitable for sending

regular information and responding to time-critical

circumstances.

Enhanced-SEP (E-SEP) [21] implemented a three-level

hierarchy similar to a two-level hierarchy in SEP [22].

E-SEP distributes sensors into three categories where,

compared to intermediate and normal nodes, advanced

nodes have higher energy. Kang et al. [23] suggested a

protocol called LEACH with distance thresholds (LEACH-

DT) for CHs selection. In LEACH-DT, CH selection

probability depends upon its distance as a parameter from

BS. BS determines the distance amongst all nodes and

calculates the probability function. This information is

broadcast by BS to all nodes. Sensors decide based on the

following information about CH selection without any

centralized control. LEACH-DT also proposed multi-hop

routing in which nodes are divided into various groups

depending on their distances from BS. Using multi-hop

transmission, energy consumption is reduced to some

extent in which the data is communicated from distant

groups to the closer ones.

Cluster chain-weighted metrics (CCWM) [24] achieve

energy efficiency and increase network performance based

on weighted metrics. A set of CHs is selected depending on

these metrics. Member nodes use direct communication for

transferring data towards their respective CHs. A routing

chain of elected CHs is constructed for inter clusters

communication and each CH forwards data to its neigh-

boring CH until it reaches BS. However, due to the non-

optimized CH election, the reselection of CH results in

network overheads. Moreover, intra-cluster communication

is direct which leads to uneven energy consumption.

Tarhani et al. [25] introduced the SEECH protocol

suitable for periodic data transmission applications. It

makes use of a distributed approach in which CHs and

relay nodes are selected separately [25]. The reason for

different CH and relay node selection is to mitigate the

energy burden of CHs. SEECH protocol performed well for

large scale WSNs.

Mittal et al. offered two reactive clustering approaches

suitable for event-based applications called DRESEP [26]

and SEECP [27] in that CHs are chosen in a periodic and

deterministic manner respectively to prolong the network

lifetime.

2.2 Evolutionary hierarchical clustering
protocols

Researchers have created cluster-based routing schemes

using optimization algorithms to fix and find optimal

solutions for this issue to ensure a longer lifespan for the

network [28–38]. ERP [30], EAERP [31], SAERP [32],

and STERP using DE [33], HSA [34], SMO [35] and GA

[36] are recently developed optimization algorithms based

clustering protocols. EAERP restructured substantial fea-

tures of EAs that assures extended stability period and
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prolonged lifetime. ERP overcame the shortcomings of the

HCR algorithm [29] by improving the cluster quality of the

network. SAERP based routing schemes (DESTERP,

HSSTERP, SMTERP, and GASTERP) are inspired by

SAERP to achieve extended stability period [33–36].

Mittal et al. introduced a Fuzzy cluster-based stable,

energy-efficient, threshold-sensitive routing protocol called

FESTERP [37] for applications such as forestry fire

detection, suitable for event-driven purposes. The remain-

ing power, node centrality, and distance to BS are con-

sidered in the protocol to choose the relevant CHs. CHs are

selected with FIS as a fitness function for EFPA. In this

approach, a longer stability period is achieved with an

energy-based heuristic.

2.3 Fuzzy-based clustering protocols

Kim et al. suggested the CHEF protocol [39] with residual

energy and local distance as input variables with FIS. For

assessing fuzzy inputs and calculating the possibility of

nodes being elected as cluster coordinators, nine fuzzy

rules are accessible. LEACH-FL [40] believes the chances

of CH candidature to be calculated by three descriptors of

nodes (farness from BS, node density, and residual energy).

In [41], a clustering algorithm with fuzzy logic is proposed

to extend the network lifetime. EAUCF [42] proposes a

fuzzy-based distributive clustering protocol based on

remaining energy and distance from BS as the CH selection

parameter. The tentative CH can be picked using nine IF–

THEN fuzzy rules. Each tentative CH calculates the

competitive radius for CH candidacy.

MOFCA [43] uses an additional way of selecting CH

using the remaining energy and distance to BS parameters.

It is mainly intended for two key variables: first, energy

efficiency, and second, lightweight for real-time execution.

If a CH is nearer to BS, it is more competitive and can

accomplish more tasks, such as information collection and

transfer.

Most of these fuzzy logic approaches for the CH elec-

tion in cluster-based HRPs uses the partial combination of

the parameters, residual energy, BS proximity, local dis-

tance, concentration, centrality, etc., to select CHs, but

none of them uses an effective combination. Fuzzy logic-

based clustering approaches proposed in the literature vary

among centralized, distributed, and hybrid. However, most

of them are centralized because the fuzzy logic-based CH

election requires high CPU cycles and high memory

capacities. Furthermore, fuzzy logic-based clustering

algorithms require global knowledge about sensors’ attri-

butes, which would be costly in terms of energy and

bandwidth if exchanged via the sensors themselves.

Therefore, for fuzzy logic-based clustering in WSN, the

centralized approaches are preferred.

In literature, there are lots of routing protocols existing

but all are associated with one or a few types of parameters.

Researchers have been demanding a generic protocol that

is energy efficient, prolonged network lifetime, scalable,

stable, and load balanced. Also, network formation and CH

selection are two phases of network organization in cluster-

based WSNs. Several cluster-based WSN protocols using

nature-inspired optimization methods are proposed in the

literature. Such cluster-based routing schemes attempt to

optimize either cluster formation or optimal CH election to

achieve energy efficiency. There is a requirement to con-

sider both the aspects of network organization, i.e. optimal

cluster formation and optimal CH election using an effi-

cient optimization technique.

2.4 Secure clustering protocols

The advantage of selecting the best node as a CH is to

enhance the network lifespan. If the security of the network

is taken into account trustworthy CH selection is a chal-

lenging task. In most instances, CH selection in the net-

work does not take the security into account. Many trust-

based mechanisms to select secure CH in the network have

been suggested.

LEACH-Mobile [44] is the LEACH variant that pro-

motes node mobility. Every time the sensor node moves,

clusters are reframed in this strategy, leading to a high

overhead in the cluster but do not take account of network

security. In LEACH-TM, CHs are elected using trust value

[45]. This mechanism enhances the security of the network;

reduce the packet loss by detecting the malicious node.

In a secure and energy-efficient algorithm, the appro-

priate trust model is set to identify the malicious nodes

[46]. In a trust model, the direct and indirect trust calcu-

lations are performed by the neighbor monitoring mecha-

nism and are combined to create a trust-aware model to

find the malicious node. In this energy-balanced algorithm,

remaining energy and node density is regarded as a routing

choice to increase network lifespan.

Chen et al. [47] proposed a trust-aware and low energy

consumption security topology (TLES) for WSN. The trust

value, residual energy, and node density are considered as

CH selection parameters in this algorithm. Based on the

distance to BS, the node’s degree, and remaining energy,

the next-hop node is selected. In S-SEECH [48], an energy-

aware routing protocol is suggested to provide energy

efficiency and security in WSNs. Rehman et al. [49] pre-

sented the idea of a secure trust and energy-efficient based

clustering algorithm for WSN. In this approach, trust-aware

CH is elected by determining the weight of each node with

low energy expenditure. The node weight implies the

composite of different metrics such as trust metrics, which
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enables a safe choice of a CH selection so that the mali-

cious node is detected.

The literature shows that the primary objective of the

methods mentioned above is to enhance the security and

network lifespan, by applying efficient clustering and

routing algorithms. FL appears to be a promising method to

address some of such important decision-making aspects of

WSNs. In present work, a relatively new CS has been used

and exploited using IT2FS for solving the above-said

problems in the clustering algorithm. CS is good at both

exploration and exploitation. In this research, a clustering

algorithm optimizes cluster formation and CH selection

simultaneously keeping into account the energy efficiency

and trust value of the node to find nearly optimal solutions

for the organization of the cluster-based WSNs.

3 Background

3.1 Cuckoo search version 1.0 (CV1.0) algorithm

CS algorithm is a recently introduced algorithm in the field

of global optimization and is based on global explorative

Lévy flight based random walks and local uniformly dis-

tributed random number based exploitative searching paths

[50]. Both these processes are controlled by randomly

initialized switching probability. The algorithm is highly

competitive but in its basic form suffers from the problems

of poor exploration. Apart from poor exploration, most of

the work done to date doesn’t provide proper parametric

studies and a lot of work is required to be done in this

context. One such recent introduction is the CV1.0 algo-

rithm [11]. This new algorithm is based on the properties of

population division and generation division. These prop-

erties help the algorithm to improve the diversity required

for exploration in the total search space and exploitation

within the specified region.

Apart from this basic modification, the algorithm

employs enhanced global search using the concepts of grey

wolf optimization algorithm (GWO) [51] and dual division

of local search. The concepts of GWO have been added to

make the algorithm more efficient in explorative tenden-

cies. The major reason for adding dual division in the local

search stage is to provide different searching strategies for

the exploitation part. It helps the algorithms to abruptly

change their positions during the final stages and hence

improve the algorithm performance.

The new CV1.0 algorithm starts by initializing random

solutions and then employing the local and global search

equations. The first step is to divide the total number of

iterations into two parts. For the first half, the Cauchy

based global search is employed. Original CS-based local

search is used for the second half. This is because of the

fatter tail of Cauchy based search, the algorithms explo-

rative tendencies improve gradually. The local search

phase for the first half of the iterations remains similar to

the original CS algorithm, as minimal exploitation is

required during the initial stages.

In the global search phase, the general equation of CS

remains the same with addition to Cauchy based mutation

operator C dð Þ [52] instead of Lévy mutation operator [11].

This mutation operator is based on Cauchy density function

given by

fCauchy 0;gð Þ dð Þ ¼ 1

p
g

g2 þ d2
ð1Þ

And based on this density function, the distribution

function is given by

y ¼ 1

2
þ 1

p
arctan

d
g

� �
ð2Þ

where g ¼ 1 is the scale parameter and y 2 0; 1½ �. Solving
above for d, we get

d ¼ tan p y� 1

2

� �� �
ð3Þ

The above equation will generate a Cauchy distributed

random number in the range of 0–1.

xtþ1
i ¼ xti þ a� Cauchy dð Þ xti � xtj

� �
ð4Þ

Here xti is the previous solution, xtj is a random solution

from the population and � is the multiplication factor.

For the second half of the generations, the global search

phase is enhanced by using three random solutions from

the whole population [11]. The three solutions required are

generated based on the current best solutions and are given

by:

x1 ¼ xi � A1 C1:xbest � xti
� �

;

x2 ¼ xi � A2 C2:xbest � xti
� �

;

x3 ¼ xi � A3 C3:xbest � xti
� � ð5Þ

xnew ¼ x1 þ x2 þ x3
3

ð6Þ

Here xbest is the current best, xnew is the new solution

generated by using xi random solution.

A1;A2;A3 and C1;C2;C3 2 A and C respectively, and are

given by A ¼ 2a:r1 � a;C ¼ 2:r2. Here a 2 0; 2½ �; subject
to r1; r2 2 0; 1½ � is a linearly decreasing random number.

For the local search phase, the population size is divided

into two halves and two different search equations are used

to find the final solution [11]. Here the search equation used

is given by
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xtþ1
i ¼ xti þ a� H p� �ð Þ � xtj � xtk

� �
ð7Þ

and

xtþ1
i ¼ xti þ F: xtj � xtk

� �
þ xtl � xtm
� �� �

ð8Þ

where Eqs. (7) and (8) both are used for only half of the

population sizes and the final solution is a combined pop-

ulation from both the search equations. Also, F is a random

solution in the range of [0, 1] and solutions, xtj; x
t
k; x

t
l and x

t
m

used are the random solution from the whole of the pop-

ulation. On a whole, all of these above said modifications

have been added to improve the performance of the CS

algorithm.

Further to solve the above said CH selection (a binary)

problem for WSN, a binary version of CS is required. In

this paper, when the position of the solution is updated, the

equation used to discrete the position is as follows:

Flagi jð Þ ¼ 1; if xi jð Þ� 0:5ð Þ
0; otherwise

�
ð9Þ

where xi jð Þ indicates the jth position of ith solution.

The pseudo-code for the above-said algorithm is given

by

3.2 Fuzzy inference systems

The fuzzy approach is preferred in applications when a lot

of uncertainties are there for a single parameter. It checks a

single parameter for a different number of conditions

accounting for all the possibilities. It consists of four units;

fuzzifier, defuzzifier, fuzzy rules, and an interface engine as

shown in Fig. 1. A crisp value is given to the fuzzy system

as input. It is further changed to the fuzzy input set value

using Fuzzifier. To get back a crisp value at the output, a

defuzzifier is used. An Interface engine is used to provide

output. The output is obtained based on the rules that are

defined for CH selection in this paper.

Type-2 fuzzy sets and systems generalize standard

Type-1 fuzzy sets and systems so that more uncertainty can

be handled. From the very beginning of fuzzy sets, criti-

cism was made about the fact that the membership function

of a type-1 fuzzy set has no uncertainty associated with it,

something that seems to contradict the word fuzzy since

that word has the connotation of lots of uncertainty. There

is always uncertainty about the value of the membership

function. The solution to this uncertainty was provided in

1975 by the inventor of fuzzy sets, Prof. Lotfi A. Zadeh

[53] when he proposed more sophisticated kinds of fuzzy

sets, the first of which he called a type-2 fuzzy set.

A type-2 fuzzy set lets us incorporate uncertainty about

the membership function into fuzzy set theory, and is a way

to address the criticism of type-1 fuzzy sets. And, if there is

Fuzzifier Inference 
Engine Defuzzifier

Fuzzy Rule Base

Input Output

Fig. 1 Fuzzy inference systems
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no uncertainty, then a type-2 fuzzy set reduces to a type-1

fuzzy set. Interval type-2 fuzzy sets have received the most

attention because the mathematics that is needed for such

sets—primarily Interval arithmetic—is much simpler than

the mathematics that is needed for general type-2 fuzzy

sets.

3.3 Radio energy dissipation model

Generally, WSN’s energy consumption consists of many

parts such as monitoring, data storage, and data transmis-

sion [54]. However, a great percentage of total energy

consumption is accounted for by the energy used for data

transmission. In this work, the first order radio model [27]

is considered for the energy consumption calculation used

for data communication as shown in Fig. 2. For path loss

calculations, two channel models are used in this energy

consumption model: free space model and multipath fading

model on the basis of transmitter and receiver separation.

The free space model is used when the separation is less

than or equal to the threshold d0, otherwise multipath

fading model is selected.

In order to achieve our proposed protocol, a few

assumptions that are adopted as follows:

1. All the chosen nodes are considered as static after

deployment.

2. Two types of nodes are as follows: one is sensor node

for sensing temperature monitoring environment and

another type of node is sink or BS fixed in the center of

the sensor network.

3. N Sensors are deployed randomly in the region A. The

BS is deployed at the center of region A.

4. Sensors are location unaware i.e. they do not have any

information about their location.

5. Sensors continuously sense the region and they send to

CH or BS depending on some threshold value.

6. Battery of the sensors cannot be changed or recharged

as the nodes are densely deployed in a harsh

environment.

7. Network is homogeneous (or heterogeneous) i.e. the

sensors may have same (or different) amount of energy

and processing capabilities.

8. Finally, the BS is assumed to have wide transmission

range cover, hence can use a single broadcast to reach

all SNs.

The energy consumption for transmission of each packet

is calculated by:

ETX lbits; dð Þ ¼ lbitsEelec þ lbitsefriis ampd
2; if d\d0

lbitsEelec þ lbitsetwo ray ampd
4; if d� d0

�

ð10Þ

where ETX is the energy consumption for transmission, lbits
is a length of the packet (i.e., number of bits in each

packet), and d is the transmitter and receiver separation.

Eelec is the energy consumption due to the transmitter and

receiver circuit to process the data before sending or

receiving while efriis amp and etwo ray amp are dependent on

the transmitter amplifier model. The threshold value d0 is

used to judge which model should be adopted and it can be

calculated as:

d0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
efriis amp=etwo ray amp

q
ð11Þ

Energy consumption during the reception of data packet

is calculated as:

ERX lbitsð Þ ¼ lbitsEelec ð12Þ

4 Proposed clustering algorithm

Nodes in WSNs can be homogeneous or heterogeneous [3]

and communicate with the BS individually or may form

several clusters with CHs. This paper considers homoge-

neous WSNs for its purpose, heterogeneous WSNs can also

be equally adopted in the proposed approach. In homoge-

neous WSNs, all nodes are considered to be the same in

terms of residual energy, radio transmission capability,

processing power, etc. However, heterogeneous WSNs

consist of nodes with different residual energy, processing,

and transmission power. As this proposal focuses on bal-

ancing residual energy strictly, its candidate CHs selection

procedure is designed to choose only those nodes which are

superior to others in terms of considered factors. In

homogeneous WSNs, all nodes have the same capability of

becoming a candidate CH at the beginning. Nodes served

Fig. 2 Radio energy dissipation

model [27]
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as CHs and left with less energy have a low chance of

being a candidate CHs in the subsequent rounds until the

residual energy of other nodes is reduced to the equivalent

level. Similarly, in heterogeneous WSNs, all advanced

nodes are forced to be selected as candidate CHs until their

residual energy is reduced to the average. Again, candi-

dates having values within a calculated range is considered

only that guarantees the most resourceful nodes compete to

be the final CHs.

HRPs generally follow a layer-based architecture, where

CH election and cluster formation are accomplished in one

layer, and routing is performed in another layer. In this

work, interval type-2 FIS and CV1.0 were introduced to

provide the fitness value for each node to cope with

uncertainties during CH choice. The proposed protocol

called a Trust-aware Energy-efficient fuzzy type-2 CV1.0

based routing protocol (TEFCSRP) is divided into rounds

consisting of set-up and data transmission phases as shown

in Fig. 3.

In the set-up stage, BS uses FIS-based CV1.0 to select

CHs from the alive SNs with remaining energy above a

threshold energy level as shown in Fig. 4.

Let Xi ¼ Xi1;Xi2; . . .:;Xinð Þ represent the ith population

vector of n SNs, where Xi jð Þ 2 0; 1f g. Alive SNs and CH

nodes are represented by 0 and 1 respectively. For exam-

ple, assuming a solution is (0, 0, 1, 0, 0, 0, 1, 0, 0, 1). There

are 10 sensor nodes in the region andCH nodes are chosen

as 3rd, 7th and 10th nodes.

The initial population of solution vectors is given by

Xi jð Þ ¼ 1; if rand� pð Þ
0; otherwise

�
ð13Þ

where p is the percentage of CH selection, and rand is a

uniform random number.

The fitness value of each solution is assessed to quantify

the efficacy of each solution in the CH selection problem

using FIS (in the next section). To generate an evolved

population, the population passes through different opera-

tors (see Eqs. 1–9).

Finally, the fittest vector is used to seed the next phase

where the non-CH nodes are associated with their CHs to

form clusters. This process is repeated iteratively until the

termination condition occurs.

4.1 CH selection using T2FLS

In this section, we present the proposed fuzzy model used

for the CH election and a clustering technique based on that

fuzzy model to accomplish optimal clustering in WSN.

Different factors influence the CH election in WSN.

Therefore, they must be combined appropriately for the

best decisions. FIS is an efficient mechanism for such a

purpose. It allows combining all input parameters in such a

way that reflects their effectiveness in the CH election. To

achieve maximum benefits from fuzzy logic for CH elec-

tion, it is necessary to explore the factors that have an

impact on CH election, use effective means to measure

each of these factors, and build an efficient fuzzy model

characterized by the effective combination of fuzzy rules

and the appropriate design for the fuzzy sets. Accordingly,

the Type 2 Fuzzy Logic System (T2FLS) model scheme is

built to meet the above-mentioned requirements to achieve

an efficient CH election in WSN.

The lifetime of the WSN is considerably influenced by

the technique used for the CH election, which in turn is

influenced by many factors. These factors are expressed in

the context of fuzzy logic as linguistic variables. Four

linguistic variables are involved in the proposed fuzzy

controller. They influence the network lifetime directly or

indirectly by one of these aspects: energy consumed by

CHs, total energy consumed by non-CH nodes (local

consumed energy), the distribution of energy consumption

loads through sensor nodes, or the trust value of each node.

The following are the linguistic variables used in our

proposed system:

Remaining Energy (RE): Selecting sensor nodes with

higher energy as CHs improves network lifetime by bal-

ancing energy consumption through the WSN’s nodes.

Distance from the BS (DBS): The lower the distance

between CHs and the BS, the lower the consumed energy.

Sensor nodes closer to the BS have to be given higher

opportunities to be CHs over farther ones.

Density of surrounding nodes (D): Selecting CHs sur-

rounded by dense nodes over CHs surrounded by sparse

nodes improves the energy consumption by increasing the

opportunity for nodes with more neighbors in their vicinity

to become CHs. Thereby, the local consumed energy for

the group members is decreased.

Trust Value (TV): The proposed approach is based on

trust management in WSN. To find the malicious node,

each SN observes activities of the surrounding node. These

activities are used to describe the trust value. Trust value is

of two types: direct trust and indirect trust values. Direct

trust value is the value that is based on nodes self- moni-

toring only. Indirect trust value is the value that may rely

on opinions provided by the neighbor nodes. The trust

calculation is performed in each communication round.

Trust value is calculated according to the threshold value.

If the normal node’s trust value is below a predefined

threshold, then it is said to be a malicious SN.

4.1.1 Calculation of direct trust value

Nodes monitor each other’s behavior between neighbors

and use the direct and indirect trust value to get compre-

hensive trust values. If SN i and j are single-hop neighbor
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then direct trust value of SN j is calculated by SN i after

every next communication round.

Sending Rate Factor SFi;j tð Þ: Calculating SN i observe

the amount sending of the calculated SN j. The SN can be

called a self-seeking SN when the calculated value is below

Yes No

Collect data 
from CMs

Every CM sends 
sensed data if 

threshold is met

Collect sensed data 
from distant CHs if 
distance to BS >R

Collect data from 
CHs

End 

Steady State Phase

All nodes
are dead?

Update Energy Level of 
each Node 

CH advertisement and 
cluster set-up. Form the 
TDMA schedule to its 

CMs 

Reply join 
request & Wait 
for TDMA slot

Send CHs information to the 
network 

Is Node 
CH?

BS Sensor Node

Send Request for ID, Position, 
Energy Level, and Node Type 

Wait Information 
from Sink

Wait Information 
from Sensor Nodes

Send ID, Position, Energy 
Level, and Node Type

Select CHs using CV1.0 
with FIS shown in Fig. 4 

Wait Information 
about CHs

Set-up Phase

Send
Information

Receive
Information

Receive
Info.

Send
Info.
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Fig. 3 Operation of proposed TEFCSRP
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Set the initial parameters of CV1.0 

Initialize random population of n host nest and 
assign the position of each nest . A solution 
vector is ID of CHs among sensor nodes

Evaluate objective function for each nest using 
CV1.0 with FIS

Is Iter< Max 
Iterations

Compare newly search nest with worst discovered nest and keep 
the best nest 

Carry out Cauchy based random walks to get 
new nest’s position  (using eqn. 6) and 

evaluate its fitness 

Select best nest as solution from last iteration which gives IDs of 
final CHs

Compare the fitness of new nest 
fitness  and host nest 

If <

A fraction of the worst nests are replaced by new nests 
using search equations (7, 8) 

Yes

No

Let RE(s) is the remaining energy, DBS(s) is 
normalized distance to BS, D(s) is node 
density, TV(s) is Trust Value of node s.

Calculate the fuzzy input values by mapping 
the RE(s), DBS(s), D(s) and TV(s) values to 

corresponding fuzzy sets

Calculate the fuzzy output values chance(s) by 
mapping the fuzzy inputs to fuzzy rule base

Calculate the fitness function value fit(s) of 
node s

Fuzzy approach to calculate fitness value

Fig. 4 CH election algorithm using CV1.0 with FIS
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the lower-level threshold TL. If the value exceeds the

upper-level threshold TH the SN performs the attack as the

denial of service. Equation (14) evaluates the sending rate

factor.

SFi;j tð Þ ¼

SPi;j tð Þ � TL
ESi;j tð Þ � TL

; SFi;j tð Þ�ESi; j tð Þ

TH � SPi;j tð Þ
TH � ESi;j tð Þ

; SFi;j tð Þ[ESi; j tð Þ

8>><
>>:

ð14Þ

where SPi;j tð Þ stands for the sending quantity at period t

and ESi;j tð Þ means evaluated value of the sending quantity.

When TL = 300, TH = 700, and ESi;j tð Þ = 500, the changes

of SFi;j tð Þ are shown in Fig. 5.

If the value of SPi;j tð Þ is nearer to ESi;j tð Þ, the value of

SFi;j tð Þ is nearer to 1, which means the nodes get higher

trust value.

Packet Drop Rate Factor ( DFi;j tð Þ): In MWSNs due to

rapid topology changes high packet loss occurs. The packet

drop exists during the transmission process, causing loss of

data. Equation (15) evaluates the packet drop rate factor.

DFi;j tð Þ ¼ R tð Þ=T tð Þ ð15Þ

Here, R tð Þ stands for the amount of packet received by

all SNs in time t. T tð Þ stands for the amount of packet

transmitted by all SNs in time t. Also, it varies from 0 to 1.

Consistency Factor ðCFi;j tð Þ): To avoid malicious

node’s fake packets due to wireless nature, it is required to

compare the information of SNs by itself with the infor-

mation observed by neighbor nodes. SN i observes the

packet of calculated node j, and then compares the infor-

mation observed by itself with the information observed by

j. If the variation is within a specific range, the calculating

SN i and calculated SN j have the same recommendation

about the observed surrounding. Equation (16) calculates

the consistency factor.

CFi;j tð Þ ¼
CPi;j tð Þ

CPi;j tð Þ þ NCPi;j tð Þ
ð16Þ

CPi;j tð Þ stands for the number of SNs having the same

packet and NCPi;j tð Þ is the number of the inconsistent

packet. CPi;j tð Þ þ NCPi;j tð Þ is the number of all the packet

that i received from its surrounding nodes. Firstly, we

calculate SN direct trust value and after that indirect trust

value via different SN m that connects both SNs i and j.

Direct trust value is computed as follows:

Tdi;j tð Þ ¼ 1� að Þ � SFi;j tð Þ � CFi;j tð Þ � DFi;j tð Þ þ a
� Tdi;j t� 1ð Þ ð17Þ

where Tdi;j tð Þ stands for direct trust value varying from 0 to

1, a is a constant and is set to 0.5 here. If Tdi;j tð Þ is 0, it

means that SN is a not behaving well and hence is mali-

cious and 1 represent that the SN is behaving well and is

trustworthy.

BS uses CV1.0 to select CHs based on the chance value

of each node using T2FLS, depending on the data received

from SNs id, location, residual energy and trust value). The

node is chosen as CH that has a chance value greater than

other SNs. The entire CH selection method is shown in

Fig. 6. A T2FLS (Fig. 6a) is comparable to a Type-1 FLS

(T1FLS) as shown in Fig. 6b, the T1FLS defuzzifier block

is replaced by the T2FLS output processing block con-

sisting of type reduction followed by defuzzification

[9, 10].

As illustrated in Fig. 7, four input variables for T2FLS

are the remaining energy (RE), distance to BS (DBS), the

density of adjacent nodes (D) and trust value of nodes (TV),

and CH node selection likelihood is the only output

parameter called chance. The node option to be chosen as

CH is more for greater chance values.

The universal discourse of RE, DBS, D, TV and fit

variables is [0… 1], [0… 1], [0… 1], [0… 1], and [0… 1]

respectively. The membership functions are shown in

Fig. 7(a–d) for each of the four input linguistic variables.

Applying these features to fuzzy logic the resulting

suggested T2FLS involves the following set of fuzzy input

factors:

Residual energyRE 2 low; medium; highf g; ð18Þ
Distance to BSDBS 2 nearby; average; farf g; ð19Þ
Density of surrounding nodesD 2 low; medium; highf g;

ð20Þ
Trust value of nodes TV 2 low; medium; highf g; ð21Þ

and the probability of a CH candidate election chance is

the resulting output, shown in Fig. 7e.

Fig. 5 The variation of sending rate factor
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chance 2 very low VLð Þ; low Lð Þ; rather - low RLð Þ;f
medium - low MLð Þ; medium Mð Þ; medium - high

MHð Þ; rather - high RHð Þ; high Hð Þ; very high VHð Þg:
ð22Þ

Table 1 shows a detailed set of fundamental rules

(3 9 3 9 3 9 3 = 81) for T2FLS. A node with greater

residual energy, closer to BS, high density and high trust

value is more likely to be chosen as a CH. In Table 1, Rule

63 is an optimistic illustration of the issue, while the

contradictory one is Rule 19.

Steady-state phase: It is the data communication phase

that represents the communication model for the trans-

mission of sensed data to the BS. The steady-state phase is

divided into two parts called an Intra-cluster data trans-

mission phase and an Inter-cluster data transmission phase.

Since the interval for data transmission in this phase is

much longer than the set-up phase, so there is a scope of

energy dissipation reduction in this phase as well. In intra-

cluster data transmission, the member nodes send infor-

mation to the CH at a certain time interval, being a part of

the reactive protocol [55]. During the inter-cluster data

transmission phase, CH receives data from other CHs and

sends the aggregated information to the next hop. Next hop

depends on the distance in BS and CH at the slot of time

that is allocated by the CH of the upper level.

The energy of active sensor nodes will be dissipated

during the intra-cluster data transmission stage while

sensing, packet transmission, receiving, and aggregation.

The sensor nodes only communicate the data identified to

the CH when the threshold values are met [34]. The

reception and aggregation of packets will also consume

energy for CHs. The energy of the MNs and CHs can,

therefore, be formally altered in this stage according to the

following expression:

E nodej
� �

¼
E nodej
� �

� Esensing � ETXnodej ;CHk
; if sensed value� Threshold

E nodej
� �

� Esensing; if sensed value\Threshold

(

ð23Þ
E CHkð Þ ¼ E CHkð Þ � ERX þ EDAð Þ ð24Þ

where E nodej
� �

and E CHkð Þ denote the residual energy of

sensor j and CH k respectively, ETXnodea ;nodeb
is energy cost

for transmission from nodea to nodeb, ERX is energy cost

for the reception of data and EDA is the data aggregation

energy expenditure.

In the inter-cluster data transmission phase, for next-hop

selection indirect trust value is used. Equation (25) calcu-

lates indirect trust value

Tidi;j tð Þ ¼ ft Tdi;j tð Þ; Tdk;j tð Þ
� �

¼ a � Tdi;j tð Þ þ b � Tdk;j tð Þ
ð25Þ

where Tdk;j tð Þ is the direct trust value of evaluated SN by k.

ft [�] can be evaluated according to the needs of the actual

network subject to aþ b ¼ 1. The value of a is set to be

higher if the node trust value judgment by own is more

important than the trust value of the other nodes. Here, we

consider

Tidi;j tð Þ ¼ 0:5 � Tdi;j tð Þ þ 0:5 � Tdk;j tð Þ ð26Þ

If this trust value is within the prescribed threshold

limits, then only data is transmitted to the next hop. Also,

CHs calculate the energy consumption expense of separate

routing routes to select an ideal relay node (another CH) or

transmit information directly to BS to prevent long-dis-

tance communication. Using direct communication, energy

consumption in the routing path can be calculated as:

E CHk;BSð Þ ¼ lbitsEelec þ lbitsefriis ampd
2
CHk ;BS

; if dCHk ;BS\d0
lbitsEelec þ lbitsetwo ray ampd

4
CHk ;BS

; if dCHk ;BS � d0

�

ð27Þ

where dCHk ;BS represents the separation between CH k and

BS. E CHk;BSð Þ represents the direct communication

between CH and BS.

(a)

(b)

Fuzzifier Fuzzy Rule Base Defuzzifier

Inference 
Engine

Fuzzy Inference Systems

From each node For each node

ChanceResidual Energy
Distance to BS 

Density
Trust Value

Type-reducer

Type-2 input 
fuzzy sets

Type-2 output 
fuzzy sets

Type-1 reduced 
fuzzy sets

Fuzzifier
Inference 

Engine Defuzzifier
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Fuzzy Inference Systems

From each node For each node

ChanceResidual Energy
Distance to BS 

Density
Trust Value

Fig. 6 Probabilistic model for CH selection. a Using fuzzy type-2 and
b using fuzzy type-1
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If the BS is far away from CH k, a relay CH m will be

chosen as an intermediate node to transmit the packet. The

total communication cost can be calculated as:

E CHk;CHm;BSð Þ ¼ ETXCHk ;CHm
þ ERX þ ETXCHm ;BS

¼ 3lbitsEelec þ lbitsefriis ampd
2
CHk ;CHm

þ lbitsefriis ampd
2
CHm;BS

ð28Þ

CHs compare E CHk;BSð Þ with E CHk;CHm;BSð Þ and

choose the low energy path for data transmission. There-

fore, the inter-cluster transmission cost for CH k can be

determined using:

E CHkð Þ ¼ min E CHk;BSð Þ;E CHk;CHm;BSð Þð Þ ð29Þ

5 Simulation results

5.1 Simulation setup

This section evaluates the performance analysis of

TEFCSRP and its competitive protocols. The simulations

are conducted using MATLAB. In this simulation, for

homogeneous setup 100 sensor nodes are initially scattered

at random in a 100 m 	 100 m square region in between

(0, 0) and (100, 100) having initial energy E0, with BS

located at (50, 50). Advanced and super nodes are set to

20% and 10% of total nodes having initial energy 2E0 and

3E0 respectively for heterogeneous setup. Initially, the

value of each trusted node is set to 1. Cp is the percentage

of malicious nodes that are introduced within the network.

Simulation parameters are summarized in Table 2.
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Fig. 7 Fuzzy sets for input and output variables
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The interval between consecutive cluster reformations is

referred to as a single round. The predetermined cluster

number required by the existing algorithms for comparison

is set to 5%. Results are averaged over 20 random

deployments of WSNs. The lifetime of the WSN is cal-

culated by the number of live nodes, which is evaluated at

each round. The network lifetime and total amount of

transferred data are measured by evaluating the number of

rounds until the death of the last node. Performance of

TEFCSRP has been critically analyzed by comparing it

with the existing state of the art routing protocols including

LEACH, SEP-E, HCR, ERP, DRESEP, HSTERP,

DETERP, and FESTERP. The parameters setting for sim-

ulated protocols are given in Table 3. We considered the

metrics of network lifetime and total consumed energy to

Table 1 Fuzzy Inference Rules
S. No. Residual energy Distance to BS Density Trust value Chance

1 Low Nearby Low Low Rather low

2 Low Nearby Low Medium Low medium

3 Low Nearby Low High Rather low

4 Low Nearby Medium Low Low medium

5 Low Nearby Medium Medium Low medium

6 Low Nearby Medium High Low medium

7 Low Nearby High Low Medium

8 Low Nearby High Medium Rather medium

9 Low Nearby High High Rather high

10 Low Average Low Low Low

11 Low Average Low Medium Rather low

… … … … … …
18 Low Average High High Rather medium

19 Low Far Low Low Very low

20 Low Far Low Medium Low

… … … … … …
27 Low Far High High Medium

28 Medium Nearby Low Low Rather low

29 Medium Nearby Low Medium Low medium

30 Medium Nearby Low High Medium

31 Medium Nearby Medium Low Medium

32 Medium Nearby Medium Medium Rather medium

… … … … … …
61 High Nearby High Low Rather high

62 High Nearby High Medium High

63 High Nearby High High Very high

64 High Average Low Low Low medium

… … … … … …
78 High Far Medium High Rather medium

79 High Far High Low Medium

80 High Far High Medium Rather medium

81 High Far High High Rather high

Table 2 Network parameters

Parameter Value

Initial number of sensors 100

Initial energy of normal node, E0 0:25 J; 0:5 J; 1 J

CH election probability 0.05

Radio electronics energy, ETx = ERx 50 nJ=bit

Energy for data-aggregation, EDA 5 nJ=bit

Free space fading coefficient, efriis amp 100 pJ=bit=m2

Multi-path fading coefficient, etwo ray amp 0:0013 pJ=bit=m4

Temperature range on the field 0–200 �F
Hard threshold 50 �F
Soft threshold 2 �F
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evaluate the schemes and methods proposed by this

research.

5.2 Analysis of simulation results

5.2.1 Trust-based security

Randomly few malicious SNs (Cp ¼ 0:1; 0:2; and 0:3) are

deployed with in the area of interest. Malicious SNs have

features like some of them have bad behaviors like packet

drop, too large or too small amount of transmitted packet,

and transmitting false information. In this section, the

detection accuracy of malicious SN is analyzed first by

taking the different levels of threshold (R0 = 0.1, 0.2, and

0.3). After that, we use improved threshold obtained in the

previous result to examine the variation of average sending

ratio, the variation of average consistency ratio, and the

variation of average packet delivery ratio concerning the

number of rounds, to detect whether the proposed approach

can eliminate the malicious SNs successfully and also

enhance the average sending ratio, the average consistency

ratio, and average packet delivery ratio of the sensor

network.

In Fig. 8, the horizontal axis represents the number of

communication round and the vertical axis represents the

percentage of different threshold values

(R0 ¼ 0:1; 0:2; and 0:3) to detect malicious SNs when first

SN dies in the entire region. Various graphs are obtained by

setting a different level of threshold. From Fig. 9 it is clear

that all malicious SNs can be detected when threshold R0 is

0.3. Hence, by setting the threshold level R0 as 0.3, the

malicious SNs can easily be detected under experimental

environments. Initially, all SNs have the same trust value

and malicious SNs are not eliminated, therefore, the aver-

age consistency ratio, the sending ratio, and average packet

delivery ratio of the entire network are 1. As malicious SNs

remain in the network having some abnormal behaviors, all

the three trust factors mentioned above will decline slowly.

As the number of rounds increases, the malicious SN will

be recognized and is eliminated slowly and these bad

behaviors will reduce approximately. In the next stage of

the whole network, above mentioned three trust factors will

be increased with the increased communication round as

shown in Figs. 10, 11, and 12 respectively. The horizontal

axis in Fig. 9 represents the number of communication

round and the vertical axis stand for the average sending

ratio. In the initial stages, the variation of the average

sending ratio in the sensor network increases with

increasing communication round no matter how many

malicious SNs are present so, at the first stage, the network

suffers degradation. As the rate of malicious SNs increases,

the rate of failure goes faster in the down phase.

Table 3 Parameters setting for

simulated algorithms
Protocol Parameters

HCR NP = 30; D = 100; Gmax = 200; Pm = 0.03; Pc = 0.7

ERP NP = 30; D = 100; Gmax = 200; Pm = 0.03; Pc = 0.7

SAERP NP = 30; D = 100; Gmax = 200; Pm = 0.03; Pc = 0.7

DESTERP NP = 30; D = 100; Gmax = 200; CR = 0.5

HSSTERP HMS = 30; D = 100; NI = 200; HMCR = 0.7; PAR = 0.1

FESTERP NP = 30; D = 100; Gmax = 100; pds = Dynamic and linearly decreasing

TEFCSRP NP = 30; D = 100; Gmax = 200
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Fig. 8 The proportion of malicious nodes and detection accuracy
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In Fig. 11 horizontal axis represents the number of

rounds and the vertical axis represents the average con-

sistency ratio and in Fig. 12 horizontal axis represents the

average packet delivery ratio and the horizontal axis rep-

resents communication round. The variation in the con-

sistency ratio and average packet delivery ratio is equal to

that of variation in the average sending ratio. Initially, they

undergo degradation and then increase accordingly, irre-

spective of malicious SN quantity. They also have the

feature such as the rate of failure in the down phase goes

faster when the amount of malicious SNs is greater. On

comparing the results of Figs. 10, 11, and 12 it is clear that

firstly value of the trust factor decreases and then increases

with an increase in the communication round. Sending

factor’s change is slow, and inconsistency factor and

packet loss factors changes are approximately larger

because, in each round, one more or one less packet is

allowed by malicious SNs to send than normal node.

Sending rate variation of SN’s is not very large, so the

variation of the transmitting factor is slow.

5.2.2 Energy consumption and network lifetime

Figure 13 shows the alive nodes over the communication

rounds for a homogeneous setup. TEFCSRP improves the

network lifespan, as it considers the remaining energy and

trust value of SNs for the CH election. The improvements

achieved by the TEFCSRP scheme point to the ability to

balance the energy through the nodes. In TEFCSRP, the

node with the higher remaining energy, nearer to BS,

higher density, and higher trust value has the best chance to

become the CH. This improved network lifetime is a result

of a better selection of the CHs and interchanging the load

over the nodes in a more balanced approach.

Also as shown in Tables 4, 5, and 6 for homogeneous

setup for E0 = 0.25 J, 0.5 J, and 1 J respectively, the

improvement of network lifetime is for FND and also for

HND and LND, respectively. This sequence is evidence of

the strength of collaboration between different sensors to

take loads of CH operations. Thus, most of the nodes

operate together for the longest possible duration and then

almost die together. In other words, they tend to die in

groups rather than individually. This is contrary to the case

of less balancing of remaining energy between different

sensors.

Referring to Fig. 13, we see that the line representing

the live nodes of TEFCSRP takes the form of a step

function with a sudden drop, while the line representing the

live nodes of LEACH-like protocols tend to decrease

gradually, and the drops are larger in the earlier period of

network lifetime. Thus, most of the nodes in LEACH die

through the earlier period of network lifetime. In contrast,

the TEFCSRP overcomes this shortcoming and always
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Fig. 13 Number of survival

nodes changes with rounds

updating for homogeneous

setup for E0 ¼ 1 J

Table 4 Comparison of network lifetime for homogeneous setup for E0 ¼ 0.25 J

% Dead nodes LEACH HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 461.4 441.2 510.2 610.2 782.6 1265.9 1110.8 1370.4 1374.5 1388.6

10 488.5 498.1 588.9 611.5 1133.5 1282.1 1137.2 1393.1 1397.8 1411.8

20 506.2 516.3 608.1 611.9 1233.1 1287.8 1146.5 1403.4 1405.5 1421.9

30 515.5 537.2 627.9 612.1 1282.1 1295.2 1155.7 1409.1 1414.8 1427.7

40 523.2 561.4 641.2 613 1339.8 1301.8 1158.9 1414.9 1420.7 1433.5

50 (HND) 568 598.1 648.3 613.3 1395.7 1306.3 1174.1 1416.8 1422.6 1435.6

60 588.9 607.9 658.9 613.6 1419.8 1309.1 1182.3 1419.1 1430.5 1437.8

70 588.7 617.8 674.1 613.8 1443.1 1309.2 1189.8 1424.8 1432.6 1444.7

80 607.2 625.3 701.4 614.5 1489.7 1310 1217.4 1427.1 1436.2 1445.9

90 630.7 636.5 732.7 615.1 1539.8 1310.3 1222.2 1429.6 1442.5 1448.3

100 (LND) 745.2 848.2 784.2 617.2 1603.4 1316.2 1406.3 1432.2 1447.8 1451.3

Bold values indicate the best value with respect to others

Table 5 Comparison of network lifetime for homogeneous setup for E0 ¼ 0.5 J

% Dead nodes LEACH HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 971.2 873.3 1037.9 1217.9 1562.8 2543.2 2399.7 2795.3 2836.6 2859.6

10 1006.8 1010.2 1159.1 1221.8 2262.4 2563.9 2421.3 2821.4 2885.3 2908.9

20 1040.1 1063.7 1199.3 1223.9 2463.9 2572.1 2441.6 2833.1 2895.9 2917.8

30 1061.2 1114.8 1238.2 1225.4 2562.4 2579.2 2453.9 2838.8 2899.9 2922.6

40 1074.1 1166.4 1268.2 1227.9 2682.6 2588.4 2458.3 2845.9 2908.7 2931.6

50 (HND) 1169.6 1228.6 1292.9 1229.4 2782 2592.3 2460.3 2848.9 2910.8 2933.8

60 1206.9 1265.9 1319.8 1230.6 2841.9 2594.8 2470.1 2850.5 2918.1 2940.9

70 1265.6 1306.2 1360.1 1231.2 2882.4 2595.5 2485.1 2857.8 2920.6 2943.8

80 1316.5 1353.6 1410 1232.8 2982.9 2596 2487.3 2860 2921.6 2944.6

90 1369.2 1411.9 1477.3 1234.3 3082.5 2597.6 2503.7 2863.4 2927.1 2948.3

100 (LND) 1672.8 1741.3 1609.8 1243.6 3202.3 2604.4 2553.3 2866.3 2931.1 2952.5

Bold values indicate the best value with respect to others
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works to prolong sensors lifetime when it is worthy to keep

them alive.

Figure 14 depicts the percentage of total remaining

energy for the rounds before LND. The figure shows that

the TEFCSRP conserves more total energy than the other

schemes. It also shows that TEFCSRP tends to consume

energy gradually per round in equal amounts.

5.2.3 Reduction of blind spot problem

At the beginning of the operation, the network shows good

performance by capturing the desired number of events per

unit of time. However, towards the end, the network

experiences the death of its constituent nodes which results

in an inability to capture events in certain places. This

scenario is described as a blind spot problem that results in

the degradation of network performance in terms of the

number of captured events per unit of time. The sole reason

for this problem lies in the fact that a few nodes die out

quickly in the network due to unbalanced energy con-

sumption. The more unbalanced the energy consumption

is, the more quickly nodes start dying in the network. On

the other hand, the majority of the recent clustering

approaches focus on enlarging the network lifetime without

incorporating a robust energy-balancing technique. This

results in a long duration between FND and LND, i.e., the

network suffers from event capturing inability or blind spot

problem for a long time. To reduce this sufferance, this

paper focuses on adopting a mechanism that forces a bal-

anced energy consumption in each round for both nodes

and clusters.

Figure 13 also shows the duration of the blind spot

problem in the network with the proposed approach and

with the competitive approaches. From the figure, it is seen

that the round count for FND in TEFCSRP is higher in

comparison to LEACH, SEP-E, HCR, ERP, DRESEP,

HSTERP, DETERP, and FESTERP. On the contrary, the

network experienced a difference in FND and LND is less

Table 6 Comparison of network lifetime for homogeneous setup for E0 ¼ 1 J

% Dead nodes LEACH HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 1805.1 1726.3 2113.2 2437.7 4101.4 5109.4 5635.7 5699.4 5742.7 5816.2

10 2022.7 2048.5 2276.1 2443.6 4504.1 5131.2 5655.1 5712.5 5780.8 5873.5

20 2069.3 2189.6 2364.4 2445.6 4769.9 5134.5 5666.5 5718.5 5794.6 5875.3

30 2141 2315.3 2438 2447.1 4881.4 5135.6 5672.7 5722.4 5807.3 5879.3

40 2169.4 2420.2 2509.5 2448.5 4983.5 5141.8 5675.8 5723.1 5809.4 5886.7

50 (HND) 2215.2 2524.6 2580 2449.6 5126.7 5143.3 5680.3 5726 5812.6 5888.4

60 2280.1 2629.9 2648.9 2450.7 5294.2 5144.5 5682.4 5726.6 5816.1 5890.3

70 2346.3 2752.2 2744.8 2451.4 5395.4 5146.9 5687.8 5729.3 5816.8 5897.5

80 2394.8 2916.8 2837.3 2452 5621.1 5149.1 5689.6 5732.8 5819.8 5898.3

90 2485.6 3107.1 2983.3 2453.3 5770.7 5151.5 5693.1 5736.2 5822.6 5901.4

100 (LND) 2763.5 3574.3 3305.9 2455.2 6402.2 5154.8 5715.2 5737.9 5836.3 5905.6

Bold values indicate the best value with respect to others
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Fig. 16 The residual energy of

the network changes over time

for heterogeneous setup

Table 7 Comparison of network lifetime for heterogeneous setup for E0 ¼ 0.25 J

% Dead nodes SEP-E HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 570.3 380.4 510.6 747.9 1214.7 1794.9 1823.6 1847.5 1973.7 1967.8

10 581.4 490.2 573.3 793.2 1336.2 1798 1831.8 1857.8 1976.8 2011.4

20 616.1 558.5 608.5 794.8 1402.3 1801.3 1834.3 1860 1980.2 2014.3

30 641.2 615.6 647.6 795.6 1450.6 1801.9 1836.7 1861.3 1980.8 2015.5

40 655.3 702.3 670.3 796.1 1502.2 1802.5 1837.8 1862.8 1982.4 2016.8

50 (HND) 678.5 758.2 693.7 796.8 1538 1803.1 1839.1 1862.9 1982.9 2017.9

60 700.6 812.4 777.1 797.2 1597.4 1804.5 1844.7 1863 1985.5 2019.5

70 816.2 1010.7 1123.5 797.6 1983.6 1805.2 1846.4 1864.4 1986.1 2020.7

80 1071.3 1201.6 1280.3 798.4 2443.1 1805.6 1847.9 1864.8 1986.8 2021.3

90 1154.6 1549.3 1573.4 799.3 2645.7 1805.7 1849.3 1865.3 1987.7 2021.9

100 (LND) 1471.4 1845 2110.7 802.7 3635.4 1805.8 1851.4 1867.4 1988.3 2022.4

Bold values indicate the best value with respect to others
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than allowed the blind spot problem to persist for a smaller

number of rounds. Thus, the proposed approach reduces the

blind spot problem in the network.

The behavior of TEFCSRP for heterogeneous setup is

shown in Figs. 15 and 16, and the statistics are given in

Tables 7, 8, and 9.

Table 10 presents the comparative analysis for FND,

HND, and LND together with stability and instability

periods of competitive algorithms for E0 = 1 J. The

Table shows there is significant progress in the stability

period for TEFCSRP.

5.2.4 Effect of node density

A comparative evaluation of TEFCSRP is performed using

a varying number of nodes in the network (from 100 to

500) as given in Tables 11 and 12, to illustrate and validate

its behavior under different densities, sparse, moderate, or

dense. The comparison is based on the metric of energy

balancing and network lifetime in terms of FND, HND, and

LND. All nodes in the scenarios are randomly distributed

over an area of 100 	 100 meters. The performance

improvement of the proposed TEFCSRP over competitive

algorithms become noticeable as the network size increa-

ses, in that the proposed TEFCSRP finds a more energy-

efficient solution than others from the consideration of the

optimum fuzzy-based energy consumption model for CH

nodes.

6 Conclusion

FISs are the best choice for building effective clustering

algorithms/techniques for energy-efficient routing proto-

cols in WSN, due to its high ability to combine and

effectively blending input parameters to produce proper

Table 8 Comparison of network lifetime for heterogeneous setup for E0 ¼ 0.5 J

% Dead nodes SEP-E HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 1152.4 772.1 1030.2 1602.1 2442.1 3601.6 3657.9 3703.7 3956.5 3931.7

10 1172.9 992.3 1154.8 1623.4 2685.2 3609.4 3673.9 3724.5 3962.8 4018.5

20 1245.1 1127.6 1225.6 1626.1 2817.4 3613.7 3678.8 3729.1 3969.1 4024.2

30 1295.2 1242.8 1303.2 1627.7 2913.8 3615.2 3683.4 3731.4 3970.4 4025.6

40 1322.6 1415.9 1340.1 1629.6 3016.7 3616.1 3685.7 3734.5 3974 4029.3

50 (HND) 1369.2 1527.6 1396.2 1630.8 3089.2 3617.6 3688.5 3734.4 3975.3 4030.9

60 1414.1 1636.1 1563.1 1630.9 3207.1 3620.5 3699.3 3734.9 3980.3 4035.8

70 1644.7 2032.8 2255.6 1632.2 3979.5 3621.9 3702.8 3737.7 3981.4 4036.6

80 2154.8 2415.2 2568.2 1633.5 4898.8 3622.3 3705.7 3738.4 3982.1 4037.9

90 2321.7 3110.4 3155.2 1634.9 5303.6 3622.8 3709.3 3739.3 3984.7 4040.6

100 (LND) 2954.8 3701.2 4229.4 1640.8 7283.2 3622.9 3713.2 3743.7 3985.9 4041.3

Bold values indicate the best value with respect to others

Table 9 Comparison of network lifetime for heterogeneous setup for E0 ¼ 1 J

% Dead nodes SEP-E HCR ERP SAERP DRESEP SEECP HSSTERP DESTERP FESTERP TEFCSRP

1 (FND) 2269.5 1509.9 2034.5 2887.6 4846.6 7168.6 7284.6 7380.7 7878.4 7425.4

10 2309.4 1950 2284.5 3135.5 5331.7 7184.1 7317.5 7422.6 7890.9 8093.2

20 2452.5 2220.9 2425.9 3141.9 5597.1 7192.7 7326.7 7431.3 7903.6 8109.7

30 2552.6 2451.6 2581.7 3145.4 5789.5 7195.5 7336.2 7435.9 7906.3 8118.3

40 2607.8 2798.2 2673.2 3147.9 5995.4 7198.1 7340.5 7441.9 7913.4 8123.6

50 (HND) 2701.3 3021 2766.8 3150.6 6140.1 7200.4 7345.9 7442.6 7914.5 8127.5

60 2790.5 3238 3100.6 3152.8 6376 7206 7368.2 7442.9 7925.9 8132.9

70 3251.9 4032.4 4485.9 3154.3 7920.6 7208.9 7374.4 7448.4 7928.2 8135.4

80 4272.1 4796.2 5111.7 3157.7 9759.3 7210.3 7381.1 7449.8 7929.5 8141.6

90 4605.5 6186.4 6284.8 3161.8 10,568.9 7210.6 7387.6 7451.9 7934.7 8149.2

100 (LND) 5872.8 7368.7 8433.5 3174.3 14,528 7211.4 7395.8 7460.5 7937.1 8179.7

Bold values indicate the best value with respect to others
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decisions about CH selections. To achieve the best possible

results of energy-efficient routing protocols in WSN, it is

recommended to utilize every parameter affecting the

energy efficiency of the WSN routing protocol. Further-

more, it is recommended to integrate them in a way that

reflects the extent to which each affects the energy effi-

ciency of the WSN. In this work, we introduced the

TEFCSRP clustering technique for energy-efficient routing

protocols using fuzzy type-2 based on CS to perform the

CH election. This fuzzy logic utilizes four parameters to

determine the strength of each sensor’s chance to be a CH.

These parameters are the remaining energy of the given

sensor node, the distance of sensor nodes from the BS,

density of other surrounding sensor nodes around the

candidate CH, and trust values of nodes to transmit the data

to next hop. To control the distribution of CHs over the

WSN area, a condition is set by forcing minimum sepa-

ration distance between CHs to guarantee their even dis-

tribution. A threshold-based data transmission algorithm is

used in inter-cluster communication and a multi-hop rout-

ing scheme in which only CH nearer to BS transmits its

Table 10 Comparison of

network lifespan of simulated

algorithms along with stability

and instability periods for E0 ¼
1 J

Setup no. Protocol FND HND LND Stability period Instability period

Homogeneous setup LEACH 1805.1 2215.2 2763.5 1805.1 958.4

HCR 1726 2524.6 3574.3 1726 1848.3

ERP 2113.3 2580 3305.9 2113.3 1192.6

SAERP 2437.7 2449.6 2455.2 2437.7 17.5

DRESEP 4101.4 5126.7 6402.2 4101.4 2300.8

SEECP 5109.4 5143.3 5154.8 5109.4 45.4

HSSTERP 5635.7 5680.3 5715.2 5635.7 79.5

DESTERP 5699.4 5726 5737.9 5699.4 38.5

FESTERP 5742.7 5812.6 5836.3 5742.7 93.6

TEFCSRP 5816.2 5888.4 5905.6 5816.2 89.4

Heterogeneous setup SEP-E 2269.5 2701.3 5872.8 2269.5 3603.3

HCR 1509.9 3021 7368.7 1509.9 5858.8

ERP 2034.5 2766.8 8433.5 2034.5 6399

SAERP 2887.6 3150.6 3174.3 2887.6 286.7

DRESEP 4846.2 6140.1 14,528 4846.2 9681.8

SEECP 7168.6 7200.4 7211.4 7168.6 42.8

HSSTERP 7284.6 7345.9 7395.8 7284.6 111.2

DESTERP 7380.7 7442.6 7460.5 7380.7 79.8

FESTERP 7878.4 7914.5 7937.1 7878.4 58.7

TEFCSRP 7425.4 8127.5 8179.7 7425.4 754.3

Bold values indicate the best value with respect to others

Table 11 Effect of node density on the performance of TEFCSRP for

homogeneous setup

Protocol 100 200 300 400 500

LEACH 2763.5 3040.1 3316.3 3592.6 3847.9

HCR 3574.3 4003.4 4217.8 4431.9 4682.5

ERP 3305.9 3570.3 3712.9 3824.8 4015.6

SAERP 2455.2 2529.1 2604.5 2669.4 2736.9

DRESEP 6402.2 7490.5 8015.1 8976.8 10,143.7

SEECP 5154.8 5279.8 5385.6 5514.9 5625.2

HSSTERP 5715.2 5943.6 6062.8 6207.8 6332.2

DESTERP 5737.9 5967.2 6087.1 6231.1 6357.7

FESTERP 5836.3 6135.1 6338.6 6571.4 6789.5

TEFCSRP 5905.6 6193.1 6419.4 6662.8 68,752.5

Table 12 Effect of node density on the performance of TEFCSRP for

heterogeneous setup

Protocol 100 200 300 400 500

SEP-E 5872.8 6343.2 6459.8 6694.7 6459.5

HCR 7368.7 7712.5 8232.6 8752.9 9359.9

ERP 8433.5 8971 9329.9 9609.8 10,090.2

SAERP 3174.3 3269.5 3367.6 3451.8 3607.1

DRESEP 14,528 16,997.9 18,187.7 20,370.3 23,018.4

SEECP 7211.4 7788.5 7943.8 8135.2 8297.8

HSSTERP 7395.8 7691.8 7845.3 8033.6 8195.2

DESTERP 7460.5 7759.1 7913.9 8103.7 8266.1

FESTERP 7937.1 8341.5 8616.3 8935.5 9229.9

TEFCSRP 8179.7 8582.7 8859.3 9186.4 9527.3
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information directly to BS to decrease dissipated energy

from CHs far away from BS.

TEFCSRP was assessed relatively by simulating dif-

ferent WSN scenarios against LEACH, SEP-E, HCR, ERP,

DRESEP, HSTERP, DETERP, and FESTERP for the

metrics of total energy consumption, energy balancing, and

network lifetime in terms of FND, HND, and LND.

TEFCSRP significantly outperforms these approaches in

trust management metrics, network lifetime, and energy

consumption effectiveness.
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