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Abstract
This paper is based on the exploration of the effective method of erroneous phoneme pronunciation of Chinese mandarin

learners whose mother tongue is Uyghur and the solution of major problems of language education, concerning the

learner’s pronunciation, it uses a different method, namely data-driven approach, and the automatic speech recognition is

also used to recognize phonemes of the pronunciation of Chinese mandarin learners. The phoneme sequence is identified

and then the standard pronunciation phonemes corresponding to the recognized phonemes are used as the target phonemes

to obtain the mapping relation of each target phoneme and recognition phoneme, thus the possible phoneme error

categories and possible erroneous rules in pronunciation can be obtained, which may give some help to the learners to learn

the Chinese auxiliary language system and the corresponding pronunciation evaluation model.
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1 Introduction

With the continuous development of the global economy,

exchanges and cooperation in political, economic, cultural

and educational fields among various countries have

become more and more frequent. Travelling and learning

abroad is also increasingly common. Therefore, in addition

to the mother tongue, many people choose another lan-

guage as the second language. In ethnic minority areas of

China, the Mandarin Chinese, as a national language, it is

very important from primary school, junior high school,

high school to college. Efficient spoken language learning

requires one-on-one, face-to-face interaction between

teachers and students. However, this approach is con-

strained by space, time and economic conditions [1–3]. In

recent years, with the development of science and tech-

nology, online education has become more and more

popular [4–6]. The Cloud-centric powerful computing

resources, highly popularized mobile smart devices and

rapidly developed voice processing technologies have

enabled computer-assisted language learning System

(CALL) to become more and more popular [7–11]. How-

ever, the detection and diagnosis of pronunciation errors at

the phonemic level, as a core module of the CALL system,

still need to be further improved in accuracy.

The aim of this work is to develop automatic instru-

ments for language learning. We attempt to develop a

mispronunciation detection system to effectively highlight

pronunciation errors made by Uyghur (L1) learners of

Mandarin Chinese (L2). Our long-term goal is to design

effective pedagogical and remedial instructions for pro-

nunciation improvement. The target learners are Students

who are native Uyghur speakers seeking to improve their

pronunciation in mandarin Chinese. In [12] was conducted

to discriminate a confusing pair of phonemes, e.g. the

correct English pronunciation and its Japanese pronuncia-

tion marked by non-native speaker’s accent. Another

related work was presented in [13, 14], where the mono-

phone substitutions for English pronunciation variability

from Korean speakers were obtained by analyzing pho-

netics and speech recognition results. The phoneme con-

fusions were used to modify the state-trying to adapt the

acoustic models for accented speech recognition. In our

research, a method is developed to identify the pronunci-

ation errors at the phoneme level, so as to provide cor-

rective feedback to support self-learning to improve

English pronunciation using a CALL system.
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Each language has its own vowel phonemic system.

There are thirty-two phonemes in the phonological system

of the modern Uyghur standard language. Eight of which

are vowel phonemes but no diphthong. In contrast, Chinese

has not only single vowels but also diphthongs and four

triphthongs. In fact, it does not have any practical signifi-

cance in terms of the phoneme itself; however, its function

is very huge. The main difference lies in distinguishing the

meaning and specifically distinguishing the different lan-

guages speed and different words [15]. Mandarin Chinese

and Uyghur belong to the Sino-Tibetan language and

Altaic languages respectively, and there are great differ-

ences in phonetics between these two languages. Chinese

belongs to the isolated language [16], and the Altaic lan-

guage belongs to the agglutimother tongue language [17].

There exists hierarchical relationship among phonemes,

syllables, words, sentences, specifically, how the phonemes

to form syllables, how syllables to form a specific single

word, and how the word to form a sentence to express a

certain meaning, these are the horizontal combination of

phonetics, belonging to the scope of horizontal combina-

tion [4]. When learners learn another language, the old

phonetic perception and production systems play an aux-

iliary or interference role [18–21].

Since some phonemes in L1 pronunciation do not exist

in L2 pronunciation, learners habitually replace the pro-

nunciation by their mother tongue phonemes which are

similar on pronouncing perception and generation [6].

Pronouncing mode and part as L1 pronunciation but still

have certain differences, and the difference generated by

this replacement will cause possible pronouncing confusion

and errors. For instance, based on standard pronunciation

phonemes, learners produce a continuous oral pronuncia-

tion when pronouncing a phoneme/kuo/sound. In this

continuous oral pronunciation, phonemes/u/or/o/may be

used instead of phoneme/uo/, mainly because of their

similarities with/uo/in perception and production. This

work focuses on automatically detecting such pronuncia-

tion errors caused by language transfer effects, using the

speech recognition system with the predicted word mis-

pronunciations on continuous speech. Certain types of

phonetic errors are the product of interference effect, they

are predictable, interpretable and understandable, and

many research institutes have begun to pay attention to this

issue, and they started to explore the system [22]. For non-

mother tongue speakers of languages, they attach particular

importance to computer-aided L2 learning systems, which

are especially suitable for ethnic minority areas. Now,

relevant literature on the comparison of two languages

almost can’t be found, while this literature is to record the

confusion rules, in order to improve the quality of pro-

nunciation, and strive for accuracy.

The methodologies involved in this study are mainly

aimed at L1 whose mother tongue language belongs to the

Altai language family, and they have some L2 learning

experience. Uyghur pronunciation is different from Man-

darin pronunciation, some of its pronunciation cannot be

found in L2 pronunciation, based on this, learners habitu-

ally use L1 pronunciation as a benchmark to learn L2,

focusing on pronunciation perception and aspects of pro-

ducing, pronouncing ways and parts, finding the mother

tongue phonemes that are similar but slightly different with

L2 to replace the pronunciation, thus the difference caused

by the substitution may cause confusion of pronunciation

or certain pronunciation errors [23]. To sum up, through

the collection of learners’ pronunciations, we can get a

comparative analysis of L1 cross-linguistic phonological

contrast in linguistic and phonemic when they say L2 and

wrong pronunciation characteristics with the data-driven

method, so as to draw a reasonable phoneme confusion

rule. At the same time, we will devote ourselves to

exploring how to summarize the phonemic confusion

between L1 and L2, establishing an experimental database

based on the phoneme analysis, and how to combine the

speech recognition technology and phonemic confusion to

evaluate the accuracy of phoneme pronunciations, so as to

establish an automatic detection method for phonetic

erroneous pronunciation specifically designed for Uyghur

who studies Chinese. Therefore, this study has actual the-

oretical research value.

This paper is organized as follows. In Sect. 2, we

introduce briefly the Experimental data and preparation. In

Sect. 3, we show the results and analyze for Phoneme

confusion rules obtained by speech recognition system and

learner’s mobile phone APP. We end our paper with a brief

conclusion in the last section.

2 Experimental data and preparation

2.1 Experimental subjects

50 Uyghur speakers’ sound recordings have been collected,

all of them are students of Xinjiang University, aged from

20 to 26 years (Means 23), and their mother tongue lan-

guage is Uyghur, Mandarin Chinese is their second lan-

guage, they do not have language listening problems, and

their parents are Uyghur, who use Uyghur as a commu-

nicative language in daily communication. 50 speakers

were born in Xinjiang, fluent in Uyghur (the mother ton-

gue-tongue-using Minority Nationality Students), and their

learning time on Chinese mandarin is more than 10 years,

their Chinese MHK oral test scores are above 45.
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2.2 Experimental method

The learners may have non-knowledge errors in their actual

pronunciation, to find this confusion, in this paper, we use a

data-driven method [6, 24, 25] that does not depend on

prior knowledge to generate additional confusion rules, and

it is confused with the rules of prior knowledge as a sup-

plementary phoneme.

Figure 1 shows the basic flow of the data-driven

approach. The main method is, firstly to identify the pho-

nemes of L2 learners whose mother tongue is L1 based on

the phoneme, and each Uyghur speaker is transformed

automatically in the recognition to obtain the recognition

sequence. Secondly, the standard phonetic phoneme is used

as the target phoneme to obtain the mapping relation of the

target phoneme x(i) and the recognition phoneme y(j). The

relationship can be replaced, deleted, inserted and misread.

Meanwhile, to count the mapping and calculate frequency)

P x(i)| y(j):

P x ið Þjy jð Þ ¼ ðy jð Þ=x ið ÞÞ � 100% ð1Þ

Finally, the recognition accuracy is obtained by con-

fusing the rules and calculating the frequency.

2.3 Experimental process

Each speaker was sitting in a sound booth during the

experiment, and the microphone was 5 cm from the

speaker. The voice used in the experiment was collected in

a dedicated recording studio, using equipment like a laptop,

external sound card, microphone and some interconnecting

data lines. The use of external sound card can adjust the

volume of sound, reduce the noise, and monitor the situa-

tion of the plosive sound, etc. Recordings were under

computer control by a program in Matlab, each data sam-

pling point is digitized into bits, and the sampling rate is

16HZ. Participants’ read materials are Chinese sentences,

each participant needs to record 300 Mandarin sentences

(50 * 300 = 15,000) and each sentence contains 5 to 11

words. The recognition results are obtained through Chi-

nese speech recognition system of Tsinghua University.

Our goal is to detect the categories of phoneme errors that

may exist in the continuous oral pronunciation of L2

learners. Based on the theory of language transfer, between

L1 and L2, in terms of linguistics, phonology and

phonology, systematic contrastive analysis of translingual

phonological differences in phoneme pronunciation loca-

tion and mode, perception and production shall be done,

predicting phoneme error rules that learners may cause

mispronunciation. The following Table 1 is a detailed

description of the project.

The objective of this work is to derive salient mispro-

nunciations made by L1 learners of L2. Therefore,

according to the method of this paper, in order to make it

more convenient for L1 learners’ to learn L2, and can carry

it with them, we are developing an automatic evaluation

application for real-time mispronunciation (the mobile

phone APP), which is shown in the following series of

figures (Fig. 2, 3, 4, 5). From the Figs. 2, 3, 4 and 5 one can

see that, according to the given sentence and phoneme

sequence pronunciation of the L2 speaker, the L1 learner

can systematically identify the learner’s L2 and phoneme

pronunciation sequence and compare them, diagnose the

types of pronunciation errors and provide scores. The range

of score is excellent, ordinary and poor. The range of score

more than 80 is excellent, the range of score more than 60

is ordinary and the range of score below 60 is poor.

Step one: Start the mobile phone APP, and you can see

Fig. 2.

Step two: Click the start button to display the interface

in Fig. 3. Compare and start grading learners

‘pronunciation.

Step three: Click on the result button to appear the

following interface (Figs. 4, 5, 6): L2 learners’ speech

recognized by the speech recognition system, and com-

pared with the standard Mandarin speech to score. Learners

can also correct their mistakes by repeatedly listening to

the pronunciation of standard L2, which can achieve a

Fig. 1 The flow chart of the confusion rules of phonemes and tones generated by the results of ASR recognition is analyzed
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good learning opportunity. At the same time, this study is

of great help to L2 learners and even foreigners who learn

Mandarin.

Step four: Similarly, click on the next sentence, and then

click on the results to see, there may also be ordinary and

poor levels of learners:

Although the above research results have been achieved

in the analysis of the pronunciation error stage of L1

learners’, automatic pronunciation evaluation is after all a

new immature research direction, and there are still many

aspects worthy of further solution in the future.

3 Results and analysis

It is well-known that people habitually form a system of

relative perception production when acquiring language

(e.g., mother tongue). When people learn another language

(for example, ethnic minority areas mainly learn Chinese,

bilingual learning), the original system might produce

auxiliary or interference effect, it promotes learners to

learn another language when playing an auxiliary role, and

the pronunciation errors are often specific when interfering.

Fortunately, they are predictable, interpretable and under-

standable, the burden of recognition system will be reduced

Table 1 The specifications of the project

Project name By using React and Redux, build a simple detection mobile phone APP

Technical support JavaScript, React, Redux, Antd

Development

environment

Windows 10

Development tools WebStorm

Project description React is a JAVASCRIPT library for building user interfaces. React has high performance, whose code logic is very

simple, and more and more people have begun to pay attention to and use it. Redux is a JavaScript state container that

provides predictable state management, which allows you to build consistent applications, running in different

environments (client, server, mother tongue applications), and easy to test. Antd is a front-end CSS framework

provided by Ant Financial Services Group’s technical department. APP uses create-react-app scaffolding tools to

create projects [26]. Complete the construction and rendering of the page in the form of React components (React

advocates the concept of all components), the interface uses the Antd CSS framework for style rendering, and the data

is stored in JSON format for local JSON files. Through the import of text resources and voice resources for React

interface rendering [27], finally integrate the project to complete APP

Fig. 2 Interface for the beginning of detection and scoring of L2 learners (first)

3474 Wireless Networks (2021) 27:3471–3481

123



due to the integration of these prior knowledge [22, 28–31],

giving full play to the role of recognition.

The comparative analysis of cross-linguistic phonology,

as a linguistic transfer theory, mainly focuses on the

comparison of L1 and L2 [32]. The misunderstanding of

non-knowledge among L1 learners can cause confusion.

We focus on learners’ phonetic aspect, using a different

method, namely data-driven, to carry on a relevant test to

it, namely the automatic phoneme recognition [33, 34], to

analyze the recognition result emphatically, specially to

mainly dissect some wrong pronunciation that produced

among them, emphatically to discuss around wrong pro-

nunciation and standard pronunciation, studying the related

mapping relation between them, with this particular map-

ping relation [11, 15] it automatically generate the relevant

rules, and this rule is mainly for additional phoneme con-

fusion. Next, we use the above mobile phone APP results

(that is, automatic speech recognition) to find out the list of

Fig. 3 Interface for the beginning of detection and scoring of L2 learners (second)

Fig. 4 Testing result and scoring of L2 learners (excellent)
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phonemes that may be mispronounced to generate a con-

fusion matrix, and filter each monophthong, diphthong and

consonant table mapping according to the threshold to

generate their own confusion rules and perform error

analysis. In a summary, we tabulate the possible phonetic

confusions between L1 and L2 in a form of phone-to-phone

mapping, which are then used to produce a lexicon with

erroneous pronunciation variations.

3.1 Vowel confusion matrices and rules

The data-driven approach is mainly used here to get the

rules of phoneme confusion, and the flow chart is as fol-

lows. These predicted confusions are incorporated into a

pronunciation lexicon to generate additional, erroneous

pronunciation variants of each word. Meanwhile we found

out phoneme list with possible pronunciation mistakes by

Fig. 5 Testing result and scoring of L2 learners (ordinary)

Fig. 6 Testing result and scoring of L2 learners (poor)
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the way of automatic speech recognition to generate con-

fusion matrix, and filtered each vowel, diphthong and

consonant table map by threshold value to generate their

own confusion rules.

From table above, the confusable phone may be sub-

stituted, deleted or inserted in the continuous speech. The

confusion matrices and confusion rules of vowels and

diphthongs can be seen. If the target phoneme is a conso-

nant, but it is recognized as a vowel in the specific

recognition, we neglect this recognition error, and the

reverse is equally true. Vowel phoneme mapping, statisti-

cal frequency and recognition accuracy, all of which have

presented in the Tables 2 and 3, the first column is the

target phoneme, the recognition phoneme that the behavior

matches the target phoneme, without listing the mapping of

phoneme that not to be considered (see Tables 2, 3).

3.2 Consonant confusion matrices and rules

The purpose of finding confusion matrices is to detect L1

learners’ continuous spoken pronunciations and some

phoneme errors. After phoneme confusion rules are con-

structed, the next step is to combine it with speech

recognition around confusion rules. To prepare for the

Table 2 The 1st–12th columns

of vowel confusion matrix

obtained from data driven

experiment

a o e i u v er i.e. ai ei ao ou

a 341 0 4 4 0 0 0 0 6 0 6 0

o 0 80 0 0 4 0 0 0 0 0 0 0

e 1 2 695 9 5 0 0 2 0 0 3 8

i 5 0 26 1148 12 0 0 3 21 5 0 0

u 0 3 7 11 508 0 0 0 0 0 5 1

v 0 0 0 0 1 150 0 0 0 0 0 0

er 1 0 0 0 0 0 185 1 0 0 0 0

i.e. 0 0 0 4 0 0 0 167 0 0 0 0

ai 4 0 1 15 2 0 0 0 478 2 2 4

ei 0 0 1 5 0 0 0 0 0 133 0 0

ao 1 2 14 0 4 0 0 1 0 0 256 7

ou 0 3 4 1 4 0 0 0 3 0 1 232

ia 1 5 0 0 1 0 0 1 0 0 0 2

ua 0 0 0 0 0 0 0 0 0 0 0 0

uo 0 0 17 0 6 0 1 0 2 0 0 2

ve 0 0 0 0 0 1 0 0 0 0 0 0

iao 0 0 15 1 1 2 0 0 0 0 1 1

iou 0 0 0 0 0 0 0 0 0 0 0 0

uai 0 0 0 0 0 0 0 0 0 0 0 3

uei 0 0 0 0 0 0 0 0 0 0 0 0

an 2 0 0 5 0 0 0 0 0 1 4 0

en 4 0 2 16 0 0 0 0 0 0 0 0

in 0 0 8 7 0 0 0 1 0 0 0 0

vn 0 0 0 0 0 0 0 0 0 0 0 0

ian 0 0 0 5 0 4 0 2 1 0 0 0

uan 0 0 0 1 0 0 0 0 2 0 0 0

van 0 0 0 0 0 0 0 0 0 0 0 0

uen 0 0 0 0 0 0 0 0 0 0 0 0

ang 0 0 3 0 0 0 0 0 0 0 3 0

eng 0 0 0 0 4 4 0 0 0 0 1 0

ing 0 0 0 2 0 0 0 0 0 0 0 0

ong 4 0 1 4 1 0 0 0 8 4 0 1

iang 0 0 0 0 2 0 0 0 0 0 0 0

uang 0 0 0 0 0 0 0 0 0 0 0 0

ueng 0 0 0 0 0 0 0 0 0 0 0 0

iong 0 0 0 0 0 0 0 0 0 0 0 0
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establishment of a set of automatic detection methods

specifically for phoneme wrong pronunciation of Uyghur

people learning L2 pronunciation and to prepare for

preparation materials. Similarly, Tables 4, 5 and 6 below

are confusion matrices and confusion rules of consonants.

Focusing on phoneme to phoneme, and the confusion

rules they produce, we have replaces all standard pronun-

ciation phonemes that can be confused in all words with a

combination approach to generate extended pronunciation

words that cover both standard pronunciation and possibly

incorrect pronunciation dictionary. Speech recognition

exploits the generated extended pronunciation dictionary to

do linguistic constraints on the recognition of the phoneme

level, so as to detect wrong phonemes of learner pronun-

ciation. At the same time, it improves the accuracy, and the

phoneme confusion and speech recognition also rely on it.

Table 3 The confusion rules list of monophthong, diphthong that obtained from data driven experiment

Target phoneme Replace Delete insert Misreading ASR correct recognition probability (%)

a e i e, i, ia 52.14

o u u u, ou 58.39

e a,i a, i, i.e., o 51.63

i e,i.e.,ai e,a e, a, ai, ei 49.54

u o,ou o ou, o, ao, e 45.51

v u 45.45

er a, i.e. 46.95

i.e.(ě) i i 60.72

ai a,i i a, i, e, ei 52.58

ei e e, i 44.48

ao a a u o, ou, u, i.e. 45.96

ou u o u, ao, ai, a 52.37

ia i.e. i,a i.e., ou 49.72

i.e. 0.00

ua 49.18

uo u,ou u,o u, o, ou 46.45

ve v 60.00

iao ao i ao, e, ou 55.33

iou 0.00

uai ou 54.62

uei 0.00

an en,in en, in, ang 50.69

en in an, in, eng 45.64

in en an, en, vn 42.29

vn 42.85

ian iao ng uo, iao, iang, ing 43.16

uan van n i,ng ing, uai, ua 49.43

van uan ian, uan, 42.59

uen 0.00

ang an n an, en, eng, ong 50.72

eng ang o,a ang, ong, iang 41.94

ing ang i a,u ian, uan, ang, iang 42.34

ong uan, uang 51.60

iang i ing, ang 47.88

uang u ang 71.66

ueng uang uang, uo 33.33

iong eng 40.00
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4 Analysis of tone confusion rules

Chinese is a tonal language, and Mandarin consists of four

standard tones, as well as soft tones, and the role of tone

lies in distinguishing meaning and must exist in Chinese

syllable structure. The Uyghur language belongs to

phonograms, when they read exactly, they only need to

look at it, while Chinese belongs to ideogram, they cannot

figure out the pronunciation only from Chinese literal

characters, not to mention to know the tone. Therefore,

Uyghur learners simply focus on practicing the pronunci-

ation of Chinese and do not place the tone in an important

position.

For Uyghur students whose mother tongue language is

non-tonal language, the tone is not easy to master for most

learners. Chinese tone itself has a complex structure, which

is not easy to master, at the same time it affects the pro-

nunciation, and it should be learned, so the pronunciation

teaching becomes very difficult. In view of this, we begin

with the tone pronunciation recognition of continuous

speech and recognize the tone of Uyghur learner’s pro-

nunciation. Here we will look at the tone confusion matrix

of the Uyghur learner’s speech recognition result and

frequency. (T1—the 1st tone, T2—the 2nd tone, T3—the

falling-rising tone, T4—the falling tone).

Table 7 shows the confusable tone and their correct

frequency list. From the Table 7 we find that the average

correct frequency rate is not sounds good for nonnative

speakers every tone, respectively. Meanwhile when non-

native speakers learn Chinese tones, they less sensitive to

change Chinese tones and they all have errors. Maybe

among the important reasons are the following two: on the

one hand; their mother language is non-tone language so

this is results in lack of tone experience. On the other hand,

their speaking rate, duration and intensity also affect the

tones of the learners’ speech [34–36].

The purpose is to know the students how pronounce in

specific Chinese Mandarin, how to use the tone, focusing

on the high degree of naturalness and high precision of

speech synthesis and recognition, so as to achieve the goal

of practical application of Mandarin in minority areas, to

improve the overall education level in ethnic minority

areas, it can also detect the pronouncing accuracy of pho-

neme in Uyghur spoken pronunciations, in order to provide

a little reference for the above issues.

Table 4 The 1st–11st columns of consonant confusion matrix

obtained from data driven experiment

b p m f z c s d t n l

b 408 4 1 1 4 0 0 0 2 8 6

p 7 89 4 0 0 0 0 0 2 0 0

m 2 5 329 0 0 0 0 4 0 1 4

f 0 1 0 195 0 1 1 0 0 4 0

z 4 0 0 0 371 6 8 5 1 0 0

c 0 0 0 0 3 111 23 2 0 8 0

s 0 0 0 0 1 4 73 0 0 0 0

d 2 0 4 0 4 0 0 671 2 3 0

t 0 4 0 1 0 1 0 3 334 0 4

n 8 0 0 4 0 7 0 5 0 293 11

l 4 0 4 0 1 0 2 1 4 6 490

j 0 0 4 0 0 4 0 5 0 0 4

q 0 0 0 2 0 0 0 0 0 0 0

x 4 8 0 0 1 0 4 5 4 1 4

g 0 0 0 0 1 0 0 0 4 0 0

k 1 0 0 0 0 0 0 3 0 0 0

h 0 0 0 1 0 0 0 4 2 3 4

zh 8 0 4 0 3 0 0 4 0 0 3

ch 8 0 0 0 4 2 4 2 1 0 4

sh 0 6 0 0 4 1 8 0 3 2 6

r 4 0 0 0 0 0 0 0 0 0 0

Table 5 The 12st–21st columns of consonant confusion matrix

obtained from data driven experiment

j q x g k h zh ch sh r

b 0 1 4 0 0 0 8 7 0 4

p 0 0 8 0 0 0 0 0 4 0

m 3 0 0 0 0 0 4 0 0 0

f 0 0 0 0 0 2 0 0 1 0

z 3 1 1 0 0 0 14 5 8 0

c 6 0 0 0 0 0 0 3 6 0

s 0 0 4 0 0 0 0 4 1 0

d 5 2 3 0 4 6 1 4 2 0

t 0 10 4 4 2 0 0 0 4 0

n 0 0 1 0 0 0 1 0 0 0

l 3 0 4 0 0 4 4 3 3 0

j 511 13 15 0 0 4 3 0 0 1

q 7 270 4 0 0 4 0 5 0 0

x 10 9 424 7 0 14 7 0 1 0

g 0 0 3 346 1 0 7 0 0 0

k 0 0 0 2 117 5 0 0 0 0

h 3 7 6 2 4 505 1 0 12 0

zh 0 0 8 8 0 1 419 7 9 0

ch 0 7 1 0 0 0 15 233 1 0

sh 0 0 4 2 0 12 3 1 602 0

r 0 0 0 0 0 0 1 0 1 185
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5 Conclusions

At present, the research on language learning and oral

pronunciation testing (evaluation) is becoming more and

more popular, and most scholars are keen on interactive

language learning, especially for the automatic examina-

tion (evaluation) of oral pronunciation quality. In this

paper, we mainly analyze the result s of 50 Uyghur learners

through Chinese speech recognition. And in order to make

it more convenient for Uyghur learners to learn Mandarin,

by using the speech recognition system of the speech

Technology Research Center of the Institute of Information

Technology of Tsinghua University, a simple mobile phone

APP is constructed by using React and Redux.

Secondly, it introduces in detail the two cases in which

learners may mispronounce phonemes. First, according to

the causes of learners’ mispronunciation, the phoneme

confusion is predicted by the method of cross-language

phonological contrast, which is aimed at Uyghur learners.

Their personal factors can also lead to confusion. Second,

with the help of data-driven, the additional phoneme con-

fusion is summarized and sorted out, and the relevant sit-

uation of the two methods is explained clearly. With the

help of data-driven, the extra phoneme confusion is sum-

marized and the related situation of the two methods is

clarified precisely, hoping that the phoneme confusion

rules can provide linguistic priori knowledge for speech

recognition. In the next step, the work plan will expand the

standard pronunciation dictionary by the resulting pho-

neme confusion rules and phoneme error categories, and

lay a certain foundation for the study of learners’ Puton-

ghua evaluation system and Call (Computer Assisted

Language Learning) system by combining the resulting

speech rules with speech recognition.
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