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Abstract
As the core of a blockchain system, the consensus mechanism not only helps to maintain the consistency of node data, but

also gets involved in the issuance of tokens and prevention of attacks. Since the first blockchain system was born, it has

been continuously improved with the development of blockchain technology and evolved into multiple new branches.

Starting with the basic introduction of consensus and the classic Byzantine Generals Problem in distributed computing

area, this survey utilizes a thorough classification to explain current consensus protocols in the blockchain system, presents

the characteristics of mainstream protocols (PoW, PoS, DPoS, PBFT, etc.) and analyzes the strengths and weaknesses of

them. Then we evaluate the performance qualitatively and quantitatively. In the end, we highlight several research

directions for developing more practical consensus protocols for the future.
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1 Introduction

Born as the underlying technology of Bitcoin [40], a

blockchain is a decentralized database which is comprised of

a series of data blocks attached by cryptography. Each data

block contains a batch of transactions to verify the validity of

information and generate the next block. The blockchain

absorbs miscellaneous techniques such as distributed archi-

tecture, peer-to-peer network protocol, encryption algo-

rithm, smart contract, identity authentication, cloud

computing, etc., becoming a transparent and highly-reliable

overall technical solution [47]. It can be widely applied into

scenarios such as mobile Internet [11, 36, 46, 51, 62], sensor

networks [27, 53–56], as well as Internet of

Things [2, 23, 35, 63, 66]. For example, blockchain-as-a-

service [60] affords mobile content providers with an

ecosystem that stores and controls their content across the

entire mobile network, enabling copyright protection, auto

online marketing and eliminating the risk of hacking and

content redistribution. Blockchain can also help deploy 5G

technologies and assist next-generation distributed wireless

networks by providing seamless access across heteroge-

neous devices and multiple networks [1, 16, 24, 52].

Essentially, a blockchain system is an asynchronous

distributed system that could be analyzed as a set of state

machine replications (SMRs) [44]. Each blockchain node

involved in recording data is an SMR, and the data it

records is the current state. Appending a verified block to

the system by each node is equivalent to an operation that

changes the current state. To achieve a consistent state for

all nodes in the system, it acquires the consistent initial

state of each node, and the consistent operation adding to

the system each time. This process/algorithm of achieving

the consistency of distributed nodes is the consensus.

In a distributed system, the consistency problem is an

important and classic problem studied since the 1970s.

There is a basic assumption that nodes participating in the
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calculation are not reliable and may fail. Normally, the

failures come in two types: crash failures and Byzantine

failures [48]. The difference is that the former only lose

normal functions, while the latter not only work improperly

but also could maliciously interfere with normal nodes’

work. The term Byzantine failure is derived from the

Byzantine Generals Problem described by Leslie Lam-

port [31]: Due to the vast territory of the Byzantine Roman

Empire, each royal army is separated far apart for defense,

and generals of different armies can only rely on the

messengers to exchange information. Before each action,

they must agree on whether to attack or retreat. But there

could be traitors among all the generals, and they may send

wrong messages intentionally to interfere with others. In

that case, how can a loyal general unify his plan of war

with the knowledge of a traitor? This is the Byzantine

Generals Problem. In a blockchain system, each node can

be seen as a general who wants to ensure the consistency of

the blockchain ledger. However, there may be malicious

nodes trying to tamper with the content of the ledger and

obtain greater economic revenues. How to deal with the

problem depends on the design and implementation of the

consensus mechanism.

Consensus is the soul of blockchain. Motivated by the

first consensus in Bitcoin, researchers have put forward

many variants to endow blockchains with better perfor-

mance. As more and more consensus protocols are pro-

posed, it is of urgent need to give an explicit investigation

and comparison to them. Zheng et al. [67] survey six kinds

of consensus and compare them in node identity manage-

ment, energy-saving and power of fault tolerance. In [10],

they analyze recent permissioned consensus protocols from

security performance and fault tolerance. Nguyen

et al. [41] categorize the mainstream consensus protocols

into two kinds: proof-based and vote-based consensus

protocols and highlight the differences between these two

kinds. Wang et al. [57] focus on the designing method-

ologies and permissionless algorithms to investigate their

influence on blockchain applications.

Nevertheless, these surveys are deficient in various

aspects of comparison, especially in consensus design and

qualitative and quantitative performance. Our work is to

summarize and analyze the recent advances in blockchain

consensus protocols, by giving an explicit comparison of

their performance and other critical particularities. This

work features the following contributions: (a) reviewing

the representative protocols according to consensus clas-

sification, (b) providing a comprehensive comparison of

their qualitative and quantitative performance and other

critical particularities with pros and cons, and (c) dis-

cussing future research trends in consensus studies.

The rest of this paper is organized as follows. Section 2

describes the classification of existing consensus protocols

and the introduction of these protocols. The comparative

performance analysis of the existing consensus protocols is

done in Sect. 3. Section 4 points out future directions on

the development of blockchain consensus. Finally, Sect. 5

draws the conclusion.

2 Consensus classification

Based on whether the number of nodes in the calculation is

certain or not, and whether the nodes have malicious

behaviors, we can divide the current consensus protocols

into four cases. Considering the assumption that the num-

ber of nodes is uncertain and the nodes do not have mali-

cious behaviors is too ideal, we only talk about the other

three practical cases shown in Fig. 1. Note that in practice

the blockchain is more considered about the consensus

among untrusted nodes, so the ‘‘non-BFT (Byzantine Fault

Tolerance) consensus with limited nodes’’ in the dashed

box in Fig. 1 only exists in theory. Moreover, such kind of

blockchain systems, as far as we know, has not yet

emerged. Even if such systems exist, they are only suit-

able for highly trusted private networks. In the following

subsections, we will introduce different consensus proto-

cols mentioned in this classification.

2.1 PoW

The Proof-of-Work (PoW) consensus is the first and most

widely-adopted consensus protocol in current blockchain

systems. Simply speaking, PoW is proof to confirm that

you have done a certain amount of work. Its concept was

first proposed by Cynthia Dwork and Moni Naor in 1993 to

resolve the problem of spam mail [21]. The basic idea is

that, before sending a mail message, the user is required to

send a proof-of-work related to the message. This proof-of-

work is usually a process which aims to solve a mathe-

matical problem and the problem should meet the follow-

ing conditions:

• Be related to the messages to defend replay attacks

against PoW.

• Be difficult enough to prevent being cracked by the

third party.

• Be easy enough to verify the recipient, so as to avoid

excessive computing overhead.

In [3], another anti-spam system used PoW for Hashcash.

After that, Nakamoto adopted this innovative mechanism

to achieve the consistency of nodes in Bitcoin in 2008 [40],

laying a foundation for various blockchains and consensus

protocols in others’ later work.

For the Bitcoin network, Nakamoto has improved the

traditional PoW consensus. To distinguish it from the
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earlier one, we call it Nakamoto Consensus here. The

mathematical puzzle that Nakamoto Consensus adopted is

to solve a 256-bit integer Nonce as a so-called lucky

number, ensuring the hash value of it and the created block

header is less than a ‘‘difficulty’’, i.e.,

HðBÞ�m ð1Þ

Here, B is the block to submit. H is a hash function and m is

the difficulty, a very small real number determined by the

nature of the hash function.

If a required Nonce is found and approved in the Bitcoin

system, the discoverer can receive a corresponding amount

of Bitcoins as a reward. Because violently seeking Nonce

requires a lot of calculations, the process of calculating is

thus vividly called ‘‘mining’’. In order to adapt to the

dynamic changes of the computing power of the entire

system, it is ensured that the system generates blocks

roughly at a predetermined rate (about one block per 10

minutes). The difficulty is dynamically adjustable, and the

adjustment is also based on the consensus. The adjustment

period is approximately one week (i.e., adjust the difficulty

per 24� 6� 7 blocks). In the PoW mechanism, since the

expected time to find the Nonce can be adjusted, a mech-

anism of decentralized time series is constructed. At the

same time, the decision problem of multiple decentralized

nodes is also solved, that is, the entire network uses the

data submitted by the node that first finds the legal Nonce.

Next, let us see how to reach the consensus. After any

honest node generates a new block, it broadcasts the block

to the entire network. For other honest nodes, they verify

the correctness of the newly-received block. If the block is

proved to be valid, they will abandon their ongoing block

calculations, then reselect the transaction not added to the

blockchain from the received list of transactions based on

the received new block, generate a new block header and

perform a new round of Nonce calculation.

Since the transactions received by different nodes have

precedence, it may cause one node to receive two or more

legitimate blocks, which leads to a temporary fork, like

Fig. 2(a). After the fork occurs, each node can only con-

tinue to generate new blocks based on one of the new

blocks, until one of the forks wins the competition. The

fork is only temporary; as the time grows, it will be

replaced by the longest chain, as Fig. 2(b) shows. Once a

blockchain node decides to generate a new block based on

a certain block, it means that the node permits the block

and all other previous records. This permission is based on

probability. If the chains published by other nodes are

longer, the node will abandon the former consensus.

Although the consensus is based on probability, it can be

proved when the total computing power of the nodes par-

ticipating in block generation is not dominant, that is, when

the computing power is lower than 51% of the total com-

puting power in the entire network [40], the probability

that the nth block before the current block is discarded is

exponentially negatively correlated with n, i.e., the larger

n is, the lower the probability of the nth preceding node in

BFT consensus
with limited

nodes

Permissionless Consensus

PoW
Consensus

Permissioned Consensus

Consensus Protocols

PoS
Consensus

DPoS
Consensus

Other
Consensus

Nakamoto
Consensus

Other PoW
Consensus

With malicious nodes
and unknown quantity

With untrusted nodes
and known quantity

Non-BFT
consensus with
limited nodes

With malicious
nodes

Without
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Engineering
improvement

Changing
mechanism

Fig. 1 Consensus protocols in blockchain systems
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Fig. 2 The fork forms and disappears in the PoW Blockchain
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the current block is discarded. Generally speaking, in the

Bitcoin system, the transactions on the six blocks before

the current block are basically considered to be accepted by

the entire system in terms of probability.

The biggest feature, as well as the advantage of PoW, is

reflected in the fairness of the protocol, which is if a

miner’s computing power accounts for p% of the network’s

total computing power, there is a corresponding p% pos-

sibility to generate blocks and get paid. That also illustrates

the difficulty of an attack. The attacker’s computing power

needs to compete with other honest nodes in the whole

network to generate the blocks that are ‘‘beneficial’’ for

him. The PoW algorithm has successfully guaranteed the

safety of the Bitcoin network from birth.

However, as more and more people use Bitcoin for

trading, its defects are gradually manifested. The original

intention of PoW is to achieve a decentralized democratic

consensus through ‘‘one-CPU-one-vote’’, which is a time-

consuming process. In addition, due to the fast increase in

Bitcoin prices, many types of professional mining equip-

ment appear on the market. The increase in the number of

users purchasing mining equipment leads to the loss of

more and more ordinary miners. The foundation of

democracy is damaged, and monopoly issues are also

highlighted [34]. As more and more users participate in

Bitcoin mining, in order to reduce the mining threshold, but

also to improve the stability of mining, many commercial

mining pools occur in the system. A mining pool is an open

mining server which forces many users’ computing power

to a team to mine, such as BTC.COM, AntPool, SlushPool,

etc.1

As shown in Fig. 3, over the past 24 hours of October

14th, 2019, nearly 50% of the blocks were mined by the top

three mining pools. It is undeniable that mining pools have

mastered enormous computing power. If a single mining

pool exceeds 50%, or several large mining pools make an

alliance privately, it is easy to launch a 51% attack on the

Bitcoin system.

Secondly, the problem of energy waste has been criti-

cized for a long time. Numerous mining rigs waste a lot of

electric power day and night, but have no other effect

except generating Bitcoins. Table 12 indicates the energy

consumption statistics of the Bitcoin network currently. It

is estimated that the Bitcoin system has consumed at least

73.12 TWh of electricity annually, making it comparable

with the amount of a country such as Austria [20].

Besides, the PoW consensus mechanism has some other

problems such as long confirmation cycle, and low

throughput. Regarding the problems of the Nakamoto

Consensus, blockchain systems have conducted different

improvements based on specific conditions. There are two

ways of improvement. One is the engineering improve-

ment, e.g., the improvement of Primecoin3 is an algorithm

to turn meaningless hashing into a meaningful search for

large prime numbers when seeking Nonce. It is expected to

bring some scientific contributions to mathematical aca-

demia. Focusing on the increasing centralization of com-

puting power caused by ASIC (Application Specific

Integrated Circuit) mining rigs, Tromp [50] proposed an

anti-ASIC mining rig algorithm based on memory con-

sumption. The other venue of improvement is to change the

consensus mechanism, such as the Proof of Stake (PoS)

and Delegated Proof of Stake (DPoS), which are mostly

adopted and will be discussed below.

2.2 PoS

Owing to the vulnerabilities like the serious waste of

computing power and the 51% attack in the PoW mecha-

nism, researchers have put forward a new kind of con-

sensus mechanism known as Proof of Stake (PoS) [29].

What is the ‘‘stake’’? In early versions of PoS, it has

another commonly-used name ‘‘coin age’’, i.e., currency

amount times holding period. For example, if Alice

received two coins from Bob and held it for 50 days, then

Alice has accumulated 100 coin-days of coin age (2� 50).

And when Alice spent the coins, we say the collected coin

age had been consumed. Nodes with a positive stake are

called stakeholders. In contrast to PoW’s ability to compete

for recording data in accordance with the ability of each

node, PoS has more ability to record data for those nodes

with more stakes (or coin age). The manifestation of this

ability is that for a node with a longer coin age, its book-

keeping difficulty is relatively lower.

Fig. 3 Computing power distribution of current mining pools

1 Global computing power distribution [Online], available: https://

btc.com/stats/pool, October 14, 2019.
2 Energy consumption statistics [Online], available: https://digicono

mist.net/bitcoin-energy-consumption, October 14, 2019.

3 Primecoin Website [Online], available: http:// primecoin.io/, Octo-

ber 14, 2019.
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In order to generate blocks faster, the PoS mechanism

replaces the process of exhaustively seeking Nonce with

the algorithm below:

HðHðBprev;A; tÞÞ� balanceðAÞm ð2Þ

Here, H is still a hash function, t is the UTC timestamp,

Bprev refers to the previous block, balance(A) is the coin

age of the account A and m is a fixed real number.

Peercoin (PPC) [29] is the first to introduce the PoS

mechanism into the blockchain system in 2012. In PPC, in

addition to processing classical PoW-based transactions,

the system also deals with a kind of transactions called

coin-stake in which each transaction will consume the coin

age of data record. In coin-stake transactions, each stake-

holder is required to send coins to himself (to ensure that

the coin age clears to zero after the stake block is gener-

ated), which is used to generate a PPC block and obtain

partial revenue. The cost of gaining revenue is the con-

sumption of coin age. Similar to the Bitcoin system, the

PPC block also requires participants to look for random

numbers to make the hash value of block header meet the

target difficulty, except that the target difficulty to generate

a block in PPC system is different for various participants.

The target difficulty is inversely proportional to the coin

age consumed in coin-stake. The more coin age accumu-

lated by participants, the lower the bookkeeping difficulty,

and the greater the probability of generating blocks. In

other words, the concept of coin age in PoS can be imag-

ined as the computing power in PoW. If someone holds a

large sum of currency for a long time, then he will have the

opportunity to use a powerful ASIC mining rig once in the

next mining process. But this opportunity does not depend

on the consumption of hardware and electricity, it only

depends on the user’s deposit in the system and the time of

saving the currency. Unlike the competition in PoW

mining, PoS mining is more like a lottery. The more

accumulated the coin age, the more chance there is to win.

Once the winning is already, the coin age will be con-

sumed, and the probability of a second win will be

reduced [26].

The transformation of the design basis brings PoS the

following advantages.

Firstly, PoS alleviates the waste problem of PoW min-

ing. In the Bitcoin system, the probability of generating

blocks is directly proportional to the miners’ workload. In a

PoS system, the probability of block generation is pro-

portional to the coin age. Therefore, miners no longer need

to invest heavy computing power to win the competition.

Secondly, it is more difficult for the adversary to attack

the cryptocurrency system. In PoS, the main chain is

defined as the chain that consumes the most coin age. Each

block’s transaction will submit the consumed coin age to

this block to increase the probability. In this case, if the

adversary wants to initiate an attack on the main chain, he

must own a large sum of coins, and accumulate enough

coin age. The cost of getting a large sum of coins in the

PoS system is higher than the cost of mastering most of the

computing power in the PoW system. Besides, once the

attack is implemented, not only the system will be

destroyed, but also the wealth the attacker owns will be

damaged. This may reduce the attacker’s motives from the

beginning. And once the block is generated, the coin age

will be immediately cleared, which also guarantees that the

attacker cannot continue the attack [7].

However, the PoS consensus mechanism is not perfect

as well.

The first is the distribution of the initial currency. Cur-

rently, the cryptocurrency systems using PoS have two

methods to supply the initial currency. One is to use PoW

for the early stage of mining and then use PoS for system

Table 1 The energy consumption statistics of the Bitcoin network

Description Value

Bitcoin’s current estimated annual electricity consumption (TWh) 73.12

Bitcoin’s current minimum annual electricity consumption (TWh) 52.1

Annualized global mining revenues $5,839,927,943

Annualized estimated global mining costs $3,656,073,069

Current cost percentage 62.60%

Estimated electricity used over the previous day (KWh) 200,332,771

Implied Watts per GH/s 0.086

Total Network Hashrate in PH/s (1,000,000 GH/s) 97,145

Electricity consumed per transaction (KWh) 624

Number of U.S. households that could be powered by Bitcoin 6,770,506

Number of U.S. households powered for 1 day by the electricity consumed for a single transaction 21.08

Bitcoin’s electricity consumption as a percentage of the world’s electricity consumption 0.33%
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maintenance. The other is IPO (Initial Public Offerings),

but lack of trust. The currency is concentrated in the hands

of developers and a few people, unlike everyone in the

PoW mechanism has the opportunity to get coins.

Second, PoS encourages the behavior of hoarding. The

coin-stake transaction in PoS generates blocks and benefits

by destroying the coin age, but the coin age of other

common transactions packaged into the block is also reset

to zero. This coin age does not bring stakeholders the

benefit. It just disappears in vain for them.

The third is since the coin age will also accumulate

when the node is offline, the node may prefer not to go

online until the coin age has accumulated to a certain

extent [32]. Lack of enough online nodes will make it easy

to launch network attacks. Besides, due to the lack of

online nodes, the speed of data synchronization and

transaction response will be affected.

The next problem is the costless simulation. This sug-

gests that in the absence of PoW, PoS is proof of a virtual

resource. There is nothing that prevents users from doing it

over and over, perhaps in parallel multiple times. In PoW,

all the parties must commit to the execution of consensus

and advance that execution. This is not the case in PoS,

because it is ‘‘nearly’’ costless to execute PoS protocol. In

principle, there is virtually nothing at stake and one would

be capable of advancing multiple different executions of

the protocol so that it can find the more favorable one. That

could be lead to the so-called ‘‘nothing-at-stake’’ attack.

Take a look at Fig. 2 for more illustration. If one is a

validator, then he can simply put his money in both the

blue chain and green chain without any fear of repercussion

at all. No matter what happens, he will always win and

have nothing to lose, despite how malicious his actions

may be.

The last is the ‘‘long-range’’ attack. In long-range

attacks, there is a victim node that tries to distinguish

between two alternative histories without access to recent

information. If a node is constantly online, it is easy to

know about what happens in the network. But if the node

joins the network after a big hiatus or it is a new node, then

the bootstrapping problem may arise. It is difficult for it to

synchronize with the blockchain without any recent

information.

2.3 DPoS

In order to further speed up the transaction and solve the

security problem that the offline node in the PoS can also

accumulate the coin age, Daniel Larimer proposed DPoS

(Delegated Proof of Stake) in April 2014 [49], which is

currently the consensus mechanism for BitShares [33] and

Crypti [15] platforms. In DPoS, the system introduces two

roles called witness and delegate, both of which have

multiple members. The candidates of these two roles are

selected by the stakeholders with an approval voting pro-

cess according to the number of their stakes. Stakeholders

with more than 51% stakes can vote for the N witnesses

and delegates. The witnesses themselves are irrelevant to

the transaction accounts they participate in. They only

participate in the block generation and obtain revenue from

transaction fees. As the joint signers of the stakeholder’s

account, delegates are responsible for adjusting the

parameters such as the process of generating the block of

the witness and the transaction fees. The adjustment is

performed under the supervision of the stakeholders.

Compared with the node feature of PoS that each node has

equal rights to generate a block, nodes of DPoS are divided

into delegates and witnesses, which have different rights

respectively. As shown in Fig. 4, the delegates are

responsible for voting and the witnesses just need to be

their follower nodes. That is the critical difference between

PoS and DPoS.

DPoS mechanism is similar to the decision of the board

of directors in the real world. Stakeholders vote for a

delegate. The system calculates a certain number of dele-

gates with the most votes based on the stakes of stake-

holders, and the delegate takes turns to generate the block

in a prescribed order. After voting by all stakeholders, the

trust in the system has been concentrated by a small

number of participants, and the node does not have to wait

for confirmation of a considerable number of untrusted

nodes after the transaction is initiated, but only the delegate

needs to verify the transaction. This voting mechanism

concentrates the power of all users in the hands of a few

people, but greatly shortens the confirmation time of

transactions. Compared with the PoW-based system, the

block generation time is shorter, and the throughput has

been greatly improved. Taking BitShares as an example, its

peak throughput can be thousands of transactions per sec-

ond. The confirmation time is reduced to the seconds,

which brings cryptocurrency technology to a new level.

In another version of DPoS protocol, the node has to pay

a price to become a delegate, such as paying a deposit to a

security account. If the node does something evil, the

Fig. 4 Node differences between PoS and DPoS
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deposit will be confiscated [33]. Conversely, if the delegate

maintains the system well, he will share the block trans-

action fee with other delegates, so that the reward will

positively encourage the delegate to work harder to main-

tain system security. Since the block is signed by the del-

egates in turn, if a delegate is offline and misses signing the

block, he will face the risk of being replaced by other

candidate delegates. Therefore, the delegate must guaran-

tee sufficient online time for the profit. This version of

DPoS protocol is also known as a deposit-based proof of

stake.

2.4 PBFT

The aforementioned protocols all belong to the permis-

sionless consensus protocols, which means that the number

of distributed nodes involved cannot be predicted. When

multiple participants of a distributed system intend to

modify the state of the system through additional blocks,

they cannot simply determine it via the mechanism that

most people make decisions. These update operations can

only be optimized by PoW or PoS. For those scenarios in

which the participants are relatively fixed, nodes of the

distributed system have been determined in advance.

Therefore, the majority rule can be selected. PBFT (Prac-

tical Byzantine Fault Tolerance) [22] is a permissioned

protocol that participants determine and agree on the

majority rule. It was proposed by Miguel Castro and Bar-

bara Liskov in 1999. Before introducing that, we need to

know the original BFT mechanism.

Nodes with Byzantine failures are called Byzantine

nodes, while other nodes are non-Byzantine nodes. The

BFT system satisfies the following conditions for each

request: all non-Byzantine nodes use the same input

information to produce the same result; if the input infor-

mation is correct, then all non-Byzantine nodes must

receive this information and calculate the corresponding

result.

The assumptions commonly used by the Byzantine

system include:

(1) The behavior of the Byzantine nodes can be

arbitrary, and the Byzantine nodes can collude.

(2) Errors between nodes are irrelevant.

(3) Nodes are connected through an asynchronous

network, and the messages in the network may be

lost, out of order or delayed, but most protocols

assume that the message can be delivered to the

destination in a limited time.

(4) The message transmitted between the servers can be

sniffed by the third party, but the third party can not

falsify the content of it or verify the integrity of it.

The original BFT system lacks practicality due to the need

to demonstrate its theoretical feasibility. Also, an addi-

tional clock synchronization mechanism is required, and

the complexity of the algorithm increases exponentially as

nodes increase.

Compared to the traditional BFT algorithm, PBFT

reduces the time complexity from exponential to polyno-

mial, which not only greatly improves efficiency, but also

makes it the first widely-used Byzantine consensus algo-

rithm. It can resist a certain number of Byzantine nodes in

the system. In a PBFT-based blockchain system, the system

that tolerates f Byzantine fault nodes needs at least 3f þ 1

participating nodes and then reaches a consensus in poly-

nomial time. From the practical perspective, PBFT is now

the default consensus algorithm of a famous blockchain

project, Hyperledger, hosted by the Linux Foundation [9].

The PBFT consensus divides nodes into two types:

primary nodes, which are responsible for sorting the cli-

ent’s requests, and the rest are backup nodes, which exe-

cute the requests in the order provided by the primary node.

The algorithm specifies three basic protocols: agreement,

checkpoint, and view change. The agreement is to ensure

that requests from clients are executed in a fixed order on

each server. It contains five stages: request, pre-prepare,

prepare, commit and reply. Usually, a consensus process

will be performed in the same view. However, when the

primary node fails, the view-changing protocol replaces the

primary node with the backup node in sequence and

ensures that the request that has been executed by the

normal node is not tampered with. During the consensus

process, the node records the log at any time. If the log is

not cleaned up in time, the system resources will be

occupied by useless information, which will affect the

overall performance. At the same time, the states of dif-

ferent nodes may be inconsistent because the asynchronous

nature of the system cannot guarantee that each node per-

forms the same request. Therefore, the checkpoint protocol

is executed periodically to handle the log and correct node

status.

The PBFT consensus is generally suitable for private

blockchain and consortium blockchain scenarios where the

source of nodes is relatively reliable. It has many

advantages:

• The operations of PBFT-based system can be separated

from the existence of currency. The consensus nodes

are composed of business participants or supervisors,

hence the security and stability are guaranteed by the

business-related parties. But the PoW, PoS, and DPoS

system cannot be separated from the existence of

currency. Their systems must have a reward mechanism

for the currency and the security of systems is

guaranteed by the holders of the system currency.
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However, when a blockchain system is actually applied

in commerce, the value of the assets carried by it may

far exceed the value of the currency issued by it and it

will be unreliable to let stakeholders guarantee the

security and stability of it.

• The delay of the PBFT consensus protocol is about 2 s

to 5 s, which basically meets the requirements of

commercial real-time processing scenarios.

As for the weaknesses, PBFT is a weakly synchronous

protocol, so it relies critically on network timing assump-

tions, and only guarantees liveness when the network

behaves as expected.

To improve that, Andrew Miller proposed the Honey-

BadgerBFT [38], the first practical asynchronous BFT

protocol which guarantees liveness without making any

timing assumptions, in 2016. The core process of Honey-

BadgerBFT consists of ‘‘Atomic Broadcast’’ and ‘‘Asyn-

chronous Common Subset’’. It uses N binary consensus

protocol instances and determines a common subset based

on the instance results. For higher efficiency, Honey-

BadgerBFT adopts two methods: (1) mitigate single-node

bandwidth bottleneck by splitting transactions; (2) improve

transaction throughput by selecting random trading blocks

in batch transactions and matching threshold encryption.

Experiments [38] show that its efficiency is significantly

increased compared with the traditional PBFT consensus.

2.5 Other consensus protocols

The four mentioned above are the common consensus pro-

tocols adopted by the current blockchain systems and all

have actual implementations as support. However, the

analysis shows that there are some potential flaws in these

incipient consensus protocols. In recent years, many

researchers have conducted in-depth research on the con-

sensus problem and proposed some new algorithms. Among

them, we introduce several representative algorithms with

better performance, including Ripple [45], Proof of Activity

(PoA) [6], Algorand [25], SnowWhite [17], Casper [8] and

Ouroboros Genesis consensus [4].

2.5.1 Ripple

Ripple is an Internet-based open-source payment protocol

that enables decentralized currency exchange, payment and

clearing functions. In Ripple’s network, transactions are

initiated by the client (application) and broadcasted to the

entire network via tracking nodes or validating nodes. The

main function of the tracking node is to distribute trans-

action information and respond to the client’s ledger

request. The validating node can add new data to the ledger

through the consensus protocol.

Ripple’s consensus is achieved between the validating

nodes. Each validating node is pre-configured with a list of

trusted nodes called UNL (Unique Node List). Nodes on

the list can vote on the transaction. In Ripple’s consensus

algorithm, the identity of nodes participating in the voting

has been known in advance. Therefore, it is more efficient

than many anonymous consensus algorithms such as PoW,

with a few seconds to confirm the transaction. Of course,

Ripple is only suitable for the permissioned chain. The

BFT capability of it is ðn� 1Þ=5, which can tolerate the

Byzantine faults of 20% nodes in the entire network

without affecting the correct consensus.

2.5.2 PoA

The Proof of Activity (PoA), proposed by Bentov et al,

combines the characteristics of PoW and PoS. PoW could

lead to the centralization of computing power, while PoS/

DPoS tends to form an oligarchy of stakes due to the scale

effect of stakes. The centralization of computing power or

stakes poses a potential threat to the safety and stability of

the blockchain systems.

Miners in the PoW system are pursuing the maximiza-

tion of their interests. For higher economic benefits, the

security of the cryptocurrency network may be jeopardized,

and the stakeholders are suitable to help accomplish this

task. Based on this assumption, the basic idea of the PoA’s

ability to prevent excessive centralization of computing

power and stakes is to allow participants in the transaction

to participate more in the generation of blocks to coun-

terbalance the dominant miners.

The implementation of PoA is as follows. The miner

generates a new block header that satisfies the difficulty,

and the header includes the hash value of its predecessor

and the information of N traders involved in the possible

new block. After mining the block header, miners broad-

cast the (possible) new block header. Relevant stakeholders

and participants of N transactions use their private keys to

sign the transactions, and the last-signed trader packs the

block, then broadcasts it and participates in the book-

keeping competition as traditional Bitcoin does. Through

this process, miners and trading participants share the

revenue of ledger. The signature of these N participants is

the Proof of Activity. The advantage is that miners who

dominate the computing power are not able to monopolize

the bookkeeping ability without the cooperation of traders

(as it cannot be signed by their private keys).

2.5.3 Casper

Casper is a security-deposit based PoS protocol prepared

for Ethereum v2.0 [58], a blockchain-based distributed

computing platform and operating system. To address the
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nothing-at-stake attack of PoS, Casper has implemented a

process; in this way, they can pass away all malicious

elements. This is how PoS works under Casper: The val-

idators take some parts of their Ethers (a.k.a. tokens issued

by Ethereum) as stakes. After that, they begin to validate

the blocks, i.e., when they discover a block which can be

regarded to be added to the chain, they will validate it by

placing a bet on it. If the block is appended, then the val-

idators will get a reward proportional to their stakes.

However, if a validator performs maliciously and tries to

perform a ‘‘nothing at stake’’, he will immediately be

dressed down, and all of his stakes will be slashed.

Casper is designed to work in a trustless system and be

more Byzantine Fault Tolerant. Anyone who performs

maliciously will be immediately punished with his stakes

being slashed off. This is the most unique feature it differs

from other PoS protocols. Moreover, Casper has more

critical incentives to ensure network security, including

punishing miners who perform offline, involuntarily or not.

This indicates that validators have to be careful about node

uptime. Carelessness or laziness will result in the loss of

their stakes. This property alleviates the censorship of

transactions and the entire availability.

2.5.4 Snow white

Snow White is a PoS derivative consensus protocol

adopting the ideas of a simpler protocol dubbed

Sleepy [42]. Sleepy aims to achieve the guarantees of chain

growth, chain quality, and consistency with 51% of online

nodes. It is designed for deployment in a permissioned

context and relies on the assumption on stake assigned or

instantiated by some trusted sources. Every second, every

member of the committee is eligible to mine a new block in

the system, which involves a standard block mining solu-

tion with a public source of entropy as the Nonce. The

challenges of choosing a suitable mining function and

source of entropy are addressed in the work, and the proof

is given that no committee member can manipulate the

protocol to get profit.

Snow White, on the other hand, is an extension of

Sleepy intended to provide the same rigorous blockchain-

derived guarantees in a permissionless setting. The prob-

lem is apparently much more difficult: it is nontrivial to

choose suitable committee members for the block lottery

and ensure no coalition of the committee members to get

profit. The solving protocol is simple: in each step, a

committee mines as in Sleepy, with a shared source of

entropy h0. With enough bits of entropy in h0 and an

appropriately selected committee weighted on stake, it is

possible to prove the desired result of chain quality,

growth, and consistency. Choosing both the committee and

h0 such that no adversary gain substantial advantages by

deviating from the protocol is the key to the construction

and concrete parameters of the protocol.

In Snow White, it assumes an optimal adversary with

the ability to delay network messages up to some arbitrary

time, and a very strong notion of an attacker that makes it

the most rigorously conceived protocols thus far, in both

the permissioned and permissionless PoS scenarios. As for

the performance, Snow White achieves comparable trans-

action confirmation time and throughput as PoW block-

chains while completely dispensing with the wasteful

computation during the simulation experiments.

2.5.5 Algorand

The Algorand consensus is a new consensus based on PoS

and cryptology. The name ‘‘Algorand’’ is synthesized by

two words: algorithm and random, meaning that it is a

public ledger protocol based on a random algorithm.

According to its analysis, Algorand has the characteristics

of short agreement time, strong anti-attack ability, low

computing power, and better economic profits.

Algorand employs a similar concept of ‘‘Write-Ahead

Logging’’ in the traditional database. In Algorand, the

consensus towards a new block is reached through a

Byzantine agreement called BA�. Generally speaking, the

execution of BA� consists of two phases: (1) synchronously
determine the highest-priority block; (2) reach consensus

on two options: either to agree on a proposed block or

agree on an empty block. Each phase has several steps. The

process for the first phase is shown in Fig. 5. Algorand can

reach consensus within roughly one minute.

Algorand divides the participants into two roles: leaders

and verifiers. Both roles are uncertain and based on the

previous block. That is, before each block is generated, a

batch of potential leaders is generated first. These leaders

Each node broadcasts the
highest-priority block it
thinks

Each node broadcasts the
highest-priority block it
knows

Randomly voting

...

...

...

...... ...

Fig. 5 The first phase of BA�
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know and can prove to the entire system that they are the

producers of a candidate block. Each potential leader

generates a candidate block and attaches its one-time sig-

nature and signature public key to the entire system for

verification. At last, the verifiers vote for the determination

of whether the block generated by the leader will be

adopted or not. Once the verifiers have reached a consensus

on a new block, more than half of the verifiers will sign the

block with their own private keys, and the block will be

broadcasted in the Algorand network.

2.5.6 Ouroboros genesis

Ouroboros Genesis is a PoS-based consensus protocol that

provides security against fully-adaptive corruption in the

semi-synchronous setting for the first time. It is the third

version of the Ouroboros consensus, and the first provable

secure and robust PoS algorithm proposed in 2017. The

formerOuroboros protocols creatively design secure random

numbers to elect unpredictable block creators [18, 28]. This

randomness allows an unbiased slot leader (block creator)

selection process to select a leader with a probability pro-

portional to its stake. During an epoch (a regular interval

divided into many time slots), stakeholders execute the coin-

flipping protocol and finally select the slot leader for the next

epoch. Compared with the former versions, the biggest

improvement of Ouroboros Genesis is to solve the problem

of long-range attack aroused by original PoS consensus.

In a long-range attack, a new or offline node without any

information is trying to find ‘‘which is the right history’’.

Suppose most honest nodes provide the real blockchain, and

an attacker provides another. But the new or offline node

only holds the genesis block. However, Ouroboros Genesis

proposes a novel chain selection rule, showing that the

problemof an attacker reusing an opportunity to issue a block

in multiple paths of a fork can be overcome. New or offline

nodes can securely join the right chain and enable their

blockchains from the genesis block [4]. Researchers prove

that adversarial blockchains shortly after the divergence

point will isolate a certain region of blocks and exhibit a less

dense block distribution. Within a certain time range, the

node is going to follow the chain that is denser. The rule in

this consensus is quite simple to implement by programand it

will enhance the longest chain rule.

3 Consensus comparison

Through the aforementioned introduction to blockchain

consensus protocols, it is evident that each protocol has a

different emphasis on design, thus presenting diverse

advantages and disadvantages. For a better comparison of

these particularities, we briefly introduce four major

dimensions to evaluate them qualitatively and quantita-

tively and discuss their performances in Table 2 and fig-

ures. In view of the purpose and effect of consensus, we

can evaluate from the following aspects:

• Security. It means the capability of fault tolerance

which is mostly based on the design principle of a

consensus mechanism. Here, Fig. 6 shows the tolerated

power (of computing power, validators, stake or other

adversaries) of these consensus protocols. On the other

side, it can be evaluated from two important properties

in the distributed system, consistency (safety) and

liveness [30]. Consistency means nodes can eventually

reach the same local state. Liveness means transactions

will always be processed in a limited time. Ensuring

consistency and liveness in an asynchronous network at

the same time is difficult, so a consensus designer

usually chooses to guarantee one and give up another in

specific situations, such as the preference of PoW is

liveness, and BFT-based protocols prefer consistency.

• Scalability. The ability to support the expansion of node

numbers. Network scalability is one of the key factors

to be considered in the design of a blockchain. It can be

generally observed from throughput, which defines the

number of transactions the system can process per

second. Most consensus protocols have poor scalability.

For example, the Bitcoin platform supported by PoW

handles up to 7 transactions per second, which is far

from the performance of the existing centralized trading

systems.

• Performance. Throughput and latency. Figure 7 reveals

the peak throughput of each consensus. Latency metrics

include block time and translation latency. Block time

is defined as the time it takes to mine a block.

Transaction latency is the time required for a transac-

tion from initiation to confirmation by consensus in the

system, and it contains block time. There are many

factors affecting throughput and latency, such as the

number of consensus nodes, the complexity of the

message, the time required for message validation, the

bandwidth available for consensus, etc. In Fig. 8, the

average block time and transaction latency of each

consensus is shown.

• Energy consumption. We are also concerned about the

energy consumed by each node for reaching the

consistency of a transaction under the guidance of

consensus, including CPU, memory, battery, etc.

Since PBFT and Ripple require permission, there is a

limit to the number of participating nodes. Also, PBFT’s

scalability is relatively low comparing to other consensus

protocols. In terms of energy consumption, due to the need
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for complex hash computing, PoW thus has the largest

energy consumption and the energy consumptions of other

consensus protocols are relatively lower. Due to the

intervals of blocks and the need for multiple confirmations,

the throughput of PoW and Snow White is far lower than

other consensus protocols.

Each consensus has its own shortcomings. As for the

systems based on PoW, the more incentives the nodes with

stronger computing power gain, the more centralized the

computing power tends to be. PoS and DPoS systems also

Table 2 Blockchain consensus

comparisons
Consensus PoW PoS DPoS PBFT Ripple

Number of nodes Unlimited Unlimited Unlimited Limited Limited

Permission No No No Yes Yes

Scalability High High High Low High

Energy consumption High Low Low Low Low

Safety preference Liveness Liveness Liveness Consistency Consistency

Latency High High Low Low Low

Throughput Low Low High High High

Example Bitcoin Peercoin BitShares Hyperledger Fabric v0.6 Ripple

Consensus PoA Casper Snow White Algorand Ouroboros Genesis

Number of nodes Unlimited Unlimited Unlimited Unlimited Unlimited

Permission No No No No No

Scalability High High High High High

Energy consumption Low Low Low Low Low

Safety preference Consistency Consistency Liveness Consistency Liveness

Latency Low High High Low Low

Throughput Low High Low High Low

Example Decred Ethereum v2.0 None ArcBlock Cardano

Fig. 6 Fault tolerance (percentage) of consensus protocols

Fig. 7 Peak throughput (transaction per second) of consensus

protocols

Fig. 8 Average block time and transaction latency (per second) of

consensus protocols
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have similar problems with the centralization of stakes.

New consensus protocols like Algorand can theoretically

avoid the above situations, but taking time to verify the

practical effects of them. Although the blockchain system

based on PBFT does not have the problems of computing

power and stake centralization, its scalability is limited and

the delay and throughput will decrease significantly as the

number of nodes increases.

4 Future directions

In this section, we present some research trends in con-

sensus studies.

Diversification of proof methods Early PoW and PoS

mechanisms have the problems of waste of resources and

low initiative of nodes. Researchers have developed

Proof of Time [13], Proof of Storage [37], Proof of Exis-

tence [14], Proof of Contribution [61], Proof of Author-

ity [19], Thunderella [43], Proof of Play [64], Proof of

Elapsed Time [12], Proof of Luck [39], Proof of

DDoS [59], Proof of Sincerity [65] and other mechanisms

for the purpose of reducing the cost of mining competition

or improving resource utilization and application scenarios.

The new proof methods will continue to emerge. However,

when designing consensus algorithms, the key points are to

make the mining power sufficiently dispersed, to increase

the difficulty of attackers to master most of the competi-

tiveness, and to reduce the possibility of individual nodes

or organizations rewriting the blockchain. In this way, we

can effectively prevent the double spend attack and ensure

the security of the system.

Hybridization of different consensus mechanisms

The threat of PoW comes from miners with high comput-

ing power, and the security risks of PoS are active major

stakeholders. Researchers suggest to combine PoW with

PoS, so if someone wants to launch a 51% attack, the

malicious node needs to master most of the computing

power and most of the stakes, which becomes a more

difficult condition to achieve. If someone does this, the

entire blockchain system will be destroyed due to excessive

centralization. Based on this idea, we can design a protocol

which must provide a proof of work that meets certain

difficulty to participate in the consensus, select the block

creator through the verifiable random function [25], and

reach a consensus through BFT thoughts.

Designing reasonable incentives In blockchain sys-

tems, incentives are often introduced to deal with technical

problems. For example, the IPFS [5] technology for solv-

ing the blockchain storage problems is also a combination

of incentive mechanisms to encourage users to assist in

storing data fragments before they can form a complete

project Filecoin. Therefore, if we combine the specific

processes of consensus and design more reasonable

incentive measures, we will achieve twice the result with

half the effort in actual operation, and will also have a

positive effect on the safety and continuity of the system.

In addition, researchers have been arguing whether there is

a need for internal tokens in the consortium chain. Some

researchers argue that it is necessary to add coins to

implement reward and punishment functions in some

consortium chains with incomplete trust. Through the

continuous exploration of more researchers, we believe that

there will be more solutions suitable for the consortium

chain incentives in the future.

5 Conclusion

In recent years, as the blockchain technology has received

extensive attention, consensus algorithms have been stud-

ied by more and more researchers. As the most important

part of the blockchain, the consensus algorithm embodies

the performance and functionality of the blockchain sys-

tem. In this paper, we present a classification of current

consensus protocols in the blockchain system, enumerate

the particularities of mainstream protocols (PoW, PoS,

DPoS, PBFT, etc.) and analyze the pros and cons of them.

Then we compare the performance of them qualitatively

and quantitatively. Our evaluation result shows that the

performance of current consensus protocols is still far from

the industrial need. Therefore, researchers should develop

more practical consensus protocols.
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