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Abstract
In asynchronous duty-cycled wireless sensor networks (WSNs), each node has its own sleep schedule that is independent of

the schedules of neighboring nodes. Since each node follows its own independent sleep schedule, the probability that a

node’s neighbors will wake up concurrently is quite low. For this reason, each single hop broadcast must be completed

through multiple unicast transmissions, and the sender node must remain awake until all of its neighboring nodes have

received the broadcast packet. In this paper, we present two energy efficient broadcast protocols, namely Broadcast

Progress-based Efficient Multihop Broadcast (BPEMB) protocol and Tree-based Efficient Multihop Broadcast (TEMB)

protocol, for asynchronous duty-cycled WSNs. In both of the proposed protocols, the decision of whether to transmit the

broadcast packet is based on the link quality information and without any forwarder’s guidance list. The redundant

transmissions and collisions are avoided effectively with cooperation among the neighbors, so that the node with the best

link quality to the receiver node takes responsibility to forward the packet to the receiver node. With this approach, nodes

that are not involved in transmitting the broadcast packet can go to sleep and save their energy. In the BPEMB protocol, the

forwarding decision of transmitting the broadcast packet is also influenced by the broadcast progress information, which is

piggybacked in the broadcast packet. Through extensive simulations, we demonstrate that the proposed protocols can

significantly improve the broadcast efficiency through reducing the energy consumption and minimizing the broadcast

latency. The evaluation results also show that both the BPEMB and TEMB protocols can substantially reduce the collisions

and redundant transmissions in asynchronous duty-cycled WSNs.

Keywords Wireless sensor networks � Asynchronous sleep scheduling � Multihop broadcast � Energy conservation �
Piggyback-based protocol

1 Introduction

Wireless sensor networks are composed of cost-effective

wireless sensor nodes with the goal of reporting sensed

data to the base station. Each wireless sensor node is

equipped with a sensing module, processing module and

radio module. The major applications of WSNs include

health monitoring, industrial monitoring and automation,

traffic surveillance and control, and environmental

monitoring [1]. WSNs are often deployed for critical

applications and are required to transmit data reliably. The

battery-powered sensor nodes are often deployed in harsh

environments with limited energy harvesting opportunities

in which the sensor node batteries cannot be replaced often.

Considering that the sensor nodes have a limited battery

capacity and are deployed in harsh environments, the

sensor nodes must use their limited energy supply wisely.

For the reliable and sustainable operation of WSNs, energy

efficient techniques are required to prolong the network

lifetime.

Because energy is the scarcest resource in WSNs,

developing techniques to enhance the network lifetime has

always been a major challenge for researchers. To prolong

the network lifetime of WSNs, various energy-efficient

techniques have been developed in the past few years. In
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general, we can classify the energy efficient techniques

used to preserve the limited energy of the sensor nodes into

five categories [2], energy efficient routing (e.g., [3–5]),

duty cycling methods (e.g., [6–8]), power control methods

(e.g., [9, 10]), data reduction techniques (e.g., [11–13]) and

node mobility (e.g., [14–16]). Along with the above-men-

tioned techniques, sensor nodes with energy harvesting

modules that replenish their batteries have also proven to

be effective in increasing their lifetime [17]. Among all the

techniques used for energy conservation in WSNs, duty

cycling has been considered to be one of the most effective

[2, 18]. In this paper, we utilize the duty cycling technique

that allows the sensor node to switch between the active

and sleep modes to decrease the power consumption of the

radio unit of the sensor node.

The power consumption of the radio module has been

shown to be higher than that of the sensing and processing

modules [7]. The radios used in WSNs basically operate in

four distinct states: sleep, idle, receive and transmit. Among

all these states, the radio consumes the most energy in the

transmit and receive states. The energy consumed by a radio

in the idle state is also significantly high, as the radio elec-

tronics keeps operating to detect packets, including the noise

in the channel [2]. Therefore, it is not viable for energy-

constrained wireless sensor nodes to have the radio remain in

an active state. Thus, a sensor node must enter into the sleep

state as much as possible whenever its services are not

required by using effective duty cycling methods. The duty

cycle is defined as the ratio of time during which the radio is

in an active state (i.e., total active time) to the total time of the

active and sleep states (total active time ? total sleep time)

[19]. The duty cycle of the sensor node is also dependent on

the node density of the sensor network and is generally low

for dense WSNs [19].

The duty-cycled medium access control (MAC) proto-

cols are usually divided into two major categories: syn-

chronous duty-cycled and asynchronous duty-cycled

[6, 19] protocols. In synchronous duty-cycled WSNs, each

node synchronizes with its neighboring nodes before

transmitting the data through control messages (SYNC

packets) to reduce the energy consumption, e.g., the

S-MAC [20] and RMAC [21] protocols. The synchronous

duty-cycled WSNs are considered efficient in communi-

cation and energy consumption, with an overhead in

exchanging the duty cycle schedule with the neighboring

nodes for synchronization [6, 19] .

In asynchronous duty-cycled WSNs, each node turns on

or off its radio following its own duty cycling schedule,

which is independent of its neighboring nodes, e.g., X-MAC

[22] and B-MAC [23] protocols. By achieving extremely low

duty cycles, asynchronous duty-cycled MAC protocols have

a lower energy consumption than the synchronous duty-cy-

cled MAC protocols. Asynchronous duty-cycled MAC

protocols have no burden of control packet but have to find

out the efficient way to communicate between the neigh-

boring nodes [24]. Low power listening is one such tech-

nique that is employed by asynchronous duty-cycled MAC

protocols. A sender node using the B-MAC protocol trans-

mits a long preamble for a time equal to the sleep period of

the receiver node. When the receiver node wakes up and

detects the preamble, it stays awake to receive the data. The

sender node starts transmitting the data after transmitting the

long preamble. However, the downside of this approach is

that some of the nodes may stay awake unnecessarily to

receive the data meant for other nodes. The X-MAC protocol

solves this problem by using many short preambles in place

of one long preamble and includes the destination address in

the preamble. With this approach, the X-MAC protocol

allows the receiver nodes not involved in the communication

to go to sleep immediately. The RI-MAC protocol [25] is a

receiver-initiated asynchronous duty-cycled MAC protocol.

In the RI-MAC protocol, the receiver node initiates the data

transmission process by sending a beacon as an invitation for

a transmission. A sender node waiting to send data then

transmits the data after receiving the beacon from the

intended receiver. After successfully receiving the data, the

receiver node transmits an acknowledgment (ACK) packet

that acts as an acknowledgment and a new invitation.

Multihop broadcast refers to the propagation of a broad-

cast packet such that every node in the network has a copy of

it. Multihop broadcasting is one of the operations in wireless

sensor networks that is required for various network services,

such as route discovery, information dissemination or net-

work-wide queries. In the synchronous sleep scheduling

protocols, a broadcast is an easy operation because the syn-

chronized nodes wake up with the same schedules. By using

one broadcast transmission, more than one node can easily

receive a broadcast packet. Moreover, the support for mul-

tihop broadcast transmission in synchronized sleep

scheduling protocols can be achieved without much over-

head. However, multihop broadcasting is not efficiently

supported in many of the existing asynchronous duty cycling

MAC protocols. As each node wakes up at different intervals

in the asynchronous duty cycling MAC protocols according

to its own independent duty cycle, all the neighboring nodes

cannot be covered with a single broadcast transmission. To

realize a broadcast procedure in asynchronous duty cycling

MAC protocols, a sender node sends a unicast transmission

to each of its neighbors independently. This method does not

require any extra information, such as the broadcast progress

or link quality information, and because of this, many

redundant transmissions cause a significant amount of

unnecessary energy consumption and increases the broad-

cast latency. Thus, designing an efficient multihop broadcast

protocol for an asynchronous environment is a challenging

but necessary task.
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In this paper, we propose two energy efficient broadcast

protocols, the Broadcast Progress-based Efficient Multihop

Broadcast (BPEMB) and Tree-based Efficient Multihop

Broadcast (TEMB) protocols, to realize multihop broadcast

transmission in asynchronous duty cycling protocols

without incurring any substantial overhead. Both the

BPEMB and TEMB protocols are proactive multihop

broadcast protocols because they require periodic exchan-

ges of the link quality information and are thus suitable for

networks with traffic bursts. The BPEMB and TEMB

protocols achieve better performance in terms of energy

consumption, redundant transmissions, broadcast packet

cost and network load in both sparse and dense networks.

The remainder of this paper is organized as follows: Sect. 2

summarizes the related work. In Sect. 3, a brief description

of problem is given. Section 4 describes the motivation and

network model. In Sect. 5, the first proposed broadcast

protocol for asynchronous duty-cycled WSNs, the BPEMB

protocol, is presented. Section 6 describes the TEMB

protocol, the second proposed broadcast protocol for

asynchronous duty-cycled WSNs. In Sect. 7, the simulation

results are presented to demonstrate the effectiveness of

our proposed protocols. Finally, Sect. 8 presents the con-

clusions of this study.

2 Related work

In recent years, protocols have been developed to effi-

ciently support multihop broadcasts by exploiting infor-

mation that is only available at the MAC layer. In the ADB

protocol, the information about the progress of the broad-

casts is efficiently distributed using the ADB footer that is

included in the broadcast packet [26]. The ADB protocol’s

distribution of broadcast progress allows the nodes to

transmit to only a subset of neighbors and go to sleep as

soon as possible. However, the ADB protocol does not

perform efficiently in polygonal topologies unless they are

triangular. In the energy efficient network wide broadcast

protocol for asynchronous wireless networks (EENWB) in

[7], aggressive delegation is employed. When using

aggressive cooperation among the neighboring sender

nodes, some of the sender nodes sleep early at the cost of

increasing the active time of the cooperating nodes [7]. The

dynamic delegation-based efficient broadcast (DDEB)

protocol dynamically handles the job of transmitting the

broadcast packet to an uncovered node to the sender node

who has the best link quality to the uncovered node so far

[27]. The DDEB protocol avoids sending the broadcast

packet over links with poor link quality and accelerates the

broadcast process by taking advantage of the early covered

neighbor.

The coverage efficiency-based broadcast protocol

(CEB) for asynchronous WSNs is another multihop

broadcast approach that not only considers the link quality

and sleep/wake scheduling information of the neighbor

nodes but also the coverage area in the broadcast process

[28]. The CEB protocol performance is influenced by the

order in which the neighboring nodes receive the broadcast

packet. In the efficient multihop broadcasting protocol for

asynchronous WSNs (EMBA), the authors use two tech-

niques, specifically the forwarder’s guidance and the

overhearing of the broadcast messages and ACKs to effi-

ciently broadcast packets [6]. The EMBA protocol uses the

1-hop and 2-hop neighbor link quality information for the

delegation process. In the EMBA protocol, redundant

transmissions are avoided through the guidance list, which

is sent to each receiver node by the sender node. The

guidance list provided by the sender node instructs how

each receiver node should forward the broadcast message

to its neighbor nodes.

Cheng et al. [29] presented a distributed minimum-delay

energy-efficient flooding tree (MDET) protocol to construct

an energy optimal tree with flooding delay bounding. In the

MDET protocol, a shortest path tree is first constructed using

the expected transmission count (ETX) metric, and then the

tree is locally adjusted to improve the energy optimality with

delay constraints. In [30], the receiver node postpones its

wake-up time so that it can opportunistically overhear the

broadcasting message sent by one of its neighbors. By using

this opportunistic broadcasting transmission model, the

nodes can save their energy with an increase in the average

broadcast latency. Sinha et al. [31] presented an online

throughput-optimal broadcast algorithm that uses packet-by-

packet scheduling and makes routing decisions without

constructing the network-wide spanning tree. In [32], the

broadcast redundancy minimization scheduling (BRMS)

scheme is presented that minimizes the number of broadcast

transmissions. In the BRMS scheme, a centralized node has

the active time slot information of each node in the network,

which is used to construct the broadcast tree.

Yan et al. [33] presented an efficient multihop broad-

casting with network coding (EMBNC) protocol to dissem-

inate multiple packets. In the EMBNC approach, a forwarder

only selects enough 2-hop neighbor nodes to accommodate

the neighboring nodes as downstream forwarders, while the

other 1-hop and 2-hop neighbor nodes act as auxiliary nodes.

In the collision-tolerant scheduling (CTS) strategy, the crit-

ical nodes receive packets with reduced broadcast delays at

the cost of collisions at the noncritical nodes [34]. In an

adjustable duty cycle-based fast disseminate (ADCFD)

scheme for smart wireless software-defined networks, the

duty cycle of the nodes is adjusted to receive the data [35]. An

opportunistic broadcasting transmission model that provides

flexible control of the tradeoff between the average
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broadcasting delay and the total energy consumption through

a broadcasting cost function is presented in [36].

An efficient and fully distributed concurrent broadcast

layer, called the chase, for flooding in asynchronous duty

cycle networks is proposed in [37]. In the chase, a dis-

tributed random inter-preamble packet interval adjustment

approach is used to meet the strict time and signal strength

requirements for concurrent broadcasts. Yan et al. [38]

presented a scheme that utilizes network coding to maxi-

mize the benefit of overhearing the multiple neighbor

nodes of a receiver. In an enhanced version of the efficient

context-aware multihop broadcasting (E-ECAB) protocol,

the authors combine the duty cycle mechanism and a

context-aware paradigm to optimize the resource usage and

satisfy the application requirements [39]. In an adaption

broadcast radius-based code dissemination scheme, a larger

broadcast radius is set in the areas with more energy left so

that the program codes can reach the edge of the network

from the source in fewer hops, which decreases the number

of broadcasts and delay [40]. In [41], the authors investi-

gated the broadcast problem in multichannel duty-cycled

wireless body area networks and devised a 2-D schedule to

specify the channel hopping and wake-up time slot selec-

tion rules. In a neighbor knowledge-based broadcast

scheme, hello messages are exchanged to determine the

neighbor density, the ratio, and the number of one-hop

uncovered neighbors, upon which the rebroadcast proba-

bility and delay are adjusted adaptively [42].

The X-MAC-UPMA protocol [43] is the X-MAC

implementation for a unified power management archi-

tecture (UPMA). In the X-MAC-UPMA protocol, the

broadcast process is realized by repeatedly sending dupli-

cate copies of the broadcast packets over the sleep interval.

The RI-MAC protocol for dynamic traffic loads in WSNs

supports broadcast in two ways [25]. One way, which is

similar to that of the X-MAC-UPMA protocol, is to

repeatedly transmit the data packet back-to-back through-

out the sleep interval. Another way is to have the sender

node send the data packet as a unicast transmission to each

of its 1-hop neighbors. Zhang et al. [44] proposed a

probabilistic rebroadcast scheme that is based on neighbor

coverage knowledge includes an additional coverage ratio

and a connectivity factor for reducing the routing overhead

in mobile ad hoc networks. In the probabilistic rebroadcast

protocol, the rebroadcast delay is dynamically calculated.

The rebroadcast delay is then used to determine the for-

warding order to effectively exploit the neighbor coverage

knowledge. However, in asynchronous WSNs, due to the

independent sleep/wake schedules of the nodes, the cov-

erage problem becomes more complicated.

3 Problem description

In asynchronous duty cycling environments, each node has

a different wakeup time with different schedules. Thus, it is

not possible for a sender node to send a broadcast packet to

all of its neighboring nodes in one broadcast transmission.

For example, in Fig. 1, Node s is a source node of a

broadcast packet. For a receiver-initiated MAC protocol,

upon receiving a beacon from node v, node s unicasts the

transmission of broadcast packet to node v. Now, node

s and v stay awake to transmit the broadcast packet to their

common neighbor, node r. Upon receiving the beacon from

node r, both the nodes simultaneously transmit the broad-

cast packet to node r, leading to a collision at r. Each of the

nodes, s and v, then retransmit the collided message after a

backoff interval. Now, node r unnecessarily receives two

redundant broadcast messages after the collision. In

another scenario with a quadrangular topology of nodes s,

a, b and c, node s unicasts a transmission to nodes a and

b. After receiving the broadcast packet, both nodes a and

b stay awake to deliver the broadcast packet to their

common neighbor, node c. Without any multihop broadcast

policy, nodes a and b both deliver the broadcast packet to

their common neighbor, node c, causing redundant trans-

missions and collisions at node c. However, these redun-

dant transmissions and collisions can be avoided

effectively with cooperation among the neighbors such that

the node with the best link quality to the receiver node

takes responsibility to forward the packet to the receiver

node [6, 7].

For preamble-based MAC sender-initiated protocols, a

sender node can decide in what order the broadcast packet

should be transmitted. Several policies are available, such

as sending the broadcast packets randomly to neighbors, in

the relative order of the wakeup times of neighbors,

according to the neighbor IDs, and according to the link

quality order. However, in this case, any transmitting

Fig. 1 An example of a WSN consisting of heterogeneous local

topologies with triangles and quadrangles
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policy will result in redundant transmissions and collisions

when some of the common neighbors of the node try to

transmit the broadcast packet at the same time. Redundant

transmissions and collisions lead to significant energy

dissipation and broadcast delay. The broadcast packets

must also be resent if they are lost due to poor link quality.

Moreover, some sender nodes remain unnecessarily awake.

For example, in Fig. 1, nodes s and v both stay awake to

forward the broadcast packet to their common neighbor,

node r. However, by using an efficient broadcast policy,

node s can go to sleep and let node v transmit the broadcast

packet to node r because it has better link quality to node

r. Therefore, it is an important task to design an energy

efficient multihop broadcast protocol that can utilize the

link quality effectively to avoid redundant transmissions

and minimize the active time of the sender nodes.

4 Motivation and network model

4.1 Motivation

In past research, it has been shown that in randomly deployed

WSNs, the total ratio of 3-gons (triangles) to 4-gons (quad-

rangles) is more than 90% in both sparse and dense networks

[6]. In our work, we take advantage of this fact in designing

the BPEMB and TEMB protocols to reduce the number of

redundant transmissions and collisions. As it is unavoidable

to have both triangles and quadrangles in a network topol-

ogy, avoiding redundant transmissions and collisions in such

a network has a major impact on the overall performance of

the multihop broadcast protocol.

Our goal is to design an efficient multihop broadcast

protocol with a simple design without extra complexity

(e.g., guidance lists) that can achieve better overall per-

formance. Additionally, in our work, the sender node takes

an independent decision about which nodes it will unicast a

broadcast packet to and which nodes it will not cover. In

the related works on designing energy efficient multihop

broadcast protocols for asynchronous duty-cycled wireless

sensor networks, the basic design is based on a guidance

list that is sent to the receiver node by the sender node. The

guidance list, which is piggybacked in the broadcast

packet, instructs the receiver node about which nodes in its

1-hop neighborhood to unicast the broadcast packet to. In

the BPEMB and TEMB protocols, the decision of for-

warding the broadcast packet is not influenced by the

guidance list of any other node except the node itself.

4.2 Network model

We consider a multihop WSN consisting of stationary

nodes with no ability to move. Each node in the network

has a unique node ID and the same communication range.

To avoid retransmissions, the broadcast packet must be

transmitted over the best links; otherwise, retransmissions

will cause additional power consumption. Both the

BPEMB and TEMB algorithms use the link quality infor-

mation that can be easily provided from existing link

estimation techniques such as ETX [45], Four-bit link

estimation [46], and F-LQE [47]. We assume that the links

are symmetrical. In this study, the link quality is divided

into 8 levels (0–7), where 7 is the best link quality and 0 is

the worst. Table 1 lists the notation used in this paper.

Each node maintains two tables, a 1-hop neighbor

table and a 2-hop neighbor table. A node’s 1-hop neighbor

table consists of the node IDs and link quality of its 1-hop

neighbor nodes. Node n constructs a hello message that

includes sequenced pairs of N1�nbrs
n and LQ(n, m). Node

n then sends this hello message to each of its 1-hop

neighbors to exchange the link quality information. We call

this whole operation the hello procedure. The hello pro-

cedure is executed at regular intervals so that each node has

the latest link quality information. We assume that the link

quality information remains valid until a new hello mes-

sage is received and the link quality is updated. Each node

also maintains a 2-hop neighbor table that includes the

2-hop neighbor list and the link quality information

received through the hello procedure. Each node in a

network of n nodes can have knowledge of its 2-hop

neighbor nodes with the total of O(n) messages [48].

A node is said to be covered if it has already received

the broadcast packet or will eventually receive it. The

forwarding is the node that generates the broadcast packet

or the node that forwards a broadcast packet generated by

the source node. When a node u receives a broadcast

message from node v, then node v is referred to as a

BPKTi.sender.

5 BPEMB protocol

In this section, the first proposed energy efficient broadcast

protocol, the BPEMB protocol, is described. In BPEMB

protocol, each sender node makes its forwarding decision

based on its own judgment using the broadcast progress

and link quality information. A node sends the broadcast

progress in the BPKTi.lastHopCoveredNodes and

BPKTi.last2HopCoveredNodes lists by piggybacking it in

the broadcast packet. Both of these lists contain the node

ID’s of the nodes that have already received the broadcast

packet.

In the BPEMB protocol, set Sucvs ið Þ contains all the

nodes which the forwarding node s considers in deciding

whether the nodes in Sucvs ið Þ should be delegated or if it
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should take the responsibility itself to transmit the broad-

cast packet to them. The forwarding node s chooses each

node from set Sucvs ið Þ in descending order of link quality

(LQ(s, v) V v [ Sucv
s (i)) from Sucvs ið Þ and takes the required

decision. If the forwarding node s has the best link quality

to the neighboring node, v [ Sucv
s (i), of any of the other

neighbors of node v, i.e., LQ(s, v)[ LQ(j, v) V j [ N1�nbrs
v ;

then node s transmits the broadcast packet to node

v. However, if there is some neighbor of node v that has a

better link quality to v than node s’s link quality to node v,

then node s either delegates node v or forwards the

broadcast message to node v.

Forwarding node s stores any node k [ N1�nbrs
v in set

SbestLQ
v (i) if it satisfy the condition, LQ(s, v)\ LQ(k, v) and

sorts SbestLQ
v (i) in descending order of link quality, LQ(k, v)

V k [ N1�nbrs
v . Suppose that node t [ SbestLQ

v (i), before the

forwarding node s delegates node v to node t, it has to

check whether node t has already received the broadcast

packet or will eventually receive it. First, node s checks for

the existence of node t in set Scv
s (i), if it exists in set Scv

s (i),

then node s delegates the responsibility of covering node v

to node t. If node t does not exist in set Scv
s (i), then node s

checks whether node t exists as a 1-hop neighbor of any

node in Scv
s (i). The sender node s may not have the 1-hop

neighbor information of all the nodes in Scv
s (i) because

some of the nodes in Scv
s (i) may not be 1-hop neighbors of

the sender node s. Let us say that node t is a 1-hop neighbor

of node k [ Scvs ið Þ, then node s needs to check whether node

t will eventually receive the broadcast packet from node

k with better link quality or not. If LQ(s, v) ? LQ(v,

t)\ LQ(t, v) ? LQ(k, t), then node s delegates the

responsibility to cover node v to node t. If LQ(s, v) ?

LQ(v, t)[ LQ(t, v) ? LQ(k, t), then node s forwards the

broadcast packet to node v. Node v can be covered by node

t, but in that case, node t will receive the broadcast packet

from node k by using a link with poor link quality. Clearly,

the BPEMB protocol avoids transmissions over poor

quality links. The pseudo code of the BPEMB protocol is

depicted in Algorithm 1.

The sender node executes the BPEMB protocol for every

new broadcast packet that it receives. In lines 2–12 of

Algorithm 1, the BPEMB protocol initializes the required

node sets namely, Sucv
s (i), Scv

s (i), and Stx
s (i). All the nodes

that have already received broadcast packet BPKTi; before

it has reached the current node s are removed from its

uncovered nodes in set Sucvs ið Þ. The nodes that have already

been covered are added to the covered node set, Scvs ið Þ. In

lines 14–59 of Algorithm 1, the sender node either takes the

responsibility to forward the broadcast packet to the

neighboring node or the responsibility is delegated to

another node. The process of determining whether to del-

egate the responsibility of forwarding the broadcast packet

to another node also ensures that the broadcast packet will

ultimately reach the delegated node. To ensure that the

delegated node receives the broadcast packet, the sender

node s also checks that the node that will cover the dele-

gated node has already received BPKTi or will receive it. In

lines 17–22 of Algorithm 1, sender node s checks whether

its own link quality to node v [ Sucv
s (i) is better than that of

any other 1-hop neighbor node of v. If the link quality of the

sender node s is better than that of all of the other 1-hop

neighbor nodes of node v, i.e., LQ (s, v) > LQ (j, v) V j [
N1�nbrs

v , then node v is covered by node s (lines 55–57). If

there is a 1-hop neighbor of node v with better link quality to

node v than that of the sender node, then all those 1-hop

neighbor nodes are put into set SbestLQ
v (i) (line 20). Before

the sender node delegates node v to the best node t [
SbestLQ

v (i) from set SbestLQ
v (i), it has to make sure that node t

has a copy of the broadcast packet or the sender node will

receive it. In line 24 of Algorithm 1, all the nodes in

SbestLQ
v (i) are sorted by decreasing order of the link quality,

LQ(t, v) V t [ SbestLQ
v (i). This ensures that, out of all the

nodes that can cover node v, the node with the best link

quality takes the responsibility of sending the broadcast

packet to node v.

Table 1 Summary of notations

Notation Description

N1�nbrs
n

1-hop neighbor set of node n along with link quality information

BPKTi Broadcast packet i, also referred to as broadcast message i

Scv
n (i) Set of neighboring nodes that have already received BPKTi or will receive BPKTi

Sucv
n (i) Set of neighboring nodes of node n that have not received BPKTi

Stx
n (i) Set of neighboring nodes to which node n will transmit BPKTi

BPKTi.lastHopCoveredNodes A list of nodes to which a 1-hop upstream neighbor of a node has already transmitted the broadcast packet

BPKTi.last2HopCoveredNodes A list of nodes to which a 2-hop upstream neighbor of a node has already transmitted the broadcast packet

LQ(n, m) Link quality between nodes n and m
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In lines 26–33 of Algorithm 1, node s checks whether

node t has already received the broadcast packet or will

receive it. Node s checks for the existence of each node t [
SbestLQ

v (i) in Scvs ið Þ. If node t exists in set Scvs ið Þ, then node t

is the best node to cover node v among all the other nodes

in set SbestLQ
v (i).

If none of the nodes in set SbestLQ
v (i) exists in set Scvs ið Þ,

In lines 34–45 of Algorithm 1, node s checks for the

existence of node t in the 1-hop neighbor set of the nodes

that are in covered set Scvs ið Þ (if a 1-hop neighbor set of a

node in Scvs ið Þ is available). Here, the sender node s also

does one additional necessary check; if node t [ N1�nbrs
k (k

[ Scvs ið Þ), the sender node s ensures that node t will also be

covered by the node with best link quality to it. If node s

can find any node k [ Scvs ið Þ such that t [ N1�nbrs
k and LQ(s,

v) ?LQ(v, t)\ LQ(t, v) ? LQ(k, t), it delegates the

responsibility of covering node v to node t (line 46-48). If

no such node is found, then node s covers node v (line

49–53).

Finally, in lines 60–61, the sender node s, puts all the

nodes in the BPKTi.lastHopCoveredNodes list into the

BPKTi.last2HopCoveredNodes list. All the nodes in set

Stxs ið Þ are transferred to the BPKTi.lastHopCoveredNodes

list. Both the BPKTi.lastHopCoveredNodes and BPKTi:

last2HopCoveredNodes lists are piggybacked with the

broadcast packet to all the nodes in Stxs ið Þ. Both lists, the

BPKTi.lastHopCoveredNodes list and the BPKTi. las-

t2HopCoveredNodes list, provide the necessary informa-

tion to the receiving node about the up-to-date broadcast

progress.

We illustrate the overall process of the BPEMB protocol

in a WSN with a complex quadrangle topology, as shown

in Fig. 2. Node s is the generating node of the broadcast

packet, BPKTi. Node s initializes its sets as

Sucvs ið Þ ¼ b; a; cf g, Scvs ið Þ ¼ ;f g, and Stxs ið Þ ¼ ;f g. Node s

first selects node b from its uncovered set, Sucvs ið Þ; to check

whether it should take responsibility for sending the

broadcast packet BPKTi, or let some another node cover it.

Out of all the neighbors of node b, there exists one 1-hop

neighbor ‘‘node c’’ of node b that has better link quality to

node b than that of node s, i.e., LQ(s, b)\ LQ(c, b). Before

node s delegates the responsibility of broadcasting BPKTi

to node c, it has to make certain that node c has either

received BPKTi or will eventually receive it. Since node c

does not exist in Scvs ið Þ and is not a 1-hop neighbor of any

node present in Scvs ið Þ (Scvs ið Þ is empty at this point of time),

node s takes responsibility to send BPKTi to node b and

updates its uncovered set, covered set and Stx
s (i) set as

Sucv
s (i) = {a, c}, Scvs ið Þ = {b}and Stxs ið Þ = {b}. Next, node s

finds that node a has two neighbors, v and r, with better

link quality than its own to node a. Nodes v and r are both

entered into set SbestLQ
a (i), and SbestLQ

a (i) is sorted in

decreasing order based on the link quality of the nodes in it

to node a (SbestLQ
a (i) = {v, r}). Now, node s checks whether

any of the nodes in SbestLQ
a (i) exist in Scvs ið Þ. None of the

nodes in SbestLQ
a (i) exist in set Scvs ið Þ, so node s determines

whether any node in SbestLQ
a (i) is a 1-hop neighbor of any

node present in Scvs ið Þ. Both nodes v and r are 1-hop

neighbors of node b, but these nodes fail the conditions,

LQ(s, a) ?LQ(a, v)\ LQ(b, v) ? LQ(v, a) and LQ(s,

a) ?LQ(a, r)\ LQ(b, r) ? LQ(r, a) respectively. There-

fore, node s takes the responsibility of broadcasting BPKTi

to node a and updates the sets as Sucv
s (i) = {c}, Scvs ið Þ = {b,

a} and Stxs ið Þ = {b, a}. Finally, node s checks for the

responsibility of broadcasting BPKTi for the remaining

node c in Sucv
s (i). The link quality of node c’s 1-hop

neighbor, b, is better that of node s to c, and node b is in set

Scvs ið Þ; i.e., LQ(s, c)\ LQ(b, c) and b [ Scvs ið Þ. Thus, sender

node s delegates the responsibility of broadcasting the

BPKTi to node b. Sender node s broadcasts the BPKTi

packet to the nodes in Stxs ið Þ = {b, a}. Node s has avoided

sending BPKTi to node c as the probability of losing

BPKTi is higher due to the bad link quality.

Node b updates its covered and uncovered sets as

Scv
b ið Þ = {s, a, b}and Sucv

b ði) = {c, r, v} from the

BPKTi.lastHopCoveredNodes and BPKTi.last2HopCover-

edNodes lists piggybacked in the BPKTi. Node b transmits

BPKTi to node c as the link quality between node b and c is

the best among all the other 1-hop neighbors of node c.

Both nodes r and v are best covered by node a and node a

exists in Scv
b ið Þ, so node b let node a cover nodes v and r.

Node a after receiving the broadcast packet from source

node s updates its covered and uncovered set as Scv
a ið Þ = {s,

a, b}and Sucv
a ði) = {v, r}. Node a has the best link quality to

Fig. 2 Snapshot of the broadcast packet including the piggybacked

BPKTi.lastHopCoveredNodes and BPKTi.last2HopCoveredNodes

lists. The direction of the flow of the broadcast packet is shown by

the forwarding edge
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send the broadcast packet to nodes v and r, so node a

unicasts BPKTi to nodes v and r.

The uncovered set Sucv
c ði) of node c is empty after

updating it, therefore node c does not participate in

broadcasting BPKTi to any of its neighbors. Node v has a

similar situation for BPKTi as node c. Both nodes b and c

give up responsibility to transmit BPKTi to node r thus

avoid redundant transmissions to node r and possible col-

lisions at node r. Node r has node c in its uncovered set

Sucv
r ði), following its update of Sucv

r ði) after receiving

BPKTi from node a. Node r does not transmit BPKTi to

node c after finding that node c is best covered by node b

and node b exists in its covered set Scv
r ði). By not trans-

mitting BPKTi to node c, the BPEMB protocol successfully

avoids the redundant transmission of BPKTi to node c. In

this particular example, a broadcast using the BPEMB

protocol takes a total of 5 unicast transmissions to propa-

gate the broadcast packet to each node in the network.

5.1 Handling overhearing of the broadcast
messages and ACKs

The probability that a node can overhear the broadcast

message or ACK destined for another node in a WSN is

quite high. The BPEMB protocol exploits this opportunity

to reduce the number of transmissions. If the forwarding

node s, overhears the BPKTi transmitted by node u to node

v during an active state of its duty cycle, it will update sets

Sucv
s (i) and Scvs ið Þ as follows:

Sucvs ðiÞ  Sucvs ðiÞ � fug ð1Þ

Scvs ðiÞ  Scvs ðiÞ [ fug ð2Þ

An overhearing of an ACKi indicates that both the sender

and receiver nodes of the ACKi have successfully received

BPKTi. In this case, forwarding node s deletes the node IDs

of nodes v and u from its uncovered set, Sucv
s (i). If the

forwarding node s overhears the ACKi transmitted by node

u to node v during an active state of its duty cycle, it will

update sets Sucv
s (i) and Scvs ið Þ as follows:

Sucvs ðiÞ  Sucvs ðiÞ � fv; ug ð3Þ

Scvs ðiÞ  Scvs ðiÞ [ fv; ug ð4Þ

With this simple addition to the BPEMB protocol, the

number of transmissions required to cover the 1-hop

neighbors of the node decreases significantly. Since, the

number of transmissions decreases, the active time of the

sender node also decreases, which in turn saves the energy

of the sender node.

5.2 Handling of network failure in the BPEMB
protocol

Messages can be lost in wireless networks due to collision

or link failure. The BPEMB protocol uses the network

failure mechanism that is incorporated within the under-

lying asynchronous duty-cycled MAC protocol. A for-

warding node s will simply retransmit the BPKTi after a

retransmit timeout in case of a lost BPKTi or ACKi. If the

receiver node doesn’t respond within the maximum num-

ber of allowed retransmission attempt, BPEMB protocol

takes the decision according to the underlying asyn-

chronous duty cycled MAC protocol, i.e., the broadcast

packet is dropped. However, the handling of a BPKTi or

ACKi in overhearing case is a complex task. Forwarding

node s has overheard the ACKi sent by node u to node v

and it has been lost. As IDs of node v and u has been

removed from the uncovered set Sucv
s (i) by the forwarding

node s but node v hasn’t received the ACKi yet. Since, v

hasn’t received the ACKi within retransmit timeout, so it

will re-send BPKTi to node u. Another way to solve this

problem is to implement a process similar to one that is

mentioned in the EMBA protocol. Each node saves the

addresses of the sender and receiver nodes and the broad-

cast number i, of the recently overheard BPKTi or ACKi

for a period of n duty cycles. After waiting for this dura-

tion, the forwarding node s updates its sets as mentioned in

Sect. 5.1.

6 TEMB protocol

To design an energy efficient BPEMB protocol for asyn-

chronous duty-cycled MAC protocols, first, we utilize the

best quality links to transfer the data. Second, we try to

send the broadcast packets to each node in the network

using the minimum number of unicast transmissions. To

send a broadcast packet to each node in an error-free net-

work of m nodes, a total of m - 1 unicast transmissions are

required.

The TEMB protocol realizes the above two properties of

the BPEMB protocol through a simple design. In the

TEMB protocol, the broadcast packets do not have to

piggyback the two lists that are used in the BPEMB pro-

tocol, namely BPKTi.lastHopCoveredNodes and BPKTi.2

lastHopCoveredNodes. In the TEMB protocol, each node

constructs a maximum spanning tree (MST) based on the

partial information of the network available to it. A max-

imum spanning tree of an undirected weighted graph is the

spanning tree with the maximum weight. A maximum

spanning tree can be easily computed by calculating the

reciprocal of the weights and applying the Kruskal
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algorithm. Kruskal algorithm is an algorithm in graph

theory that is used to find the MST of a connected weighted

graph. We use the Kruskal algorithm in the TEMB protocol

to obtain a MST at each node. A maximum spanning tree T,

constructed by node n includes all of its 1-hop and 2-hop

neighbors, where the total link quality of all the edges

connecting the nodes are maximized. If node n has an edge

(n, v) [ T and v = BPKTi.sender, then node n transmits

the broadcast packet to node v. The pseudocode of the

TEMB protocol is presented in Algorithm 2.

The SenderNode variable stores the ID of the node from

which the forwarding node s receives the broadcast packet

BPKTi. In line 4 of Algorithm 2, the forwarding node s

constructs a weighted graph g, using the 1-hop and 2-hop

neighbor information available to it through the hello

procedure. Each vertex in g is essentially a node ID, and

the weight on edge (u, v) of g is the link quality between

nodes u and v. In line 5, an MST T of g is found. In lines 6–

12 of Algorithm 2, the forwarding node s compares vertex

u of each edge (u, v) [ T with its own ID, if true, then it

compares vertex v of edge (u, v) with the SenderNode

variable. If the edge’s vertex v does not match the Sen-

derNode variable, then the forwarding node s, puts v into

Stx
s (i) (lines 8–10). The forwarding node, s, broadcasts

BPKTi to each node in Stx
s (i).

Next, through an example, the working of the TEMB

protocol is explained. The network shown in Fig. 1 is

considered. Forwarding node s constructs an MST from its

1-hop and 2-hop neighbor information, as shown in

Fig. 3(a). There are two nodes, b and a, with which s forms

an edge in the MST tree. Nodes b and a are put into the

Stx
s (i) set, and node s transmits a broadcast packet to both of

these nodes.

After receiving a broadcast packet from node s, both

nodes b and a form an MST, as shown in Fig. 3(b), (c),

respectively. Node b’s MST has two nodes, s and c, that

Fig. 3 Example of the TEMB

protocol. The direction of the

flow of the broadcast packet is

shown by the forwarding edge.

An edge between nodes that are

included in the MST is shown

by a line. a MST formed by

node s. b MST formed by node

b. c MST formed by node

a. d MST formed by node

v. e MST formed by node

c. f MST formed by node r
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form an edge with it. As node b has received the BPKTi

from node s, it will not transmit BPKTi to it. Thus, node b

transmits the BPKTi to node c. Node a’s MST has three

edges connected to it with nodes s, v and r. Node a

transmits BPKTi to node v and r. Node a doesn’t forwards

BPKTi to node s as it has received the BPKTi from node s.

Nodes v, c and r form an MST after each receiving

BPKTi from their respective BPKTi.sender, as shown in

Fig. 3(d)–(f), respectively. However, none of these nodes,

c, v or, r transmits BPKTi. These nodes form only one edge

with the node from which they have received BPKTi.

Therefore, none of these nodes have to broadcast BPKTi to

any of their neighbors.

6.1 Handling of network failure in the TEMB
protocol

Handling of network failure in the TEMB protocol is an

easy task. The TEMB protocol will use the network failure

mechanism that is incorporated within the underlying

asynchronous duty-cycled MAC protocol. A forwarding

node s will simply retransmit the BPKTi after a retransmit

timeout in case of a lost BPKTi or ACKi. Similar to

BPEMB, if the receiver node does not respond within the

maximum number of allowed retransmission attempt, the

action depends upon the underlying duty-cycled MAC

protocol.

7 Simulation results

We used a discrete event simulator Omnet?? [49], to

evaluate the performance of the BPEMB and TEMB pro-

tocols. We compare the broadcast performance of BPEMB

and TEMB protocols with EMBA and B-MAC protocols.

The performance of the BPEMB, TEMB and EMBA pro-

tocols are evaluated using the preamble-based B-MAC

protocol. In our simulations, we used networks of 100, 150,

200, 250, 300 and 350 nodes within a 1000 m 9 1000 m

area to check the effect of different network densities on

the broadcast performance. For each network size, 15

topologies are randomly generated, which means that there

are 15 runs for each network size. The parameters used in

the simulation are summarized in Table 2. All the results

mentioned in this section for each network size are the

averages of 15 runs. The reason for varying the network

density is to investigate the effects of sparse and dense

networks on the performance of our proposed broadcast

protocols. The hello procedure is executed by each node

every 15 s. Within each network size of n nodes, n broad-

cast packets are broadcasted by each node at a random time

within the simulation time.

7.1 Results of the performance comparison

The metric broadcast packet cost ratio (BPCR) is defined as

the ratio between the actual number of transmissions

required to propagate m broadcast packets and the mini-

mum number of transmissions to propagate m broadcast

packets. The BPCR is calculated as:

BPCR ¼ t

mðn� 1Þ ð5Þ

where t is the actual number of transmissions required to

propagate m broadcast packets to each node within the

network. The denominator value m(n - 1), is the total

number of minimum unicast transmissions required to

propagate m broadcast packets to n nodes in an error-free

network. The BPCR metric indicates how many transmis-

sions are used to propagate a broadcast packet to each node

in a network. If the BPCR value is 1, a network has

received the broadcast packet with the minimum number of

transmissions. To measure the BPCR, we do not include

any control packets (preamble packets and acknowledge-

ments packets) including hello messages.

Figure 4 shows the performance of the BPEMB, TEMB,

EMBA and B-MAC protocols in terms of BPCR. As the

network density increases, the BPCR of each protocol

decreases. The TEMB protocol achieves the best BPCR

performance among all the protocols. As the network

becomes denser, the BPCR difference between the BPEMB

and TEMB protocols decreases. In denser networks, the

Table 2 Simulation parameters
Parameter Value

Simulation time 100 s

Network size 100, 150, 200, 250, 300, 350 (nodes)

Network area 1000 m 9 1000 m

Transmission range 100 m

Slot duration 03 s

Maximum transmission attempts 6

Size of beacon 10 B

Size of ACK 10 B
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BPCR value of BPEMB and TEMB protocols starts

approaching 1. Overall, the BPEMB protocol improves

BPCR metric by 33.2–77.6% and 25.6–56.7% over the

B-MAC and EMBA protocols, respectively. The TEMB

protocol improves the BPCR value by 75–79.9% and

57.3–79.8% over the B-MAC and EMBA protocols,

respectively. Effectively controlling the redundant mes-

sages has a very large impact on the BPCR value, as shown

in the BPCR performance comparison. In the case of the

TEMB protocol, the increase in the network density has no

major impact on the BPCR value. The B-MAC and EMBA

protocols are both effective in controlling the redundant

messages, which led to the major improvement in the

BPCR values over the B-MAC and EMBA protocols, as

shown in Fig. 4.

Figure 5 shows the average number of redundant

transmissions for each of the compared protocols. The

TEMB protocol has sent the minimum number of redun-

dant transmissions among the BPEMB, EMBA and

B-MAC protocols. The BPEMB and TEMB protocols sent

65.2–93.5% and 94.5–97.4% less redundant packets than

the B-MAC protocol, respectively. Compared with EMBA

protocol, the BPEMB and TEMB protocols sent

58.8–83.5% and 89–96.9% less redundant packets than the

EMBA protocol, respectively. The number of redundant

packet transmission using the BPEMB protocol does not

increase as sharply with increases in network density

compared with the TEMB, B-MAC and EMBA protocols.

The B-MAC protocol has a larger number of redundant

transmissions because it does not consider which nodes

have already received or will eventually receive the

broadcast packet from one of their respective neighbors.

The EMBA protocol is able to avoid a large number of

redundant packets due to the forwarder’s guidance mech-

anism that it employs to take advantage of the existing

quadrangular topologies in the network. The reduction in

redundant packet transmissions helps to reduce the energy

consumption due to the reduced idle listening time. A

lower number of redundant transmissions also helps to

keep the network load to a minimum level.

Figure 6 depicts the average number of collisions of the

compared protocols. The B-MAC protocol has an exces-

sive number of collisions compared to the other protocols.

In the B-MAC protocol, a receiver node simultaneously

receives the broadcast packet from its neighboring nodes

who have a copy of the broadcast packet, which leads to a

collision at the receiver node. However, this scenario is

prevented in the BPEMB protocol through the knowledge

of the broadcast progress. In the TEMB, protocol, only the

neighboring node that has the best link quality to the

receiver node transmits the broadcast packet to it.

Figure 7 shows the average number of bytes transmitted

in a network for each of the compared protocols, the

BPEMB, TEMB, EMBA and B-MAC protocols. The

average number of bytes transmitted includes all types of

packets, such as the preamble packets, acknowledgment

Fig. 6 The average number of collisions

Fig. 5 The average number of redundant transmissions
Fig. 4 The broadcast cost ratio (BPCR)
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packets and the hello messages exchanged during the

simulation time. For all the network sizes, the BPEMB and

TEMB protocols finish the broadcast procedure with a

network load lower than that of both the EMBA and

B-MAC protocols. When the BPEMB protocol is

employed as a multihop broadcast protocol, the average

number of bytes transmitted are 17.9–27.2% and

14.6–20.2% less than the B-MAC and EMBA protocols,

respectively. In the case of the TEMB protocol, the average

number of bytes transmitted are 27.7–68.5% and

19.6–68.4% less than the B-MAC and EMBA protocols,

respectively. The B-MAC and EMBA protocols both have

more redundant transmissions than the BPEMB and TEMB

protocols, which contributed to the B-MAC and EMBA

protocols transmitting more bytes.

Figure 8 shows the broadcast latency of all the com-

pared protocols. Broadcast latency is defined as the time

from the start of the broadcast packet from the source node

to the time each node in the network has received the

broadcast packet. The broadcast latency of the EMBA

protocol increases as the network becomes denser. The

duty cycle is the major factor in the broadcast delay in

asynchronous duty-cycled MAC protocols. As the broad-

cast packet propagates from hop to hop in the asyn-

chronous environment, a sender node must wait for the

receiver node to wake up for a successful transmission.

Another factor contributing to the delay is the retransmis-

sion of the broadcast packet due to collision at the receiver

node. The BPEMB and TEMB protocols have 10.1–28.6%

and 16.3–73.7% less broadcast latency than the B-MAC

protocol, respectively. When compared with the EMBA

protocol, the BPEMB and TEMB protocols achieves

7.7–25.2% and 19.3–72.4% less broadcast delay,

respectively.

Figure 9 presents the average duty cycle performance of

the BPEMB, TEMB, EMBA and B-MAC protocols. The

average duty cycle for each of the protocols decreases as

the network density increases. The BPEMB protocol

achieves an 8.9–24% improvement compared with the

B-MAC protocol and 6.1–14.9% improvement compared

Fig. 7 The average number of bytes transmitted
Fig. 8 The average broadcast delay

Fig. 10 The average energy consumption per node per second

Fig. 9 The average duty cycle
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with the EMBA protocol. On the other hand, the TEMB

protocol achieves a 19.5–27.6% improvement when com-

pared with B-MAC protocol and 11.5–27.3% compared

with the EMBA protocol.

Figure 10 shows the average energy consumed by each

node per second for the BPEMB, TEMB, EMBA and

B-MAC protocols. The TEMB protocol consumes the least

amount of energy in the sparse network, but as the network

becomes denser, the BPEMB protocol consumes the least

amount of energy. Overall, the energy consumed per node

per second decreases as the network size increases. The

energy consumption is closely related to the duty cycle of

the nodes, as the duty cycle decreases, so does the energy

consumption. The average energy consumption per node

per second of the BPEMB protocol is 11.5–27.3% less than

that of B-MAC protocol and 7.6–14% less than that of

EMBA protocol. For the TEMB protocol, the average

energy consumption per node per second is 20.7–36.4%

less than that of B-MAC protocol and 13.5–36.2% less than

EMBA protocol. One of the dominant factors that influ-

ences the energy consumption in multihop broadcasts is

redundant transmission. The B-MAC and EMBA protocols

have more redundant transmissions, and thus consume

more energy than the BPEMB and TEMB protocols.

8 Conclusions

In this study, two energy efficient multihop broadcast

routing protocols for asynchronous duty-cycled wireless

sensor networks, the BPEMB and TEMB protocols, are

proposed. Both of the protocols consider the link quality

information to send broadcast messages over links with

better quality. This approach avoids retransmission due to

lost messages, which causes increased energy usage. In the

BPEMB protocol, piggybacking the broadcast packet with

partial information about the broadcast progress leads to

better performance by reducing the number of redundant

broadcast packets and decreasing the duty cycle. The

simulation results show that both the BPEMB and TEMB

protocols outperform the EMBA and B-MAC protocols in

terms of broadcast packet cost and network load. Both the

BPEMB and TEMB protocols decrease the redundant

transmission of broadcast packets and reduce the duty

cycles of the nodes, thereby leading to lower energy con-

sumption. In our future work, we will take the load balance

and mobility of nodes into consideration along with the

link quality to reduce the broadcast latency and increase

the energy efficiency.
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