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Abstract
The advances in hardware manufacturing technologies and wireless communications enabled the evolution of tiny, multi-

functional, low-power and resource constrained sensor nodes (SNs) for wireless sensor networks (WSNs). SNs located in

sinks vicinity, deplete their batteries quickly because of concentrated data traffic near the sink, leaving the data reporting

wrecked and disrupted. In order to mitigate this problem, mobile sinks are introduced that provide uniform energy

consumption and load balanced data delivery through the sensor network. However, advertising the mobile sinks position

information brings forth additional overhead in terms of energy wastage. Recently, an energy-efficient distributed mobile

sink routing protocol named ring routing has been proposed aiming to mitigate the introduced overhead. In this present

work, we propose an Energy Efficient Secured Ring Routing (E2SR2) protocol which is an enhancement of existing ring

routing protocol [62] that considers rechargeable sensors to be deployed in the sensing region and employs Maximum

Capacity Path (MCP), a dynamic load balanced routing scheme for load balancing and prolonging the networks lifetime.

Furthermore, we use 2ACK scheme that serves as an efficient mechanism for detecting the routing misbehaviour and

simultaneously enhance the security. Finally, the proposed protocol was simulated by varying the sink speed for similar

node deployments and the results obtained confirm that the proposed E2SR2 achieves improved performance than the

existing protocols such as LBDD (Line Based Data Dissemination), rail road and ring routing.
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1 Introduction

Energy efficiency and security are the two most crucial

issues in wireless sensor networks (WSNs) majorly

because of the limited battery supply to the sensor nodes

(SNs) and open broadcast nature of the medium. WSNs

must be in operable condition for an adequately longer

period without any human intervention as battery replace-

ment of these SNs demands considerable effort [1, 2].

Packet forwarding approach in traditional WSNs is con-

verge-cast in nature and results in more data traffic in the

sink’s vicinity. Therefore, nodes residing in the sink’s

vicinity deplete their energy earlier than normal nodes.

This leads to the problem of energy hole creation thereby

causing topology disruptions and sensing coverage area

reduction. These may also lead to sink isolation and hin-

dered sensor data delivery [3, 4]. Therefore, mobile sink

concept is introduced that balances the traffic distribution

as well as deals with constrained network resources [5].

Furthermore, mobile sinks are more challenging to com-

promise in comparison to the static sinks. This is because

sensitive information retrieval and sink destruction requires

the attacker to firstly locate and then chase down the

mobile sink carrier. Furthermore, network connectivity

also gets enhanced with the use of mobile sinks as these

can even access the isolated network portions in order to

retrieve data [6, 7]. These isolated network portions remain

inaccessible in case of static sink nodes. Apart from these

merits, sink mobility also brings forth the issue of sink

localization that requires advertisement of the frequently
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varying sink position [8]. Therefore, an effective sink

mobility routing strategy must avoid high latencies espe-

cially in case of time-critical applications, where freshness

of data determines its validity [9, 10].

A typical example of sink mobility is the WSNs

deployed in forest fire detection systems that incorporate

numerous SNs for humidity or temperature reporting.

Habitat monitoring is another application area of mobile

sink. It employs a robot designated to perform the function

of mobile sink that gathers data from distant located sen-

sors in a large field [11]. Also, sensors employing mobile

sinks monitor as well as detect the enemy vehicle or enemy

troops movement and unmanned aerial vehicles (UAV) in

the case of battlefield scenario [12]. Sink mobility is shown

in Fig. 1 in which the sink gets relocated from its original

position to a new position.

The advertisement of sink position to the entire network

is the major problem for any mobile sink routing protocols.

Flooding is the simplest and easiest solution proposed to

address this issue. However, this introduces high overhead

because of frequently happening broadcasting communi-

cations that causes increased energy consumption. Battery

powered sensors is a solution to this energy consumption

and lifetime issue. However, it is not desirable to have such

sensors for long-term applications. Therefore, energy har-

vesting technologies needs to be incorporated with the

sensors to enable the perpetual operations where every

sensor is capable of harvesting energy from the surround-

ings and storing it in the battery [13]. Mostly researchers

have considered static sink nodes along with rechargeable

sensor nodes (RSNs) which is not that advantageous as the

amount of energy harvested is limited for static sinks. This

leads to declined network performance and unbalanced

traffic distribution [14]. Therefore, energy harvesting

technologies must be incorporated in mobile sink data

dissemination protocols such as ring routing protocol

[15, 16].

Further, the malicious adversary can access the entire

network from a distant location and place their own nodes

into the distributed and uncontrolled environment [17].

Also, as the battery power is a major concern for WSNs, a

selfish node may attempt to benefit from normal nodes but

deny sharing its own resource [18]. Protecting of sensitive

data being sent through the wireless medium in presence of

various attacks as well as maintaining security principles

such as confidentiality, integrity, authentication and non-

repudiation is a challenging task [19–24]. The existing ring

routing protocol did not consider the security aspect of

WSNs. This again is an important issue that motivates us to

design an energy efficient and secured mobile sink routing

protocol that also considers rechargeable sensors.

In this paper, an Energy Efficient Secured Ring Routing

(E2SR2) protocol is proposed to incorporate the two above

cited aspects: Energy harvesting and Security. The main

purpose of the work is to enhance the existing ring routing

protocol discussed in [62] by considering rechargeable

sensors and incorporating energy harvesting technologies.

The proposed Energy Efficient Secure Ring Routing

(E2SR2) protocol employs Maximum Capacity Path

(MCP), a dynamic load balanced routing scheme for load

balancing and prolonging the networks lifetime. Further-

more, we use 2ACK scheme that serves as an efficient

mechanism for detecting the routing misbehaviour and

simultaneously enhance the security. Novelty of the pro-

posed work lies in the fact that rechargeable sensors and

energy harvesting technologies have not been incorporated

in the ring routing protocol to the best our knowledge.

Apart from this we also consider the enhancement of the

security. The major contribution of this paper is summa-

rized as follows.

Fig. 1 Sink mobility
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1. Security aspect of hierarchical routing protocol with

mobile sinks is addressed from a different angle. A

specialised attack model is constructed that is com-

prised of blackhole attack, grey-hole attack and

identity attack. The performance of existing data

dissemination protocols such as LBDD, rail road and

ring routing under the constructed attack model is

analysed.

2. A novel hierarchical protocol with mobile sink named

E2SR2 is proposed. It is targeted for large scale WSNs

with a mobile sink and numerous stationary nodes.

3. E2SR2 supports a virtual ring structure that facilitates

easy delivery of fresh sink positions to the ring. The

ring nodes are capable of switching their roles with the

regular nodes owing to such structure. This mitigates

the hotspot problem, one of the most serious issue

involving mobile sinks.

4. The proposed E2SR2 protocol considers rechargeable

sensors and incorporates energy harvesting technolo-

gies in ring routing, an existing data dissemination

protocol.

5. In order to prolong the networks lifetime and achieve

load balancing, E2SR2 employs Maximum Capacity

Path (MCP), a dynamic load balanced routing scheme.

6. E2SR2 use 2ACK scheme that serves as an efficient

mechanism for routing misbehaviour detection and

also mitigates the adverse effect of several prominent

attacks in WSNs.

The remainder of the paper is organised as follows. Sec-

tion 2 presents the literature review on various hierarchical

routing protocols that employs mobile sink. The existing

routing protocols including LBDD, rail road and ring

routing chosen for comparison with the developed E2SR2

protocol is elaborated in Sect. 3. Attack model under

consideration is elaborated in Sect. 4. Section 5 presents

the proposed E2SR2 protocol. Section 6 highlights the

experimental setup along with the considered simulation

parameter values. The obtained results are detailed and

elaborated in Sect. 7 followed by conclusion and open

future research challenges in the field of routing security in

WSNs in Sect. 8.

2 Related work

In recent years, several research works have addressed

numerous issues that indirectly or directly influence our

investigation. Few of the most relevant works among them

are highlighted in this section covering subjects related to

hierarchical mobile sink routing protocols, load balanced

routing and energy harvesting techniques in WSNs.

2.1 Hierarchical mobile sink routing protocols

Many routing techniques have been proposed in order to

overcome the problems of WSNs with mobile sinks.

Hierarchical mobile sink routing mitigates the load of

network wide sink position advertisement by establishment

of hierarchy among nodes thereby assigning varied roles to

various nodes. SNs present in the overlay forms the higher

tier whereas remaining nodes account for the low tier.

Initially the former obtains the position of the sink and then

later on the low tier nodes queries them. Therefore, for a

hierarchical approach to be successful, easily reachable

structure needs to be employed and countermeasures needs

to be proposed against hotspot problems. Another approach

is a non-hierarchical routing that employs mechanisms like

overhearing, flooding or exploiting geometric properties

for advertising the sinks position [25, 26]. The most

influential hierarchical routing protocols based on sink

mobility are reviewed in the section below.

Zhang et al. [27] proposed Two-Tier Data Dissemina-

tion (TTDD), a flooding-based approach, where every SNs

possessing the data forms a rectangular grid and makes

itself the crossing point of the grid. The employed grid

structure reduces the overall communication overhead that

might be caused due to the location updates. Kweon et al.

[28] proposed Grid-Based Energy-Efficient Routing

(GBEER) scheme in which the data requests and data

announcements are propagated in different manner. The

data announcements are propagated in horizontal direction

whereas the data requests are propagated along the shared

grid in vertical direction. Erman et al. [29] proposed a

honeycomb tessellation based virtual infrastructure, a

hexagonal grid structure that provides a shorter sink and

data advertisement routes in comparison to the rectangular

grids. Lin et al. [30] proposed Hierarchical Cluster-based

Data Dissemination (HCDD) protocol that used clustering

techniques instead of grid strategy for determining the

high-tier nodes. The higher-level structure is formed by the

cluster heads (CHs) that are responsible for accumulation

of the global information. Valois et al. [31] proposed a

Dynamic Directed Backbone (DDB) that consists of high-

tier structured backbone. It comprises of two types of

nodes, namely the gateway and the leader nodes. The sink

is connected to the backbone which is responsible for data

dissemination. In case the nodes in the backbone structure

switches its role with the normal nodes, there is relatively

less overhead as it requires only the immediate neighbours

to be informed. Li et al. [32] proposed Grid-based Directed

Diffusion method (GDD) in which small clusters are

formed on the basis of virtual grids set up in accordance

with the routing fidelity. The entire network is subdivided

into several virtual grids with the grid header leading the
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responsibility of broadcasting interest message. This

reduces the broadcast overhead resulting in decreased

energy consumption as well as delay. Xing et al. [33]

proposed Minimum Energy Rendezvous Planning (MERP)

protocol for data collection using mobile sink in an effi-

cient manner. It selects a set of nodes responsible for

buffering the source data and uploading them to the sink

using single-hop routing. Vecchio et al. [34] proposed

density-based data dissemination Protocol (DEEP) protocol

that reduces storage as well as the communication over-

head. It uses probabilistic flooding or random walk

approach for propagation of data packets from the source.

Kim et al. [35] proposed Virtual Line-based Data Dis-

semination (VLDD) for reliable data dissemination. VLDD

shows both type of mobility for data dissemination namely

the group mobility in which the mobile sink groups use

collective moving technique in order to change the group

region and individual mobility in which the sink moves

individually within the group region.

The above discussed routing protocols are compared in

terms of their merits and demerits in Table 1.

2.2 Load balanced and energy efficient routing

In order to conserve the battery power of nodes and balance

the overall energy consumption in a sensor network,

designing an energy efficient routing scheme is needed. Li

et al. [36] proposed Enhanced Dynamic Source Routing

(EDSR) that employs Route Maintenance based-on Energy

Threshold (RMET) and Route request Delay Transmit

(RRDT). RMET evenly distributes the energy consumption

among nodes and RRDT prevents the selection of low

residual energy nodes for the purpose of routing. On the

basis of residual battery capacity, EDSR achieves balanced

energy consumption thereby enhancing the networks life-

time. Collotta et al. [37] proposed dynamic load balancing

technique for industrial WSNs that counters the unbalanced

load caused due to fluctuating channel characteristics and

mobile nodes. LEACH [38] divides its operational time

into several rounds and the nodes are elected as CHs in

every round on the basis of a predefined criteria. In [39], Li

et al. proposed to regulate the time length for every round

in order to enhance the throughput and lifetime of the

network. The time length of every round is increased to

decrease the overhead in the set-up phase. However, this

increase in time length leads to increased energy con-

sumption of CHs thereby decreasing the networks lifetime.

Collotta et al. [40] proposed a distributed load balancing

scheme that distributes network load among all stations for

industrial IEEE 802.11 wireless networks. Li et al. [41]

proposed Blind Cooperative Communications (BCC) that

allows cooperation among nodes for achieving spatial

Table 1 Comparison of various routing protocols

Routing protocols Merits Demerits

TTDD [27] It divides the entire deployed area into grids

therefore enabling the queries to be resolved by the

grids. This reduces the communication overhead in

comparison to flooding-based approach

The performance of TTDD falls dramatically for

applications such as large-scale networks as it

increases the overheads involved in the

construction and maintenance of the grid overlay

GBEER [28] TTDD involves huge overhead in construction of

separate grid for each source node which is

eliminated by GBEER

SNs that reside on the grids in GBEER are more

prone to become hotspots

HexDD [29] It reduces the redundant data propagation by

preventing the propagation of such queries from

the sink to the entire grid

HexDD faces the problem of hotspots

HCDD [30] It does not involve construction and maintenance of

an infrastructure for every source node thereby

saves the communication overhead

This leads to decreased network lifetime

DDB [31] It incurs minimal overhead in case of change in the

backbone structure for avoiding hotspots

This introduces redundancy in the sink data queries

MERP [33] It achieves a trade-off between the data latency and

energy efficiency

It consumes more energy therefore nodes die out

early

DEEP [34] It does not rely on the location information of the

SNs. These make it suitable for real-world

applications

In case of larger networks, DEEP shows scalability

issues

VLDD [35] It shows decreased energy consumption as it reduces

the number of hops counts between the VLS and

the sink by proper selection of next-hop nodes

In case of increase in the radius size, the distance

between the VLS and the sink also slowly

increases thereby decreasing the packet delivery

ratio (PDR)
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diversity gains in a multi-hop wireless network. In [42] Li

et al. proposed to enhance the energy efficiency and system

capacity by jointly optimizing the serving range and posi-

tions of relay nodes in the cellular networks. Collotta et al.

[43] proposed dual fuzzy controller-based approach that

dynamically regulate the transmission power and sleeping

time to improve the power consumption of the network.

Collotta et al. [44] proposed Bluetooth Home Energy

Management Scheme (BluHEMS) that addresses the

impact of high-power loads during peak hours and standby

appliances on the power consumption charges. BluHEMS

efficiently reduces the peak load demand thereby reducing

the overall power consumption charges. In [45], Li et al.

proposed Cooperative Spectrum Sharing with Energy-save

(CSSE) to enhance the spectrum efficiency while main-

taining the communication QoS by cooperatively sharing

the spectrum. A two level Stackelberg game theory is

employed for transaction between multiple relaying sec-

ondary transmitters (STs) and the primary transmitters (PT)

where the STs are the followers and the PTs are the leaders.

Collotta et al. [46] proposed fuzzy-based data fusion

schemes for clustered WSNs to reduce the overall energy

consumption of the network.

2.3 Energy harvesting routing approaches

Recently, issues of unbalanced traffic distribution and

inadequate network resources in WSNs is efficiently being

solved by employing mobile sink. Thus, optimal data

gathering with mobile sinks has drawn huge research

interests. For rechargeable WSNs, data gathering problem

needs to be designed in distributed and online manner.

Hence most data gathering techniques designed for battery

powered WSNs with mobile sink is not feasible for

rechargeable WSNs with mobile sink [47–49]. Chen et al.

[50] considered the problem of network utility maximiza-

tion and developed a low complexity routing and energy

allocation scheme. Guo et al. [51] proposed a distributed

algorithm to fine-tune routing, link scheduling and data

rates on the basis of current energy replenishing state of

nodes. In [52], Zhao et al. proposed a framework to jointly

optimize data gathering and mobile energy replenishment.

Andrea et al. [53] proposed a global power management

scheme based on a joint transmission power control and

duty-cycle optimization for energy harvesting WSN. In

[54], authors proposed piezoelectric nanogenerator based

energy harvesting technology to supply power to

nanosensors that cannot be charged using conventional

energy harvesters. Ting et al. [55] considered both energy

efficient sensing as well as routing in unreliable energy

harvesting WSNs. In [56], authors proposed energy aware

opportunistic routing scheme for large scale WSNs. In [57],

authors proposed to use receiver-initiated communication

capable of regulating the active and sleep periods by

introducing an energy threshold policy. This resulted in

decreased duty-cycle and balanced energy harvesting

ability and energy consumption by each node in the net-

work. Several works related to data gathering optimization

considered uncontrolled harvested energy. Ren et al.

[58, 59] proposed an online distributed solution as well as

an offline algorithm for maximizing data collection using

single hop data transmission for rechargeable sensor net-

works employing mobile sink. However, this results in

limited network performance due to use of one-hop data

transmission. Thus, the proposed E2SR2 considers the

problem of data collection with multi-hop data transmis-

sion for improvement in data gathering performance.

3 Existing data dissemination protocol

In this section we explore three existing area-based data

dissemination routing protocols that employs mobile sink.

LBDD [60], Railroad [61] and Ring routing [62] are the

data dissemination techniques that are chosen for the

comparative analysis with the proposed protocol. These

protocols are the most efficient as compared to the above

discussed protocols since they alleviate the problems of

hotspots by utilizing its huge areas and distributing the load

over various nodes. Considering the advantages of these

protocols, they are the right candidate for performance

comparison with the proposed E2SR2. These protocols are

explored in the section below.

3.1 LBDD

The entire sensor field is divided into two portions with the

help of virtual vertical line of width w. The line is again

split into equal sized groups of size g. The scalability issue

and the hotspot problem are the two problems that are

addressed by these parameters. In order to ease the access

for all the nodes, the line is placed at the central portion of

the field. The nodes are categorized into two types. The in-

line nodes that lie within the boundary of the wide line and

the remaining nodes are ordinary nodes. The wide line

serves as a rendezvous region for lookup as well as data

storage. The LBDD protocol works under several

assumptions. Firstly, every node is aware of its geographic

location or the network boundaries. Secondly, GPS or any

other virtual coordinate system are used for finding the SNs

position. LBDD operates basically in two steps. First is the

data dissemination step in which data generated from any

general SN is transmitted to the closest inline node. Second

is the data collection step in which the sinks query the line

for retrieving any specific data. It uses two different data
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storage schemes in order to ease the data lookup process.

Under high traffic loads, there is an abrupt increase in

congestion therefore there is a need of fine-tuning the value

of g and w in the first step. The second step involves group

leader election and periodic replication.

Why LBDD? It lowers the data dissemination cost due

to existence of huge virtual infrastructure that facilitates the

distribution of communication load amongst the nodes

placed in the rendezvous area. In order to mitigate the

hotspot problem, the line needs to be wide enough. A wider

line leads to increased energy consumption due to flooding

in large networks. Due to these reasons LBDD is a strong

candidate for comparison with the proposed E2SR2 proto-

col [60].

3.2 Railroad

Railroad exploits the networks geographical shape and

constructs a single rail in the network placed at a conve-

nient position making it easy for every node to access the

rail. Railroad using this rail, implements an energy-effi-

cient and scalable data dissemination protocol considering

dynamic conditions having several mobile observers and

targets. A globally unique virtual infrastructure called rail

consists of rail nodes. Whenever an event is generated by

the source, the corresponding metadata is sent to the closest

located station and every node in the station are called

platform nodes. The four phases involved in railroad are

rail construction, event notification, querying and data

delivery phase. These phases are described in the section

below. The process of rail construction is carried out only

during the network setup phase. This can be done by

adopting a central server but this solution is not feasible for

large WSNs because of scalability issue. Therefore, a

completely distributed construction algorithm is required

where every node is aware of its distance from the centre as

well as the nearest boundary node distance. Whenever an

event is detected by nodes, it stores the sensed data and

informs the rail via notification message including the

metadata such as event summary and its location. Infor-

mation is retrieved by the sink by sending queries. Once

the query notification message is received, the source needs

to send relevant data message towards the sink [61].

Hot spot complexity In few data centric storages,

majority of messages converge towards a few home nodes.

Therefore, in order to prevent the home nodes from getting

exhausted, several replicas of the home nodes are prepared.

This replica technique reduces the huge burden on the

home nodes however the replication cost as well as the

total energy consumption is always an added overhead. In

railroad, every event summaries and queries are sent to the

rail and a wide rail is designed to enhance the lifetime of

the network. This prevents very few rail nodes to fall

victim to the hot spot problem. The complexity of the

hotspot messages of railroad ðHRailÞ can be estimated as

[61].

HRail ¼
S

NR

�
rpcNST þ upqNRT

� �
� Req

þ upqNRT þ rpc þ rpq
� �

� S
� ð1Þ

where NST , NRT , and NR represents the total number of

platform nodes at any station, number of nodes in which

query faces single tour and the number of rail nodes

respectively. Req denotes the energy requirement for

receiving one-bit data while S represents the energy

requirement for transmitting one-bit data. r represents the

number of events and u represents the number of queries

for every event. pc, pd and pq represents the number of

control messages, data reply messages and query messages

respectively. In case of data centric storage, the complexity

of the hot spot message of the home nodes ðHDataCentricÞ can
be estimated as [61].

HDataCentric ¼ rpd þ
1

c
upq

� �
� Reqþ 1

c
rpd

� �
� S ð2Þ

where c represents the total number of nodes including the

home nodes in a replica set. Number of replicas is equal to

ðc� 1Þ in a home node. If c is equal to 1, then it can be

inferred that there are no replicas and only one single home

node exists.

Why railroad? Railroad is chosen for comparison with

our proposed protocol because of its strength in terms of

extending networks lifetime as well as reducing the energy

consumption. Also, railroad overcomes the issues of hot

spot and thereby prevents the rail from forming a

bottleneck.

3.3 Ring routing

Ring routing divides the SNs into three categories namely

anchor nodes, ring nodes and the regular nodes. It works

on the following basics: (1) sink position is advertised to

the ring (2) sink position is obtained by regular nodes from

the ring (3) nodes that disseminate their data with the help

of anchor nodes serves as an intermediate link connecting

sink and the network [63, 64]. The coordinates of the centre

point of the network needs to be known by all SNs and is

encapsulated by the ring structure at all times. Various

phases of ring routing protocol is described in the section

below.
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3.3.1 Ring construction

Once the WSN is deployed, the ring construction mecha-

nism initiates. Firstly, the initial ring radius is specified.

Greedy approach is used for selecting the ring nodes and to

complete the closed loop. If the closed loop is not formed,

the ring node selection is repeated with a different set of

neighbours. If still the ring cannot be formed, then the

value of the ring radius is changed. The initial process of

ring construction is energy efficient and straight-forward

therefore does not require any centralized decision entity.

3.3.2 Sink position advertisement

Once there is change in the position of the sink, it selects a

different set of anchor nodes (ANs) that are primarily

responsible for managing the communication between the

normal nodes and the sink. Initially the closest node that

possess highest SNR value is chosen by the sink and then

the sink broadcasts the selection packet. The sink selects

new ANs before leaving the communication range of the

previous AN and informs the previous AN about the MAC

address and the position of the new AN. Old AN has the

information about the location of the new AN, therefore, it

relays any data towards to the new AN whereas, the new

AN directly relays data towards the sink. This process is

‘‘follow-up mechanism’’. Once the source node receives the

location information of the current AN, it sends the data to

the sink via geographic forwarding thereby completing the

process of data dissemination. During this phase, location

information and the MAC address of the newly selected

ANs is delivered to the ring. The new AN sends ANPI

packet towards the centre of the ring. The ring node upon

receiving these packets share this information to its anti-

clockwise and clock-wise ring neighbours. This enables all

the ring nodes to be aware of MAC address and the posi-

tion of the new AN, thereby completing the sink position

advertisement to the entire ring.

3.3.3 Determining the position of the sink from the ring
and data dissemination

Any node possessing data, needs to obtain the location of

ANs before transmitting its data towards the sink. Ring

stores the fresh location of these ANs which can be

retrieved using the ANPI packets. Source nodes send

ANPIREQ packet to the ring. The ring nodes upon

receiving the ANPIREQ, transmits them towards the

source which contains the current position of the ANs. A

node gets the position of ANs, once it receives ANPIREP

to its ANPIREQ. In case the data is received by the old AN

which has already changed its role, the follow-up

mechanism is initiated and the data is disseminated to the

new AN [62].

3.3.4 Ring change

Ring nodes need to handle more traffic and therefore must

switch roles with the normal nodes periodically. This

switching of roles could be done periodically or could be

triggered by the battery threshold. Every ring is indepen-

dent in switching roles with the normal nodes. During the

ring change process, two property needs to be preserved

namely network centre encapsulation property and the

closed loop property. In order to preserve these, a geo-

metric check needs to be done after the ring candidates’

election. The ring node informs their new role to the ring

candidates by broadcasting ring change packets [62].

4 Attack model

WSNs is susceptible to several types of attacks. These can

be categorized into internal and external attack. Attackers

in external attack does not have control over the nodes and

they eavesdrop on the information or inject data in order to

disrupt the normal network operation. Attackers in internal

attack captures the node and therefore can launch wide

range of attacks. In this work, we consider the attack model

that comprise of blackhole attack, grey-hole attack and

identity attack. The effect of these attacks on the perfor-

mance of various routing protocols are evaluated later in

the paper. The considered attack model is elaborated

below.

4.1 Blackhole attack

It is a type of denial of service attack where a malicious

node advertise itself as the most optimal path to the des-

tination. With the propagation of this message, increased

amount of traffic gets directed towards this malicious node.

A typical blackhole attack involves two routing packets:

Route Reply (RREP packets) and Route Request (RREQ

packets). The broadcasted RREQ packets holds the desti-

nation address of all network nodes. Upon receiving such

packets, nodes respond directly to the original sender using

RREP. The attackers upon receiving RREQ, replies

immediately to the source node with RREP claiming to

possess the most optimal route to the destination. Fur-

thermore, the source node also receives the blackholes

RREP before the original correct RREP packets. Therefore,

source sends data packets by selecting the first RREP

packet and discards the subsequently received RREP

packets. This leads to packet dropping thereby degrading
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the overall networks performance [65, 66]. Table 2 pre-

sents the attack model of blackhole attack.

4.2 Grey-hole attack

It is an advanced version of blackhole attack that fools the

monitoring system and the source by employing partial

data forwarding. The adversary in such attack participates

in the route discovery phase and updates the routing table.

This attack makes a distant situated source node to consider

the attacker to be its next hop neighbour. The malicious

node captures all the incoming packets and drops them on a

random basis. This mechanism makes the attack detection

difficult, as sometimes random packets may also be drop-

ped by normal nodes due to network overhead or conges-

tion. Typically, it can be implemented in two phases: In the

initial phase, vulnerabilities associated with the routing

protocols are exploited in order to update the source rout-

ing table. This phase diverts the data route towards the

attacker rather than normal route. In the second phase,

interrupted packets are dropped in some probability by the

attacker [67, 68]. Table 3 presents the attack model of grey

hole attack.

4.3 Identity attack

This attack facilitates a malicious user in the network to

hijack application requests. In identity attack, malicious

nodes forge many identities in order to trick the network.

These obtain several identities and behave like independent

nodes in the network. Due to multiple identities, adversary

can defeat the routing mechanisms that use disjoint paths.

One node can participate only once in activities such as

polling and reputation calculation but the fraud node can

participate for several number of times thereby can win the

voting. Whenever a legal node distributes a certain task

among other network nodes, the adversary node executes

the assigned task alone utilizing multiple identities and

delays the result. The network performance is significantly

reduced by defeating fault-tolerant and group-based voting

schemes such as distributed storage, redundancy mecha-

nism and multipath routing [69, 70]. Table 4 presents the

attack model of identity attack.

Table 2 Attack model of blackhole attack

1. Initialisation

2. SN ? Sensor Node

3. N ? Network size

4. BS ? Base station

5. CH ? Cluster Head

6. x ? integer such that [0\ x\ (N - 1)]

7. BEGIN

8. V SNi, 0\ i B N, Compute random rSN and T (SNi),

9. if (rSN \T (SNi)) then

10. SNi = Cluster Head

11. else

12. SNi = Cluster Member

13. end

14. V CHj, j [ Cluster heads list

15. CHj broadcasts (ADV_CH) advertisement messages

16. Few cluster members(x) join CHj

17. CHj generates TDMA schedule

18. Cluster members send packets within the TDMA time slot to

CHj

19. if CHj = malicious node then

20. Drop all the packets

21. else

22. Aggregated data is sent to BS

23. END

Table 3 Attack model of grey-hole attack

1. Initialisation

2. N ? Network size

3. CH ? Cluster Head

4. BS ? Base station

5. N ? Sensor Node

6. x ? integer such that [0\ x\ (N - 1)]

7. BEGIN

8. V SNi, 0\ i\N, Compute random rSN and T (SNi),

9. if (rSN \T (SNi)) then

10. SNi = Cluster Head

11. else

12. SNi = Cluster Member

13. end

14. V CHj, j [ Cluster heads list

15. CHj broadcasts (ADV_CH) advertisement messages

16. Few cluster members(x) join CHj

17. CHj generates TDMA schedule

18. Cluster members send packets within the TDMA time slot to

CHj

19. if CHj = malicious node

20. Drop selected packets randomly

21. else

22. Aggregated data is sent to BS

23. END
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5 Proposed model

In this paper, a novel E2SR2 protocol for WSNs with

rechargeable sensors and mobile sink is proposed. SNs in

mobile sink hierarchical routing protocols needs to transmit

the sensed data to the mobile sink for further processing

consuming some extra energy in the process. Battery

powered SNs are not suitable for long-term applications

therefore sensors needs to be powered with energy har-

vesting technologies thereby enabling perpetual operations.

In this work, we enhance the existing ring routing protocol

[62] by incorporating our proposed energy consumption

and data transmission model that considers rechargeable

and energy harvesting sensors [71]. The proposed E2SR2

uses MCP that allows to alter the routing path after every

round on the basis of the residual energy of the nodes in the

routing path thereby resulting in balanced load for all SNs

and enhancing the networks lifetime [72, 73]. In presence

of the above presented attack model, there is a significant

decrease in the performance of existing data dissemination

protocols. Therefore, in order to enhance the security of the

proposed protocol, 2ACK scheme is used [66, 74]. 2ACK

is a network layer approach for detecting and mitigating the

effects of misbehaving links and is implemented as an add-

on to the ring routing protocol. These enhancement mod-

ules are detailed in the section below.

Assumptions Several Ideal Constraints (ICs) are utilized

in order to simplify the experimental calculations. These

ICs are listed below.

IC1 All SNs have knowledge of their own position. This

information about the position of the nodes according to

deployment area is based on local or global geographic

coordinate system.

IC2 All SNs must have knowledge of their neighbour.

This can be obtained using neighbour discovery protocol

for enabling the greedy geographic routing.

IC3 The coordinates of the network centre must be

known by every SNs and must be encapsulated by a ring

structure at all times. This allows easy access to ring by

the sink as well as the regular nodes.

IC4 Event generation probability over the network can

be random or uniform.

IC5 SNs can alter its transmission range by varying the

data transmission path and also their transmission power.

The following Table 5 lists the abbreviations used in

this paper.

5.1 Optimal data gathering and recharging
module

E2SR2 considers energy harvesting sensors as the battery

powered sensors are not suitable for long-term applica-

tions. We consider Rechargeable Sensor Nodes (RSNs)

consisting of N rechargeable sensors and a mobile sink

deployed in the sensing area. Due to limited analysis and

data pre-processing ability of sensors, these transmit the

sensed data directly or in multi-hop fashion to the mobile

sink. Every sensor consumes constant energy, Es
i , in sens-

ing its environment periodically. The total amount of data

that one sensor sends indicates the monitoring performance

of the network therefore better monitoring performance is

indicated by increased data reporting. The proposed energy

consumption model and the data transmission model of

E2SR2 is detailed in the section below.

5.1.1 Energy consumption model

Sink movement is assumed to be along a predefined

straight path in order to collect the sensed data periodically

from all sensors. We consider rechargeable sensors that are

powered by rechargeable batteries and solar cell. Gener-

ally, the solar energy harvesting cycle is of one day. In this

work, we consider one day as any single period. Let Kth

period denoted as K be divided into T slots. Let tth slot be

Table 4 Attack model of identity attack

1. Initialisation

2. N ? Network size

3. CH ? Cluster Head

4. BS ? Base station

5. SN ? Sensor Node

6. x ? integer such that [0\ x\ (N - 1)]

7. BEGIN

8. V SNi, 0\ i\N, Compute random rSN and T (SNi),

9. if (rSN \T (SNi)) then

10. SNi = Cluster Head

11. else

12. SNi = Cluster Member

13. end

14. V CHj, j e Cluster heads list

15. CHj broadcasts (ADV_CH) advertisement messages

16. Few cluster members (x) join CHj

17. if CHj = malicious node then

18. CHj performs attack using a TDMA schedule and provides

all nodes with the same time slot for sending data

19. else

20. CHj generates normal TDMA schedule

21. end

22. Few Cluster members send packets to CHj within the TDMA

time slot

23. Aggregated data is sent to BS by CHj

24. END
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denoted as t such that t ¼ 1; 2; 3; 4; . . .T . Denoting battery

capacity of the ith sensor node by Bi, its capacity which is

assumed to be large enough so as to store all the harvested

energy can satisfy the condition

B
capacity
i �Binitial

i þ
PT

t¼1
qiðtÞ ð3Þ

The energy content of the battery at time slot (t ? 1) for

sensor i can be estimated as Biðt þ 1Þ.
Biðt þ 1Þ ¼ BiðtÞ þ qiðtÞ � PiðtÞ ð4Þ

Energy consumed in transmission of one-unit data from

sensor i to sensor j located at one hop distance at time slot t

can be estimated as

Ethreshold
ij ðtÞ ¼ bþ l dijðtÞ

� �a ð5Þ

where a represents the path loss exponent (for free space

radio communication value of a varies such that 2� a� 4),

b represents distance-independent term and l represents

distance-dependent term. The euclidian distance between

the next hop j and sensor i is represented by dijðtÞ. Equa-
tion 5 proves Ethreshold

ij ðtÞ to be an increasing function of

dijðtÞ. It is assumed that the energy consumed during

transmission of data is constant in one period [75]. Also, in

order to successfully transmit one-unit data to sensor j

located at next hop directly, sensor i must satisfy

Etransmission
ij �Ethreshold

ij ðtÞ. Since the Euclidean distance

between the two sensors i and k are fixed, the threshold for

the energy consumed during transmission, Ethreshold
ik , is

constant and can be estimated as

Ethreshold
ik ¼ bþ l dikðtÞð Þa ð6Þ

Because of sink movement, the Euclidean distance between

the sink s and the sensor i, (disðtÞ), changes with slot t.

Therefore, the threshold for the energy consumption during

transmission also varies for varied time slots and can be

estimated as

Ethreshold
is ðtÞ ¼ bþ l disðtÞð Þa ð7Þ

Let ti represent the earliest time slot after which the sensor i

is capable of transmitting data to the sink and ti represent

the latest time slot after which sensor i is no longer capable

of transmitting data to the sink.

Theorem 1 For a given value of energy consumed during

transmission Etransmission
is , in one slot, sensor i is capable of

successfully transmitting data to sink s, only during slot t0

where t0 2 ti; ti
� �

.

Proof Using Eq. 7, the maximum Euclidean distance

between the sensor i and the sink node s can be estimated

as

dmaxis ¼
Etransmission
is � b

l

� 	1
a

ð8Þ

Consider, sensor i to be the centre and dmaxis to be the radius

of the circle. There are only two crossover points found

between the straight road and the circle as shown in Fig. 2.

Cross over points of the corresponding slots are denoted by

ti and ti. There exist three possible cases for the values of ti

and ti:

• Case 1: If dmaxis \hi then ti ¼ ti ¼ H
• Case 2: If dmaxis ¼ hi then ti ¼ ti

• Case 3: If dmaxis [ hi then ti\ti

Table 5 List of abbreviations

Abbreviations or

notations

Meaning or description

Binitial
i

Initial energy content of the sensor node i

B
capacity
i

Battery capacity of the sensor node i

qiðtÞ Energy harvested or collected at time slot t by

sensor i

PiðtÞ Energy consumed at time slot t by sensor i

BiðtÞ Energy content of the sensor i at time slot t

Etransmission
ij

Energy consumed by sensor i in directly

transmitting data to its one hop neighbour j

Ethreshold
ij ðtÞ Threshold for the energy consumed by sensor

node i in directly transmitting data to its one

hop neighbour j at time slot t

Etransmission
is

Energy consumed by sensor i in successfully

transmitting data to the sink s

dikðtÞ Euclidean distance between the two sensors

i and k

a The path loss exponent

b Distance-independent term

l Distance-dependent term

N Number of nodes

Ndensity Density of nodes

NTC Number of nodes lying within the transmission

circle

R Transmission range of nodes

H Average hop counts between the source and the

destination

L The average progress in every hop

pr The probability of routes having a minimum of

one misbehaving node

pm Probability of the routers to misbehave

FðrÞ The probability that all the NTc nodes resides

within the distance r from the centre

f ðrÞ Progress probability density function
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where hi represents the vertical distance between the

straight road and the sensor i and H represents the null set.

Therefore, sensor i is capable of sending data directly to the

mobile sink s only if dmaxis � hi.

Assume yðtÞ to be an increasing function of t. Let

yðtÞ; 0ð Þ represent the mobile sink position at slot t and

yi; hið Þ represent the sensor position. Here yi is constant and
its value ranges between yð1Þ and yT such that

yð1Þ\yi\yT . The euclidian distance between the sensor i

and the sink s can be estimated as

disðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yðtÞ � yið Þ2þ 0� hið Þ2

q
ð9Þ

Equation 9 shows two inferences listed as follows.

• Inference 1 disðtÞ is a descending function of t if

yð1Þ� yi and

• Inference 2 disðtÞ is a ascending function of t if yi� yT .

Therefore, disðt0Þ[ dmaxis if t0 ti or t
0� �
ti and disðt0Þ � dmaxis if

t0 2 ti; ti
� �

. At any time slot t0, data transmission to the

mobile sink for any sensor is possible only if the Euclidean

distance disðt0Þ, satisfies disðt0Þ � dmaxis that is only possible

if t0 2 ti; ti
� �

.

Let his Etr
is

� �
represent the upper bound on the number of

slots possible between ti and ti. Therefore, we have

his Etr
is

� �
¼ ti � ti

� �
þ 1

� �
ð10Þ

Relationship between dmaxis and his Etr
is

� �
can be obtained

using Fig. 2. From Fig. 2, using Pythagoras theorem, we

have

his Etr
is

� �
� v ¼ 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dmaxisð Þ2� hið Þ2

q
ð11Þ

Equation 11 can be rewritten as

his Etr
is

� �
¼

2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dmaxisð Þ2� hið Þ2

q

v

2

4

3

5 ð12Þ

The underlying MAC layer using TDMA eliminates the

existence of any kind of signal interference. This work

considers only the energy consumption for receiving,

transmitting and sensing as these activities accounts for the

maximum energy usage [48, 76].

5.1.2 Data transmission model

Sometimes the nodes may be located far from the straight

path in such scenarios, significant energy may get wasted in

direct data transmission to the mobile sink. In E2SR2, nodes

located closer to the straight path, act as relay nodes and

forward the sensed data thereby improving the overall

networks performance. For network topology establish-

ment, consider the vertical distance hi and hk. Let dik
represent the Euclidean distance between the sensor i and

k, whereas hi hkð Þ represent the distance between the

straight path and sensor i.

if ðhi [ hk and hi [ dikÞ
k 2 OðiÞ

else

k! 2 OðiÞ

where k 2 OðiÞ is the logical link that is established for

transmission of data via sensor k serving as next-hop to

forward data from sensor i to mobile sink s. The total

energy consumed by any sensor i at a given slot t cannot

exceed the sum of energy that sensor i has collected at time

slot t and the reserved energy of the battery. Therefore, in

any time slot t0, the total energy consumed by the sensor

i must always be less than the aggregated value of collected

and the initial energy [71, 77].

5.2 Energy efficient load balancing module
(MCP)

In this work, the WSN and residual energy of the SNs is

modelled using a capacity graph G ¼ ðV ;EÞ, where set E

represent all the direct communications possible between

the nodes and set V represent set of all SNs. Let, r repre-

sents the residual energy of each sensor, r : V ! Rþ. s
represents the sink as it possesses infinite energy or is

assumed to be equipped with extremely huge capacity

battery in comparison to that of the SNs. The values

associated with different nodes represent the current

Fig. 2 Optimal data gathering and rechargeable module
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residual energy of that particular node [73]. This module

consists of three phases detailed in the section below.

Phase 1 A layered network, N is obtained after layering

the graph G: let, Lv denote the shortest distance path length

between v (any sensor node, v 2 V) and sink node s. In

Fig. 3(a), the shortest distance path length to node s from

node 7 and node 8 is equal (L7 ¼ L8 ¼ 4). This layered

network can thus be obtained from the graph G by elimi-

nation of edges ðu; vÞ 2 Es:t:Lu ¼ Lv. The layered network

can be obtained as follows. Initially, the sink s sets its

Ls ¼ 0 and all the other nodes sets its Lu  N1 such that

ðN1 [NÞ. Sink broadcasts poll messages (with Ls as hop

count values) to neighbours periodically. Node u upon

receiving such poll messages from node v, extracts the

value of L (hop count value) and conduct the following

comparisons.

1. If L[ Lu � 1, node u does no action.

2. If L ¼ Lu � 1, in-bound link is established from u to v.

3. If L\Lu � 1, Priority to be given to source nodes and

simultaneously avoid sending data to other nodes, in-

bound link is established from u to v, node u sets Lu ¼
Lþ 1 and poll message is broadcasted again to the

neighbours with a new hop count value, Lu.

As shown in Fig. 3(a), L7 ¼ L8 ¼ 4 and L1 ¼ L2 ¼ 1,

edges ðh; gÞ and ða; bÞ is eliminated from G. Now the

obtained layered network, N, is a directed graph obtained

from G such that the directed edge ðu; vÞ from node u to v

follows Lu � Lv ¼ 1 for all the remaining edges after

elimination of ðu; vÞ 2 V . The resulting network obtained

from G in Fig. 3(a) is shown by Fig. 3(b).

Phase 2 The maximum capacity path is determined for

every sensor node: Assume Pus to be the path from node u

to mobile sink s and c Pusð Þ be the minimum residual

energy in path Pus such that Pus ¼ u; u1; . . .ul; s and

cðPusÞ ¼ minfr uð Þ; r u1ð Þ; . . .rðulÞg. P�us is the maximum

capacity path from sensor u to s amongst every possible

path and this forms the message routing path. Fig-

ure 3(c) shows the maximum capacity path that is obtained

from the layered graph of Fig. 3(b).

Phase 3 Routing is performed and finally the residual

energy of the nodes is updated. Now if the sensor u has sensed

somedataor detected any abnormal event, it reports to the sink

s by relaying data packets via maximum capacity path. After

the message is successfully relayed to the sink, the residual

energy level of every node that comes in the path is updated.

In our proposed E2SR2, the above three phases are

repeated again and again for every transmission round until

any one of the nodes dies or drains all its energy out.

5.2.1 Time complexity analysis

The two major steps of MCP is the construction of layered

network and the determination of maximum capacity paths.

During the construction of layered network, the determi-

nation of shortest path from node u to sink s takes Oðn2Þ
operations. The determination of maximum capacity paths

involves OðnÞ operations. Therefore, the overall time

complexity of MCP is Oðn2Þ þ OðnÞð Þ ¼ Oðn2Þ. The fol-

lowing Table 6 presents the pseudocode of MCP Scheme.

5.3 ACK scheme

Why 2ACK? 2ACK is a network layer approach for

detecting and mitigating the adverse effects of misbehaving

Fig. 3 Energy efficient load balancing module
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links. Several protocols such as TCP use end-to-end

acknowledgement policy (ACK) for detecting malicious

nodes or routing misbehaviour [78]. The out of order

packets are acknowledged using selective acknowledge-

ment (SACK) policy. 2ACK scheme is capable of detecting

the malicious nodes that refuse to forward data packets

even after agreeing to do so whereas the SACK and ACK

measures the usefulness of the current route in order to take

appropriate action [79, 80]. Also, the 2ACK does not rely

on end-to end acknowledgement and efficiently handles as

well as mitigates the misbehaving nodes impact. In this

scheme, an event is passed to the reputation system (RS)

and based on the frequency of the event, RS decides the

rating of suspicious node [81]. If this rating becomes

intolerable, the path manager takes control and controls the

routing cache accordingly. The trust manager sends

warning messages to other nodes using alarm messages.

Also, the receiving node sends acknowledgement only for a

small fraction of received packets therefore the employed

2ACK scheme leads to reduced routing overhead.

In this paper, 2ACK is implemented as an add-on to the

existing ring routing protocol. Suppose the three consecu-

tive nodes N1;N2;N3 lie along a route in the form of a

triplet. In general, N1 sends packet to N2 which forwards it

to N3. Even in absence of misbehaving nodes, there exists

an ambiguity in N1 as it has no knowledge about the suc-

cessful reception of packet by N3. The presence of mis-

behaving nodes deteriorates such problem even further in

WSNs. In 2ACK scheme, an explicit acknowledgement is

sent to N1 by N3 in the direction opposite to the routing

path in order to notify the successful reception of packets.

In ½N1 ! N2 ! N3�triplet, the node that serves as the

receiver of the 2ACK packets is observing node (N1) and

N3 serves as 2ACK packet sender as shown in Fig. 4. The

observing nodes maintains a data structure corresponding

to N2 ! N3½ � and increments the countervalue for the for-

warded data packets (Cpkts) simultaneously. At N1 every

node stays on the list for s s where s represents the 2ACK

reception timeout. If the 2ACK packet arrives before the

timeout, ID is removed from the list and the counter value

Cmis is incremented. Node N1 observes the links behaviour

for a specified time period, Tobs and then calculates the

ratio, Rmis, where Rmis ¼ Cmis

Cpkts

h i
. If Rmis [ threshold, the

link is labelled as malicious or suspicious and N1 broad-

casts misbehaviour report. All the nodes that receive such

report labels the link as suspicious and avoids using them

during its own data transfer [82, 83]. Table 7 presents the

Pseudocode of 2ACK scheme.

Assume h to be the average hop count in a route, then

there exists ðh� 1Þ routers in the path. If the probability of

these routers to misbehave is denoted by pm, then the

probability of routes having a minimum of one malicious

node can be estimated as

pr ¼ 1� 1� pmð Þh�1 ð13Þ

Table 6 Pseudocode of MCP Scheme

Maximum Capacity Path Algorithm (MCP)

Input

V ? Sensor nodes

E ? Edges

C ? Capacity of nodes

r ? Residual energy of nodes

Output

Maximum Capacity Path

1. Initialisation:

2. N ? Number of nodes

3. cðPusÞ ? minimum residual energy

4. P�us ? The maximum capacity path from sensor u to s

5. BEGIN

6. s i /*select s randomly, i 2 N */

7. Set ls  0

8. Set lu  N1 /* ðN1 [NÞ*/
9. while true do

10. Broadcast polling message

11. if polling message is received then

12. Extract lv from polling message

13. end

14. if ðlv [ lu � 1Þ then
15. Node u does nothing

16. end

17. if lv ¼ lu � 1ð Þ then
18. Node u builds in-bound link to node v u! vð Þ
19. end

20. if ðlv\lu � 1Þ then
21. Priority to be given to source nodes and simultaneously

avoid sending data to other nodes

22. Node u builds in-bound link to node v u! vð Þ
23. Set lu ¼ lv þ 1

24. Rebroadcast polling message with hop count value lu

25. end

26. end

27. Obtain layered network N suchthatLu � Lv ¼ 1 for all the

remaining edges

28. Allocate the edge capacity r : V ! Rþ

29. Perform binary search to find maximum values cðPusÞ of
the minimum residual energy fraction for which there is a

path P from u to s.

30. Return P�us

31. Change the weight of every remaining edge ðu; vÞ
32. END
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For estimating the value of pr, h ¼ d
l

� �
, where d is the

distance between source and destination and l is the aver-

age progress in every hop.

Theorem 2 Considering a transmission circle, the prob-

ability that all the NTc nodes resides within the distance r

from the centre can be calculated as

FðrÞ ¼ r2NTc

R2NTc

Proof Consider a network area of size ½X � Y�, then the

node density, Ndensity, can be estimated as

Ndensity ¼
N

X � Y
ð14Þ

Therefore, the number of nodes lying within the trans-

mission circle of radius ‘r’ can be calculated as

NTc ¼ Ndensity � pr2 ð15Þ

Using Eqs. 14 and 15, we have

NTc ¼
N

X � Y
� pr2 ð16Þ

The probability that all the NTc nodes resides within the

distance r from the centre can be estimated as FðrÞ.
Therefore,

FðrÞ ¼ p All NTc resides within radius rð Þ

¼ pð1 node resides within radius rÞ½ �NTc

¼ pr2

pR2

� �NTc

FðrÞ ¼ r2NTc

R2NTc

ð17Þ

Theorem 3 If the average distance between the source

and destination is estimated as d 	
ffiffiffiffiffiffiffiffiffiffi
X2þY2
p

2
, then the

expected hop counts between the source and the destina-

tion can be estimated as

h 	 2NTc þ 1ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2
p

4NTcR

Proof The progress probability density function, f rð Þ, can
be estimated as

f ðrÞ ¼ o

ox
FðrÞ ¼ 2NTc � r2NTc�1

R2NTc

ð18Þ

Therefore, the average progress can be calculated by esti-

mating the value of r w.r.t. f ðrÞ as given below.

l ¼ r
R

0

rf ðrÞdr ¼ 2NTc � R
2NTc þ 1

ð19Þ

Thus, the expected hop counts between the source and the

destination can be estimated as

h 	 d

l
	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2
p

2l
ð20Þ

Hence, using Eqs. 19 and 20, we have

h 	 2NTc þ 1ð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2
p

4NTcR
ð21Þ

Theorem 4 If the probability of the routers to misbehave

is pm then the probability of routes having a minimum of

one misbehaving node can be estimated as

pr ¼ 1� 1� pmð Þ
2NTcþ1ð Þ�

ffiffiffiffiffiffiffiffi
X2þY2
p

4NTcR

h i
�1

" #

Proof Based on Eq. 19, when NTc ¼ 0, there is no pro-

gress and l ¼ 0. When NTc ¼ 1, the progress is till the

location of the only node from the centre therefore, l ¼ 2
3
R.

If the value of NTc becomes large, then the progress

approaches R. Assuming the average progress in one hop to

be free from the average progress made in any of the earlier

hops, the probability of routes having a minimum of one

misbehaving node can be calculated using Eq. 13. In

Eq. 13, putting the value of h from the Eq. 21, the proba-

bility of routes having a minimum of one misbehaving

node can be estimated as

pr ¼ 1� 1� pmð Þ
2NTcþ1ð Þ�

ffiffiffiffiffiffiffiffi
X2þY2
p

4NTcR

h i
�1

" #

ð22Þ

6 Experimental setup and simulation
parameters

In this section, numerical experiments are conducted for

verifying the performance of the proposed E2SR2 in com-

parison to existing data dissemination protocols. For

Fig. 4 2ACK scheme
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performance evaluation of the proposed E2SR2, extensive

simulations are conducted using NS2, a network simulation

platform. Here we considered a topology of 100–120 nodes

deployed randomly in a rectangular WSN region of

1350� 1100 m2. We considered flat grid topology pow-

ered by omni antenna and two ray ground propagation

model. Ad hoc routing strategy is considered with 802.11

MAC support. In order to prove the efficiency of the

developed routing protocol in terms of security, a spe-

cialized attack model is developed. The performance of the

considered existing as well as proposed data dissemination

protocols is measured in presence of the considered attack

model. Tests are conducted using plane coordinates con-

sisting of mobile as well as static nodes. One single sink

node roam in the entire network consistently and in order to

support the claim of our research, the performance of these

routing protocols is measured in terms of varying sink

speeds. Table 8 presents the details of the simulation

parameters considered.

7 Results and discussions

7.1 Energy

Energy is the premiere resource in WSNs as SNs are

energy constrained. SNs consume varied amount of energy

during different phases like transmission phase, reception

Table 7 Pseudocode of 2ACK Scheme

2ACK sender (N3)

1. BEGIN

2. Publish hn

3. Cack  0;Cpkt  0; i n

4. while true do

5. if packetdata is successfully received then

6. Cpkt þþ

7. if Cack

Cpkt
\Rack

h i
then

8. acknowledge the data packets by sending 2ACK packets

9. Cack þþ; i��
10. end

11. end

12. END

2ACK receiver (N1)

1. BEGIN

2. while true do

3. if hn is received from the sender of 2ACK then

4. record hn; i n

5. end

6. end

7. while true do

8. select Tstart

9. while ðTcurrent\Tstart þ TobservationÞ
10. if (packetdata is forwarded) then

11. Add data ID to the LIST

12. Cpkts þþ
13. Setup timer s

14. end

15. if (packet2ACK is received) then

16. Search 2ACK ID from the LIST

17. if (found) then

18. LIST  LIST � ID

19. Clear timer

20. end

21. end

22. if (timeout) then

23. LIST  LIST � ID

24. Cmiss þþ
25. end

26. end

27. if Cmiss

Cpkt
[Rmiss

h i
then

28. Link misbehaviour report generated

29. end

30. END

Table 8 Simulation parameters considered for the experiment

Simulation parameters Considered values

Coverage area 1350 9 1100 m2

Simulation period 50 ms

Buffer size 25 packets

Size of data packets 20 bytes

Antenna type Omni-antenna

Propagation type Two-ray ground propagation model

Routing Ad-hoc

MAC type 802.11

Width of rail in railroad 100 m

Width of line in LBDD 100 m

Sink speed 1–5 km/h

No. of nodes 100–120

Attacks Blackhole, grey-hole and identity attack

No of malicious nodes 5–8

Agent type UDP

Traffic type CBR

Queue type Drop-Tail

Initial energy 100 J

Receiving energy 1.0 J

Transmission energy 1.5 J
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phase, sleeping phase and idle waiting phase. Energy

consumption during these phases are collectively consid-

ered for the experiment and performance evaluation. Fig-

ure 5, shows the variation of energy consumption with

varying sink speed. LBDD shows maximum energy con-

sumption followed by rail road and ring routing. In case of

LBDD, increased sink speed leads to elevated rate of

change of anchor nodes thereby resulting in increased

broadcast message transmissions. This elevates the overall

networks energy consumption. The number of broadcasts is

limited in railroad as the broadcasts are confined only to the

localized stations along the rail. The position information

of the AN is shared using unicast strategy along the rail.

Due to this reason rail road shows improved performance

than LBDD for higher values of sink speed. The proposed

E2SR2 incurs minimum energy consumption for all sink

speeds. As the distance between the sink and the sensor

node decreases, there is a decrease in consumption of

transmission energy for the nodes. In order to do so, nodes

select routing schemes on the basis of mobile sinks loca-

tion. E2SR2 is capable of changing its transmission range

by adjusting the data transmission path or its transmitting

power. Figure 6, shows the energy efficiency of the con-

sidered routing protocols and it can be noticed that the

LBDD shows worst performance and the proposed E2SR2

performs best amongst all others in terms of energy effi-

ciency for varying sink speeds.

7.2 Average delay

Another metric that effects the performance of the WSNs is

the delay incurred in data reporting process. For several

time critical applications of WSNs such as military inves-

tigations and heath care monitoring, freshness of data

directly relates to the data validity. This is because trans-

mitting data to an outdated sink may cause these sinks to

disseminate data via some other paths influenced by the

follow-up mechanism. Figure 7, shows the comparison of

average delay of various schemes with varying sink speeds.

LBDD incurs maximum delay followed by rail road and

ring routing schemes. The proposed E2SR2 shows least

delay in comparison to all other schemes. Even if the delay

associated with the proposed mechanism is close to other

schemes in comparison, it is in reasonable limits in order to

support time-critical applications, energy consumption

performance of the proposed routing scheme is favoured.

7.3 Lifetime of network

WSNs performance is directly proportional to its lifetime.

Lifetime can be defined as the time at which any SN in the

network dies out because of battery depletion. It is the time

interval from network activation until the area being

monitored by k working nodes, have number of nodes

below a threshold limit in working condition. Death of

Fig. 5 Comparison of energy

consumption for various

schemes with varying sink

speeds
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even a single node may lead to topology disruption and dis-

connectedness among various network portions. The criti-

cality of this issue depends on the position of the dying

nodes. However, mobile sinks mitigate the impact of such

problems as the mobile sink visits even the disconnected

network areas, it therefore provides enhanced performance

Fig. 6 Comparison of energy

efficiency of various schemes

with varying sink speeds

Fig. 7 Comparison of average

delay involved in various

schemes with varying sink

speeds
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in terms of data delivery and reliability. Figure 8, shows

the comparison of lifetime of the network of various

schemes with varying sink speeds. LBDD shows worst

lifetime performance due to non-uniformity in degree of

energy consumption that might be caused by the inability

of the line nodes to handle heavy traffic. Performance of

railroad is impeded significantly for larger networks

because of station building mechanism. With an increase in

number of nodes and consequent increase in number of

generated packets, there is a need to build more stations

and issue more broadcasts. The proposed E2SR2 enhances

lifetime of the network in comparison to other protocols

under comparison. Railroad employs a response/request

mechanism similar to the proposed routing scheme; how-

ever, the second-tier structure broadcasts is not completely

eliminated thereby enabling the proposed scheme to per-

form outstandingly well in terms of network lifetime.

7.4 Routing overhead

Overhead associated with the routing protocols is generally

responsible for the overall network traffic therefore a

routing strategy imposing high overhead is likely to result

in increased delays. Figure 9, shows the routing overheads

associated with the considered protocols. LBDD shows

maximum routing overhead followed by rail road and ring

routing. The proposed E2SR2 protocol proves to be most

efficient in terms of routing overhead. This is because it

uses 2ACK scheme. 2ACK experiences maximum routing

overhead when the value of Rack approaches unity mainly

because of increased number of 2ACK packets being

transmitted in the network. The routing overhead also

decreases with a decrease in the value of Rack. Therefore,

the value of Rack can be used to tune the routing overhead

of the network.

7.5 Packet delivery ratio

Figure 10 shows the comparison of packets generated in

various schemes with varying sink speeds. LBDD, rail road

and ring routing shows almost equivalent number of

packets generated. E2SR2 shows much higher number of

packets generated in comparison to other existing proto-

cols. Figure 11 shows the comparison of the number of

packets received by the receiver in various schemes under

consideration. LBDD shows least numbers of packets

received followed by rail road and ring routing. E2SR2

shows much higher number of packets received in com-

parison to other existing protocols. This is because railroad

and LBDD use large load distribution structures. Structure

change mechanism is employed by the ring routing pro-

tocol for similar performance. For every triplet set in

E2SR2, 2ACK transmission takes place via fixed predefined

Fig. 8 Comparison of lifetime

of the network of various

schemes with varying sink

speeds
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route between three nodes of 2 hops in the direction

opposite to the data traffic route. This detects the malicious

node that refuses to forward the packets even after agreeing

to do so. Therefore, the proposed scheme results in

increased number of generated as well as received packets.

Figure 12 shows the average PDR of the network. PDR is

Fig. 10 Comparison of packets

generated in various schemes

with varying sink speeds

Fig. 9 Comparison of routing

overhead of various schemes

with varying sink speeds
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the ratio of number of packets received by the receiver to

the number of packets generated by the source. LBDD

shows least PDR followed by railroad and ring routing.

E2SR2 shows highest PDR as the impact of attack is limited

thereby causing limited packet loss. The advantage or the

performance difference of the proposed routing

Fig. 11 Comparison of packets

received in various schemes

with varying sink speeds

Fig. 12 Comparison of PDR of

various schemes with varying

sink speeds
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scheme compared to its rivals LBDD, railroad and ring

routing is not only because of its geometric structure but

also due to the combined effect of the 2ACK security

scheme and energy efficient load balancing model that

addresses the problems of security, redundancy, overhead,

energy depletion and traffic congestion observed in its

counterparts.

7.6 Throughput

Figure 13 shows the comparison of throughput of various

schemes. LBDD yields least throughput followed by rail

road and ring routing. E2SR2 shows best performance in

comparison to all the other three protocols in terms of the

overall network throughput.

7.7 Packet loss

Figure 14, shows the comparison of number of packet loss

for various protocols in consideration. LBDD is noticed to

be the most vulnerable to attacks as it shows maximum

packet loss followed by rail road and ring routing. E2SR2

shows least number of packets being lost during data

transmission. The advantages of the proposed E2SR2

scheme compared to its rivals LBDD, railroad and ring

routing is due to the effect of the 2ACK security

scheme discussed further.

7.7.1 Security: 2ACK

The 2ACK scheme distinguishes the temporary link fail-

ures and the link misbehaviours by observing the 2ACK

packets reception over a time period, Tobs. Since link

misbehaviour lasts longer as compared to the temporary

link failures, 2ACK scheme is capable of distinguishing

link behaviour and temporary link failures. The additional

overhead due to 2ACK packets transmission can be con-

trolled by the controlling the parameter value of

acknowledgement ratio, Rack, at the sender of the 2ACK

packet. Controlling the value of Rack in the 2ACK

scheme provides a tuning mechanism to tune the routing

overhead by enabling the acknowledgement of only a

fraction of packets.

Partial data forwarding A malicious node may partially

forward data packets and cheat the monitoring system by

forwarding only a fraction of packets. 2ACK scheme is

capable of detecting such malicious behaviour using the

triplet N1 ! N2 ! N3. Assume N2 to be a malicious node

that receives ND packets from N1 and forwards only a small

fraction of it, Nfrac, to N3. N3 received only Nfrac � ND

packets so only Rack � Nfrac � ND packets are acknowledged

by the 2ACK packets from N3. Therefore, for launching a

successful attack, adversary needs to make sure that

1� Rack � Nfrac\Rmiss. This enables the 2ACK scheme to

effectively guard against the considered attack model.

Fig. 13 Comparison of

throughput of various schemes

with varying sink speeds
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8 Conclusion and future works

WSNs have been an active research area over the recent

past because of their potentially widespread areas of

applications such as civilian and military communications,

environment monitoring, health care monitoring, forest fire

detection, and so on. Such networks depend heavily on the

cooperation among its members in order to perform the

networking operations. In this work, we propose E2SR2, a

mobile sink routing protocol that facilitates rechargeable

sensors to be deployed in the sensing region considering

both the disadvantages and limitations of the existing

protocols in the literature. E2SR2 is an enhancement of

existing ring routing protocol that considers rechargeable

sensors and energy harvesting technologies to enable per-

petual operations. E2SR2 employs MCP, an energy efficient

dynamic load balancing scheme to prolong the networks

lifetime. Furthermore, the performance degradation of the

network under the considered attack model is investigated.

The considered existing ring routing protocol is susceptible

to the attack model and therefore we also propose to

enhance the security aspect of ring routing protocol. E2SR2

use 2ACK scheme that is based on 2-hop acknowledge-

ment packet which the receiver of the next-hop link sends

back. The used 2ACK scheme also overcome the issues of

limited transmission powers, receiver collisions or

ambiguous collisions and is used as an add-on scheme to

the ring routing protocol.

Finally, the proposed protocol was simulated by varying

the sink speed for similar node deployments and the results

obtained confirm that the proposed E2SR2 achieves

improved performance than the existing protocols such as

LBDD (Line Based Data Dissemination), rail road and ring

routing. E2SR2 is proved to be the most secure, energy

efficient and network lifetime extending protocol. Also, the

delays associated with the proposed protocol is within the

reasonable limits therefore making it suitable for time-

critical scenarios.

• In our future work, we want to enhance the ring routing

so as to make it capable of supporting multiple mobile

sinks. In the current scenario, ring routing can operate

with multiple mobile sinks by broadcasting ANPIREP

packets using the sinks located near the source. Though

this approach supports multiple sinks but does not reap

all the benefits associated with mobile sinks use. Thus,

we propose to modify and extend the ring routing so

that it can operate using multiple mobile sinks.

• As WSNs is vulnerable to wide range of attacks, in our

future work, we want to design even more secure

mechanism to counter all the possible type of attacks in

WSNs.

Fig. 14 Comparison of packet

loss in various schemes with

varying sink speeds
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