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Abstract
An important challenge in wireless sensor networks is energy conservation. Recently, several hybrid, dynamic and static

clustering protocols have been proposed to solve this challenge. In this paper, a hybrid unequal energy efficient clustering

is proposed to improve previous methods and increase lifetime of the network. In the proposed protocol, a new mechanism

called clustering strategy is used. This mechanism, based on arrangement of nodes in a network, determines whether nodes

should use information of their neighbors or should not use this information. This strategy helps to reduce overhead

considerably. On the other hand, clustering is unequal so that nodes closer to base station (BS) have more energy to receive

and relay data towards BS. In order to reduce overhead, clustering is designed as hybrid static–dynamic so that transmitting

control message for clustering is not required at each round. Two new techniques are proposed for routing. First, assistance

to cluster heads mechanism which allows cluster heads to get help from some of its member nodes which have suit-

able energy and distance to help sharing cluster’s load. In other words, a new intra-cluster multi-hop routing is proposed.

Second new technique is discretion license which is performed in real time and allows the nodes to prevent transmissions

of packets that may arrive at a destination in an incomplete form. In addition, inter-cluster routing use a new technique

based on layering is proposed. Simulation results show that the proposed method has reduced network overhead, increased

network stability, energy balance and lifetime of the network.

Keywords Wireless sensor networks � Hybrid clustering � Unequal clustering � Multi-hop routing � Network lifetime

1 Introduction

Wireless sensor network (WSN) which is comprised of

different sensor nodes, monitors its surrounding [1, 2]. A

sensor node is comprised of different components: sensor,

processor and communication unit [3, 4]. Depending on

application, WSNs might have other side components like

mobility unit and energy harvesting unit [5, 6]. WSNs are

deployed in a wide range of applications. Some of these

applications include monitoring temperature, moisture,

water level, pressure, operation of vehicles in roads,

monitoring large structures like bridges, military and

security application, remote health monitoring and many

other applications [7]. Based on WSN, with the develop-

ment of technology to insert smartness everywhere, devices

have been proposed for connecting physical world and

events space to cyber world where data is processed and

decision is made. This development resulted in emergence

of Internet of Things (IoT) [8–10]. On the other hand, with

the development of technology in renewable energy

resources context, energy harvesting WSN (EH-WSN) is

proposed. These networks can be employed in larger

applications [11, 12].

WSN has some challenges including short lifetime, high

energy consumption, weak stability, complicated network

management in large scale, and additional network over-

heads [13]. In wireless communication, data transmission

consumes more energy compared to data processing.

Therefore, one of the ways to increase network lifetime is

to consider routing and clustering [14–17]. In clustering,

nodes are divided into clusters. In each cluster, there is one
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cluster head (CH) and several cluster members (CMs).

CMs obtain data from an environment and send them to

their CH. CH aggregates data and then transmits them to a

base satation (BS) [18, 19]. Clustering method has many

advantages including scalability, balanced energy con-

sumption and improving network lifetime [13, 20].

Advantages of clustering and classification of clustering

features are described comprehensively in [21]. Existing

clustering protocols are divided into dynamic, static and

hybrid classes. In static clustering, clustering is performed

once in the network. Advantage of this method is that

overhead of clustering becomes minimum. However, main

shortcoming of static clustering is that if clustering is not

performed correctly, some nodes will die earlier than oth-

ers. In dynamic clustering, clustering is performed at each

round and each time, new clusters are produced. This

method has high overhead but it prevents applying pressure

on some nodes. In hybrid method, not only stability and

network lifetime are improved but, also overhead can be

reduced [22].

In the proposed protocol, clustering method is hybrid of

static–dynamic and hybrid of distributed-centralized

methods. In centralized clustering, BS clusters’ nodes are

based on a general knowledge of network. In distributed

clustering, nodes perform routing without any information

about status of the network. In these methods, there are less

overhead because no message is transmitted between nodes

and a BS [23]. In a hybrid method, clustering can be per-

formed while general knowledge of a network and over-

head reduction are used.

Rest of this paper is organized as follows: Sect. 2

reviews previous work. Section 3 presents the proposed

algorithm. Section 4 evaluates simulation results. Section 5

concludes the paper. Finally, Sect. 6 presents future works.

2 Literature review

Many researches have been conducted to improve energy

consumption using protocols based on clustering algo-

rithms. Hybrid energy-efficient distributed clustering

(HEED) is one of the most well-known algorithms in WSN

clustering [24]. This algorithm employs hybrid parameters

of node energy and communication cost for selecting CH.

Nodes with higher energy have higher chance to be

selected as CH. Communication cost might depend on a

node degree or inverse of a node degree. Distribution of

CHs in HEED is a well performed operation. However,

clustering is performed dynamically and overhead of this

method is high. Various methods have been proposed

based on HEED, for instance, in [25] condition for con-

nection of CHs using asymptotically almost surely tech-

nique is more suitable and a tighter bound is also proposed

for number of CHs. However, the proposed method is

significantly different from HEED and the methods which

are based on HEED like [25], for instance, size of clusters

in HEED is equal while in our proposed method they are

unequal. Intra-cluster routing of the proposed method is

multi-hop while in HEED, it is single-hop. However, other

differences can be seen in Table 1.

Another method is fuzzy-logic-based clustering

approach for WSNs using energy prediction [20]. In this

method, LEACH architecture and an approach based on

expected residual energy are used for dividing energy

consumption among nodes. Accordingly, the method is

called LEACH-ERE. In this paper, a fuzzy-logic-based

clustering using energy prediction approach was proposed.

This algorithm is implemented using distributed and

dynamic forms; results indicate efficiency of the proposed

algorithm. However, this algorithm uses single-hop routing

which is not suitable for high-dimensional environments

and its overhead is high.

Another method called hybrid game theory based and

distributed clustering (HGTD) [18] was proposed in 2015.

This algorithm was based on game theory. This protocol

prevent two CHs to be next to each other, an iterative

algorithm was proposed to select final CHs among tentative

CHs. Like previous methods, overhead of this method was

also high.

Fuzzy based unequal clustering (FBUC) method was

proposed in 2014 [19]. In this algorithm, radius of nodes

were determined based on fuzzy system with inputs of

remaining energy and degree of nodes. CHs were selected

based on energy level. Moreover, CMs join the CHs based

on fuzzy system with distance from CH and CH degree are

inputs of fuzzy system. Overhead was a challenge of this

method.

Hybrid unequal clustering with layering (HUCL) pro-

tocol was proposed in 2015 [22]. HUCL was a hybrid of

dynamic and static clustering methods. Clusters closer to

BS were smaller. In this method, CHs were selected based

on energy of node, distance from BS and number of

neighbors. Moreover, data transmission to BS was in multi-

hop form. In this algorithm, the CH which has no CM

changes its status to CM and joins the nearest CH.

Energy-efficient overlapping clustering (EEOC) was

proposed in 2016 [26]. Based on overlapping cluster for-

mation mechanism, selected CHs were distributed uni-

formly. Nodes with proper energy in overlapping areas

were selected as relay nodes considering distance. This

mechanism reduces energy consumption in inter-cluster

communication phase. This method does not consider

distance of nodes from BS to calculate delaytime and

radius.

In 2016, an improved energy aware distributed unequal

clustering method (EADUC-II) was proposed [27]. In this
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method, clusters closer to BS were smaller. In order to

determine competition radius of nodes, parameters like

distance from BS, node energy and number of neighbors of

nodes were considered. Although this method was hybrid,

but it was not suitable for improving overhead.

A Boolean spider monkey optimization based energy

efficient clustering (SMOTECP) protocol was proposed in

2017 [28]. In this protocol, different parameters like energy

of nodes, distance of node from CH were considered.

Purpose of this protocol was to optimize energy con-

sumption through employing boolean spider monkey

optimization (SMO). Energy consumption of CHs using

threshold-based inter-cluster data transmission algorithm

was reduced. Since this method was centralized, it is not

suitable for high-dimensional environments.

In 2017, multi-clustering algorithm using fuzzy logic

(MCFL) was proposed [29]. In this method, a multi-clus-

tering algorithm based on fuzzy logic was proposed to

reduce energy consumption and increase network lifetime.

In this algorithm, nodes are clustered in different rounds

using different algorithms. Selection of CH in some

specific rounds was avoided which reduced overhead of

control messages. Reducing overhead, reduces energy

consumption and increases network lifetime. Despite

improvements, overhead of this method was high.

A fuzzy-based hyper round policy (FHRP) was proposed

in 2017 [30]. In clustering protocols like hybrid protocols,

overhead cost of CH rotation is very high. However, this

paper was proposed to eliminate this overhead. In FHRP,

instead of each round, clustering was performed at the

beginning of each hyper round which was comprised of

multiple rounds. Length of a hyper round was not constant

and it was calculated using fuzzy systems. Residual energy

of node and its distance from BS were inputs of the fuzzy

systems and length of hyper round was the output. The new

approach has eliminated most of control messages and

increased network lifetime. However, routing in this

protocol is single-hop and hence, operational power drops

for larger networks.

In this paper, it has been tried to carry out clustering with

unequal cluster sizes in order to increase network lifetime

and improve existing methods. Probability of a node to be

selected as CH is formulated considering energy level of

each sensor through offering a new mechanism for deter-

mining strategy. CMs send packets to the CHs through lay-

ered multi-hop routing and new assistance to CHs (ACHs)

mechanism. Then, CH transmits packets to a BS through

layered multi-hop routing. In routing, another mechanism is

discretion license that prevents transmissions of incom-

plete(faulty) packets to a destination. Table 1 shows a

summary and comparison of some of the clustering algo-

rithms mentioned above with our proposed method.

3 The proposed approach

In this paper, a hybrid unequal energy efficient clustering

(HEEC) is proposed for WSN. Sensor nodes are distributed

in an environment randomly. Each node can operate as a

CH or a CM. All nodes and BS are stationary and can

adjust transmission power considering distance.

3.1 Network model

Energy consumption radio model is similar to the LEACH

protocol [1]. WSN is considered to have N sensor nodes

and a BS with infinite supply connected to the network. It

is assumed that sensor nodes are distributed in an envi-

ronment with M 9 M dimension. Energy consumption of

transmitter is defined as in Eqs. (1) and (2) and energy

consumption of the receiver is defined as in Eq. (3):

ETXði;K; dÞ ¼ EelecK þ EfsKd
2 ð1Þ

Table 1 Comparison of some of the clustering algorithms with our proposed method

Protocol Years Cluster size Intra com. Inter com. Method Dynamism CH election

LEACH [1] 2000 Equal 1-hop 1-hop Distributed Dynamic Random

HEED [24] 2004 Equal 1-hop k-hop Distributed Dynamic Hybrid, based on attribute

LEACH-ERE [20] 2012 Equal 1-hop 1-hop Distributed Dynamic Baesd on fuzzy logic

HUCL [22] 2014 Unequal 1-hop k-hop Distributed Hybrid Hybrid, based on energy and node degree

HGTD [18] 2015 Equal 1-hop 1-hop Distributed Dynamic Hybrid, based on game theory

FBUC [19] 2015 Unequal 1-hop k-hop Distributed Dynamic Based on fuzzy logic

EADUC-II [27] 2016 Unequal 1-hop k-hop Distributed Hybrid Based on energy

SMOTECP [28] 2017 Equal 1-hop k-hop Centralized Dynamic Based on SMO algorithms

MCFL [29] 2017 Equal 1-hop 1-hop Distributed Dynamic Based on fuzzy logic and multi-clustering

FHRP [30] 2017 Equal 1-hop 1-hop Distributed Hybrid Based on energy

Proposed approach 2018 Unequal k- hop k-hop Hybrid Hybrid Hybrid, based on attribute
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ETXði;K; dÞ ¼ EelecK þ EmpKd
4 ð2Þ

ERXði;KÞ ¼ EelecK ð3Þ

where K is the number of data bits and d is the distance

between two nodes. Eelec(nj/bit) is the energy consumption

of each bit when transmited or received.

Efs pj=bit � m� 2ð Þ and Emp pj=bit � m� 4ð Þ is energy

consumption of each bit for transmitter amplifier consid-

ering transmission distance. If distance between two nodes

is shorter than d0 (refer to Table 3), energy consumption is

obtained using Eq. (1) and if distance between two nodes is

higher than d0, energy consumption is calculated using

Eq. (2). Also, nodes can aggregate and integrate data

packet.

3.2 Performance of HEEC

After distribution of nodes in an environment, handling phase

is performed. In this phase, a message is broadcasted by a BS

in the network. Based on received signal strength indicator

(RSSI), nodes calculate their distance from the BS. Then,

nodes send status messeage to the BS. The BS performs lay-

ering and determines clustering strategy. After handling

phase, HEEC operations are divided into setup phase and data

transmission phase. Setup phase is comprised of 5 sub-phases

including: (1) calculating delay time and determining radius,

(2) CH competition, (3) cluster formation, (4) computation of

intra-cluster layer, and finally (5) constructing path to the BS.

Data transmission phase is comprised of several major slot

phases. Each major slot is comprised of several rounds and

three other sub-phases including CH rotation, inter-cluster

compare layer and constructing path to the BS. In order to

better understand, performance of HEEC is shown in Fig. 1.

Figure 2 also shows HEEC flowchart.

3.3 Handling phase

This phase is divided into: (1) layering, and (2) transmis-

sion strategy determination sub-phases. In the first sub-

phase, BS first calculates difference of furthest and closest

node and divides it into 4 layers empirically. Length of

each layer is calculated as dL=(dMax- dMin)/4, where dmax
is distance of farthest node form the BS and dmin is distance

of closest node from the BS. Identity of a layer is sent to

the nodes of that layer by the BS. Clustering is performed

independent of layering. In the second sub-phase, in order

to determine network strategy, if dL is greater than a

threshold value, then the BS selects the first strategy.

Otherwise, BS selects the second strategy. According to

first strategy, if distance of nodes is long, then nodes

require their neighbors’ information for clustering. Also,

each node should inform its local information including

energy status and its location to its neighbors. This results

in clustering with better precision so that network lifetime

is improved. In the second strategy, if nodes are located

near each other, they do not require local information of

neighbors for determining CH, because transmission dis-

tances are short. In this strategy, overhead of non-effective

node messages are avoided. Algorithm 1 shows handling

phase of HEEC protocol. Lines 6–17 of the algorithm 1, are

related to layering and lines 18–22 refer to the determi-

nation of the transfer strategy by the BS.

Algorithm 1 handling phase of HEEC algorithm
1. Begin
2. broadcast Hello_msg by BS
3. Receive Hello_msg by Nodes
4. broadcast Information_msg by Nodes
5. Calculate layers_limit: dL=(dMax-dMin)/4 
6. For all of nodes , BS do % Layering
7. %Compare layer of node
8. if distance node i to BS < dMin +dL  then
9. node(i).layer = 1;
10. elseif distance node i to BS > dMin +dL && distance node i to BS < dMin +(2×dL) then
11. node(i).layer = 2;
12. elseif distance node i to BS > dMin +(2×dL) && distance node i to BS < dMin +(3×dL) then
13. node(i).layer = 3;
14. else
15. node(i).layer = 4;
16. end
17. End
18. if dL > Layers threshold (RlMax/2) then %transmission strategy determination 
19. Strategy = 1;      % with Node-msg
20. else
21. Strategy = 2; % without Node-msg
22. end
23. End
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3.4 Setup phase

As mentioned, setup phase includes 5 sub-phases. In the

first sub-phase, nodes calculate their cluster radius based on

Eq. (4):

RcðiÞ ¼ 1� a
dmax � di;BS

dmax � dmin

� �
� b 1� Eremði; rÞ

EMax

� �� �
Rlmax

� k

ð4Þ

where Rc(i) is radius of node i. RLmax is maximum com-

petition radius for becoming CH. Erem(i,r) is the remained

energy of node i at round r. EMax is maximum capacity of

node energy. a and b are weight factors which might be

between 0 and 1. Moreover, in upper layers, RLmax is

multiplied by a determined coefficient like k so that nodes

close to BS have smaller radius and further clusters have

bigger radius. Smaller radius in nodes close to BS causes

the node selected as CH to have higher energy for receiving

and transmitting data of further CHs to the BS.

In the following, nodes calculate their delay time to

announce being CH. If the BS announces first strategy for

nodes, each node shares its location and energy level with

its neighbors before calculating delay time. When nodes

identified their neighbors, they calculate average energy of

their neighboring nodes. Average energy of neighbors is

calculates using Eq. (5):

EAveði; rÞ ¼
P

j2NNði;rÞ Eremðj; rÞ
maxð NNði; rÞj j; eÞ ð5Þ

where EAve(i,r) is average energy of neighboring of node i.

NN(i,r) is set of neighbor nodes. |NN(i,r)| is the number of

neighbors. Each node calculates its delay time using

Eq. (6):

Fig. 1 HEEC operation

delay timeði; rÞ ¼
EAveði; rÞ
Eremði; rÞ

� 1

maxð NNði; rÞj j; eÞ � h�maxðg; eÞ � vr � tw EAveði; rÞ�Eremði; rÞ
vr � tw EAveði; rÞ[Eremði; rÞ

8<
: ð6Þ
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where, tw is time of second phase and vr is a random

number between 0.9 and 1. g is number of times that node

is selected as CH. e is a very small number to prevent the

result from becoming zero. h is obtained using Eq. (7):

h ¼
X

j2NNði;rÞ

max
Eremðj;rÞ
EMaxðjÞ ; e
� �

1� di;j
RcðiÞ

ð7Þ

In Eq. (6), nodes with proper energy level have lower

delay time and their chance of becoming CH is higher.

Equation (7) also causes set of nodes which are located at

the center of neighbors have higher chance of becoming

CH. Moreover, this threshold looks to reduce total distance

of nodes from CH and helps a node which has better energy

compared to its neighbors, to become CH.

Fig. 2 Flowchart of HEEC protocol
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If the BS selects second strategy and nodes do not

require to know status of their neighbors, delay time of

each node is calculated using Eq. (8):

delay timeði; rÞ ¼ EinitðiÞ
Eremði; rÞ

�maxða; eÞ � vr � tw ð8Þ

where Einit(i) is initial energy of node i.

Second sub-phase is CH competition in which based on

delay time mechanism, a node with smaller delay time has

higher chance of becoming a CH. In this phase, each node

should wait until its delay time ends. If a node does not

receive CH message from its neighbors during delay time,

it announces being CH after its delay time ends and

broadcasts a head message in the network. If a node

receives a head message, it updates CH candidates

table and cannot be selected as CH.

Third sub-phase is cluster formation, in which each node

receiving a head message from CHs join a CH that requires

minimum transmission energy. These nodes transmit join

message which include energy level and distance from CH

to its intent CH.

Fourth sub-phase is computation of intra-cluster layer.

Here, a new associate CH (ACH) mechanism is proposed. At

first, each CH performs intra-cluster layering. CH calculates

average distance of nodes from itself and then calculates

average energy of CMs. Nodes which have shorter distance

compared to average distance are located in the first layer. The

BS selects nodes which are located in the first layer and have

higher energy compared to average energy of CMs as asso-

ciate CHs. These nodes help the CH to consume less energy

for receiving data. Moreover, it should be considered that

nodes which are located in the first layer transmit data to CH

directly and in single-hop. However, nodes which are located

in the second layer, might transmit data to CH in multi-hop.

CH, selects next hop of nodes located in the second layer

among itself and ACHs such that less energy is required for

transmission of CM. It should be noted that in data transmis-

sion scheduling, nodes which are further from CH, transmit

data earlier. Thus, ACH nodes which receive data from a CM

in the second layer, aggregate it with their own data and

transmit it to the CH at their transmission turn. Finally, CH

transmits scheduling information based on time-division

multiple access (TDMA) including time of transmitting nodes

and next hop information.

Fifth sub-phase is constructing path to the BS. In this

phase, CMs might change their state to sleep mode. First,

CHs of first layer broadcast a route message conveying

their identity including energy status and number of

member nodes in the network. It should be noted that CHs

of first layer transmit data to the BS, directly. Nodes of

second layer update their routing table upon receiving the

message. Then, they transmit route message to upper lay-

ers. If upper layer CH receives a route message from a

bottom layer CH, then it calculates cost of transmitting data

to that CH. A CH selects next hop such that cost is mini-

mized. This cost is calculated as in Eq. (9):

where dij and dj,nexthoj are distance between CHs i and j and

CH j and its next hop. ETX(i,l,di,j) is the energy required for

transmitting l bit data from CHi to CHj where their distance

is di,j. ETX(j,l,dj,nexthopj) is the energy required to transmit

l bit data from CHj to next hop, where their distance is

dj.nexthopj. ERX(j,l) is the energy required to receive and

aggregate l bit data for CH j. M(j) is the number of nodes

which are a member of CH j. w1 and w2 are weight factors

such that (w1? w2= 1). In addition, effect of w1 is con-

sidered to be more than w2 such that a CH is selected which

has more suitable energy. K is distance impact. If distance

between two CHs is more than the threshold distance (do),

k = 4, otherwise k = 2. After each CH selects its next hop

then it sends its route reply message to next hop CH. If a

CH in an upper layer does not receives a route message

from CH in the bottom layer, it performs transmission to

the BS, directly. Then, data transmission is performed

based on constructed path. Algorithm 2 shows setup phase

in HEEC. In algorithm 2, lines 3–17 correspond to first

sub-phase, calculating delay time and determining radius.

Lines 19–29 and lines 30–39 correspond to second and

third phase,respectively. Fourth sub-phase, computation of

intra-cluster layer, is represented in lines 40–45. In this

sub-phase, CH divided CMs into two layers. Nodes which

are in the first layer and their distance from CH is small and

their energy is higher than the average energy of nodes are

selected as ACH and scheduling is formulated such that

further nodes transmit data sooner. Then, scheduling is

broadcasts. Lines 46–62 represent constructing path to the

BS sub-phase.

relayðiÞ ¼ w1 �
1� Eremðj; rÞ

EMax

� �
þ w2 �

dki;j

dki;BS
�
dkj;nexthopj

dkj;BS

 ! !
if Eremði; rÞ�ETXði; l; di;jÞ and Eremðj; rÞ�ETXðj; l; dj;nexthopjÞ þ ðERXðj; lÞ � ðMðjÞ þ 1ÞÞ

Inf otherwise

8><
>:

ð9Þ
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Algorithm 2 Setup phase of HEEC algorithm
1. Begin
2. node(i).state= “normal” 
3. while (time counter < time sub-phase 1) % calculating delay time and determining radius
4. Vr = rand(0.9,1);
5.          Calculate Rc  by formula 4 
6. if strategy == 1 then
7. Broadcast Neighbor_msg; 
8. while (time counter < time of broadcast) 
9. Receive neighbor_msg
10. update neighbor list NL[ ]
11. end
12. Calculate EAve by formula 5 
13. Calculate delay time by formula  6  
14. elseif strategy= = 2 then
15. Calculate delay time by formula  8 
16. end
17. end % end of  sub phase 1
18. Time wait = time sub-phase 2 + delay time; 
19. while (time counter < time sub-phase 2) % CH competition
20. if (time counter > Time wait) then
21. node(i).state  = ‘CH’ 
22. broadcast head_msg
23. receive head_msg from competition CH 
24.             store in head_list CHl[] along with distance
25. elseif (received head_msg from any neighbor) then
26. node(i).state = ‘CM’ 
27. store ‘node(j)’ in head_list CHl[] along with distance
28. end
29. end % end of  sub phase 2
30. while (time counter < time sub-phase 3) % cluster formation
31. if node(i).state == ‘CM’ then
32. select the nearest CH node(j) from CHl[] list
33. node(i). head = node(j) 
34. send Join_msg to node(j) 
35. elseif node(i).state == CH then
36. Receive Join_msg from CM 
37. store in CMl[] List
38. end
39. end % end of  sub phase 3
40. while (time counter < time sub-phase 4) % computation of intra-cluster layer
41. if node(i).state == CH then
42. calculate layer in cluster and associate CH and next hop for CMs
43. broadcast TDMA_msg
44. end
45. end % end of  sub phase 4
46. while (time counter < time sub-phase 5) % constructing path to the BS
47. broadcast route_msg; 
48. if node(i).layer > 1 then
49. while (time counter < time broadcast route_msg) 
50. receive route_msg
51. update hopList HL[ ]
52. end
53. end
54. select the next hop node(j) from hoplist HL[] by formula 9  
55. send  rout_replay_msg
56. if node(i).layer < 4 then
57. while (time counter < time broadcast route_replay_msg) 
58. Receive route_replay_msg
59. Update route_replay CH List[ ]
60. end
61. end
62. end % end of  sub phase 5
63. End
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3.5 Data transmission phase

Data transmission phase is comprised of multiple major

slots. Each major slot is comprised of multiple rounds and

three sub-phases including CH rotation, computation of

intra-cluster layer and constructing the path to the BS. Each

sub-phase is investigated in the following.

3.5.1 Round

Each round is comprised of two intra-cluster data trans-

mission and inter-cluster data transmission. In the first

phase, nodes transmit their data to BS based on TDMA. In

the second phase, CHs transmit their data to the BS based

on the constructed path. In this phase, the protocol uses

carrier-sense multiple access (CSMA) to transmit data. In

data transmission phase, a new approach is proposed for

data transmission called discretion license. The purpose is

to reduce invalid transmission and save energy by correct

prediction. In this method, a node can transmit data only

when discretion license is calculated. To this end, each

node calculates energy consumption for this transmission.

Transmission discretion license is verified when energy

level is higher than the amount required for transmission.

This way, node transmits packet. If node cannot find a

destination with transmission allowance, it ignores trans-

mission and the packet is lost without consuming energy.

This way, transmission which may cause death of a node

and make energy level decrease to zero, is prevented;

therefore, imperfect transmissions are prevented. Inter-

cluster data transmission and intra-cluster data transmis-

sion are performed this way. The important point is that

discretion license is performed by the node completely in

real-time and autonomous. Each node decides in real-time

whether to transmit or not. In fact, discretion license is not

associated to routing and layering.

Algorithms 3 and 4 show intra-cluster data transmission

and inter-cluster data transmission in HEEC. In algorithm

3, a node is in ACH, CH or CM. If node is CM, it must

send its data to ACH or CH according to the schedule.

Lines 4 –18 of algorithm 3 correspond to CM. If node is

ACH, it must operate according to TDMA-msg and if it is

relay, it must receive and aggregate data from nodes of

layer 2 and send their data to CH. Lines 19–29 correspond

to ACH. If node is CH, data should be received during

intra-cluster data transmission. In algorithm 4, CM and

ACH nodes sleep and only CH nodes transmit data to BS.

According to sub-phase 5, constructing path to the BS is

performed in setup phase. CH next hop like i might be CHj

or BS. Accordingly, discretion license is performed

autonomously by the CH.

3.5.2 CH rotation

Except last major slot, at the end of each major slot, there is

one CH rotation phase. In this phase, all CMs send a

message including energy status to the CH. CH selects a

node which has higher energy as CH for the next round and

changes its status to normal node. Then CH broadcasts all

information of new CH and cluster to CMs.

3.5.3 Inter-cluster compare layer and constructing path
to the BS

Inter-cluster compare layer and constructing path to the BS

are applied after CH rotation. These sub-phases are sub-

phases 4 and 5 of setup phase. In this sub-phase, new CHs

perform computation of intra-cluster layer and select new

ACH and transmit TDMA scheduling message. Moreover,

CHs explore a new path to the BS.
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4 Simulation results and evaluation

In order to evaluate the proposed HEEC protocol, it is

compared with LEACH-ERE (2012) [20], HUCL (2015)

[22], EADUC-II (2016) [27] and FHRP (2017) [30].

Simulations are performed for four different scenarios

which can be seen in Table 2. MATLAB 2014 is used for

simulation. Number of live nodes and average energy of

nodes, load balancing, stability, first node death (FND),

half node death (HND), last node death (LND) and

Algorithm 3 intra-cluster data transmission of HEEC algorithm
1. Begin
2. while (time counter < Time of Intra-cluster data transmission)
3. if node(i).state == ‘CM’ then
4. if node(i).intra_layer ~= 1 and   node(i).next_hop ~= CH then
5. calculate discretion license for send data to ACHj (based on TDMA_msg )
6. if discretion license is OK then
7. broadcast data packet to ACHj
8. else
9. delete data packet
10. end
11. else
12. calculate discretion license for send data to CH 
13. if discretion license is OK then
14. broadcast data packet to CH
15. else
16. delete data packet
17. end
18. end
19. elseif nod(i).state == ‘ACH’ then
20. while (time counter  < turn of node(i) for send data to CH based on TDMA_msg )
21. receive data packet from CMs and aggregates it 
22. end
23. calculate discretion license for send data to CH 
24. if discretion license is OK then
25. broadcast data packet to CH
26. else
27. delete data packet
28. end
29. elseif node(i).state == ‘CH’ then
30. receive data packet from ACHs and CMs and aggregates it 
31. end
32. End

Algorithm 4 inter-cluster data transmission of HEEC algorithm
1. Begin
2. while (time counter < Time of Inter-cluster data transmission)
3. while (time counter < turn of node(i)) 
4. receive data packet from CHs and aggregates it ,based on constructed path to BS
5. end
6. if node(i). layer ~= 1 and   node(i).next_hop ~= BS then
7. calculate discretion license for send data to CHj , based on constructed path to BS
8. if discretion license is OK then
9. broadcast data packet to CHj
10. else
11. delete data packet
12. end
13. else
14. calculate discretion license for send data to BS 
15. if discretion license is OK then
16. broadcast data packet to BS
17. else
18. delete data packet
19. end
20. end
21. end
22. End

4760 Wireless Networks (2019) 25:4751–4772

123



throughput are evaluated. Simulations are performed more

than 50 times for each scenario and average results are

described.

4.1 Simulation parameters

Some of the simulation parameters are described in

Table 3. Moreover, some of the important simulation

parameters are determined through different simulations. It

should be mentioned that based on WSN application, val-

ues of parameters can be determined. Focus of this paper is

to improve FND and stability period. In order to determine

number of rounds in a major slot and number of major slots

in a data transmission phase, simulation is carried out 10

times and average results are considered. According to

Fig. 3, number of rounds and number of major slots is 6

because in different simulations, better average FND is

obtained. Thus, in a major slot, there are 6 data transmis-

sion rounds, then CH rotation is performed. In addition, in

a data transmission phase, data is transmitted to the BS 36

rounds and after each 36 round, setup phase is performed

again.

Another important parameter in determining strategy is

distance threshold. The BS decision is based on this

threshold and distance between farthest and closest node to

the BS and LR value in Eq. (4). Threshold value is con-

sidered half the maximum node radius (Rlmax/2). Thus,

whenever LR is greater than Rlmax/2, nodes share their

information with their neighbors to perform clustering

more precisely.

4.2 Strategy determination

In 50 different simulations for each scenario, results show

that in the scenario 1, the BS has used second strategy in all

simulations. In other words, in none of simulations of the

first scenario, neighbor’s information were not used for

clustering. Considering distribution of nodes in the network

and location of the BS at the center of network, pythagoras

theorem can be used to infer that difference between fur-

thest and closest node to the BS is reduced (considering

status of nodes in worst case is 141 m). In all simulations,

LR is less than Rlmax/2. In the scenario 2, condition is dif-

ferent. The BS is at a corner and difference between fur-

thest and closest node to the BS is high (approximately

diameter of perimeter * 282 m). Value of LR increases.

Results show that in all simulations, the BS uses first

strategy. Accordingly, in the second scenario, HEEC uses

neighbor’s information for clustering. Condition is differ-

ent in the scenarios 3 and 4. The BS is located outside of

the network area. Simulation results show that in 50 dif-

ferent simulations, the BS has used first strategy 23 times

Table 2 Scenarios for simulating the proposed algorithm

Scenario Base station Number of nodes Network space

Scenario #1 (100, 100) 100 200 9 200

Scenario #2 (200, 200) 100 200 9 200

Scenario #3 (100, 250) 100 200 9 200

Scenario #4 (250, 600) 100 500 9 500

Table 3 Parameters used for simulation

Parameters The amount

Eelec 50 nJ/bit

Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

EDA 5 nJ/bit/message

Data packet size 4000 bits

Packet header size 200 bits

Control message size 200 bits

Initial energy 0.5–1.5 J

do Square root (Efs/Emp) & 87.7 m

RlMax 100 m

a, b 0.333

w1, w2 0.8, 0.2

Fig. 3 FND under different rounds in different major-slot at data transmission phase for scenario1 (Rlmax = 100 and initial energy = 0.5–1.5 J)
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and second strategy 27 times for scenario 3, and in the

same way 36 times and 14 times, respectively for scenario

4. Considering distribution of nodes and distance between

closest and furthest nodes, the BS selects proper strategy.

4.3 Network stability and network lifetime

Tables 4, 5, 6, and 7 show network stability period and

lifetime including FND, HND and LND of protocols in the

first, second, third and fourth scenarios. In all four sce-

narios, the proposed protocol outperforms HUCL,

EADUC-II and LEACH-ERE. Compared to FHRP in

scenarios 2, 3 and 4 in which distance of the BS from nodes

is higher, HEEC outperform FHRP in terms of FND, HND

and LND. This is because the FHRP is designed single-hop

to reduce overhead of CH rotation and routing control

messages. Thus, in large environments especially in a

500 9 500 environment which is closer to real environ-

ment, its efficiency and stability is lower compared to

HEEC. It should be noted that HEEC is multi-hop both in

intra-cluster and intrer-cluster transmission and it is

designed for large and real environments. In the first sce-

nario where the BS is at the center, nodes are close to it and

multi-hop transmission would not be effective. However,

Table 4 Simulation results of

stability and life time in

scenario #1

Protocol FND (100 Nodes) HND (50 Nodes) LND (0 Nodes)

Time Packets Time Packets Time Packets

LEACH-ERE [20] 570.3 56934 1084.4 100450 1307.1 105720

HUCL [22] 198.4 19746 1179.1 97328 1393.8 104260

EADUC-II [27] 667.1 66614 1367.4 130040 1396.6 130950

FHRP [30] 1358.8 135784 2080.5 204010 2098.5 204510

HEEC 1711.5 171046 1981.4 196360 2045.8 197540

Table 5 Simulation results of

stability and life time in

scenario #2

Protocol FND (100 Nodes) HND (50 Nodes) LND (0 Nodes)

Time Packets Time Packets Time Packets

LEACH-ERE [20] 301.5 30056 910.5 82191 1257.2 90733

HUCL [22] 341.6 34060 1337.2 121760 1542.4 124720

EADUC-II [27] 651.7 65074 1318.4 126500 1358.5 127640

FHRP [30] 387.6 38660 1876 164200 2003 169360

HEEC 1552.1 155110 1901.4 188010 2034.2 186380

Table 6 Simulation results of

stability and life time in

scenario #3

Protocol FND (100 Nodes) HND (50 Nodes) LND (0 Nodes)

Time Packets Time Packets Time Packets

LEACH-ERE [20] 253.3 25232 913.1 80585 1269.4 90350

HUCL [22] 326.3 32536 1329.5 118550 1548.1 124400

EADUC-II [27] 684.9 68394 1327.5 127710 1369.4 128940

FHRP [30] 420.1 41916 1861.8 156240 1946.2 159700

HEEC 1613.6 161262 1932.3 191120 2080 193890

Table 7 Simulation results of

stability and life time in

scenario #4

Protocol FND (100 Nodes) HND (50 Nodes) LND (0 Nodes)

Time Packets Time Packets Time Packets

LEACH-ERE [20] 3.7 276 74.7 51629 932 18208

HUCL [22] 6.9 590 163 11402 681.4 22094

EADUC-II [27] 11.5 1050 164.3 12922 433.9 19180

FHRP [30] 3.9 292 443.6 34020 808.5 46187

HEEC 103.3 10236 580 49965 993.8 57729
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even in this scenario, HEEC is more stable than FHRP.

Since HEEC has CH rotation overhead and multi-hop

routing overhead, its energy saving is lower than FHRP.

However, our proposed method has performed well in four

different environments with high stability. Adaptability of

this method is the results of determining strategy after

distribution of nodes in the environment. Obtained results

show that the proposed protocol has delayed measures and

transmit more packets on the event of these measures.

Increase in stability is due to the low energy nodes not

selected as CH and hence energy consumption is divided

between nodes during simulation in a balanced manner.

4.4 Average number of alive nodes

Figure 4 describing the number of live nodes during sim-

ulation. results show that HEEC outperforms other

protocols and it has increased average number of live nodes

during simulation. This is because the proposed protocol

balances energy consumption among different nodes and

prevent nodes death.

4.5 Average energy of nodes

Figure 5 shows average energy of live nodes during sim-

ulation. It can be inferred from the results that by reducing

network overhead, load balancing improvement in the

proposed method has balanced energy consumption. In the

proposed protocol, energy consumption is divided among

nodes by determining proper CH. Moreover, multi-hop

transmission is used to reduce energy consumption.

Moreover, discretion license policy of the proposed pro-

tocol prevents unsuccessful transmissions, maximum

energy saving and increases average energy. Compared to

Fig. 4 The number of alive nodes during the network lifetime. a scenario #1, b scenario #2, c scenario #3, d scenario #4
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FHRP, average energy of alive nodes in scenarios 1 and 4

is lower due to two reasons: (1) FHRP has lower overhead

compared to HEEC especially because CH rotation and

routing control messages do not exist in this protocol.

Therefore, in the first scenario, average energy of alive

nodes is better. (2) In scenario 4, high stability of HEEC

prevents death of nodes. For instance, FND of HEEC in

this scenario is 2548.7% better than FHRP. Therefore,

nodes with bad energy exist in the network and affect

average energy of alive nodes.

Figures 6, 7, 8 and 9 show average energy of nodes in

simulation of scenarios 1–4. In all four scenarios, nodes are

heterogeneous. Therefore, difference between energy of

nodes is obvious. However, it can be seen that by executing

HEEC and focusing on load balancing, energy level of

nodes become closer to each other. It can be seen that

energy consumption among nodes is balanced.

On the other hand, one of the main purposes of the

proposed method is to reduce overhead through reducing

control messages in the network. Figure 10 shows total

energy consumed for control messages. These figures show

that the proposed protocol and FHRP has consumed less

energy for control messages. This finally increases network

lifetime. LEACH-ERE protocol is implemented dynami-

cally and as can be seen, its control message overhead is

high. HUCL and EADUC-II are hybrid protocols which

Fig. 5 Average energy of alive nodes during the network lifetime. a scenario #1, b scenario #2, c scenario #3, d scenario #4
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have reduced control message overhead and this energy

saving has increased network lifetime.

4.6 Throughput

Figure 11 shows average of generated packets during the

network lifetime; all of them indicate that the proposed

protocol is more efficient. This method has generated and

transmitted more packets during simulation. This increase

in throughput is due to balanced energy consumption,

stability increase and improvement of number of available

nodes.

Loss packets are those which are imperfect or have not

been received at the destination during data transmission.

Calculating number of lost packets is an important

parameter. Packets which cannot be guaranteed to be

transmitted successfully create many challenges like

increasing overhead. On the other hand, preventing

transmission of this packet might result in successful

transmission of this packet in next rounds. In order to

reduce transmission of invalid packets, a new method

called discretion license is used. Since each node investi-

gated its current energy and energy required for transmis-

sion before each transmission, the proposed protocol

guarantees efficiency and quality. Main point is that loss

packets in HEEC do not consume energy at the origin and

this might improve network lifetime. Tables 8, 9, 10 and 11

show constructed packets, average lost and invalid packets

and percentage of lost packets at different times. As can be

seen, the proposed protocol has minimum number of lost

packets compared to other two methods. In scenario 4,

LEACH-ERE selects cluster head at each round, hybrid

protocols, EADUC-II, HEEC and HUCL select cluster

head every other round and CH rotation is performed in the

meantime to prevent loss of CH and packets by sharing CH

load. However, the other hybrid protocol, FHRP does not

Fig. 6 Load balancing in scenario #1
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perform CH rotation to eliminate overhead. Considering

FHRP algorithm, if network load is on a specific CH at the

beginning of long rounds, stability is decreased and a large

volume of packets are lost especially for networks with

large dimensions.

4.7 Analysis of novelty

The proposed protocol has improved network performance

well. Important reasons of such improvements in the pro-

posed protocol are as follows: (1) Selecting suitable CHs

considering energy levels and status of neighbors. Using a

new mechanism for clustering strategy considering distri-

bution of nodes in the network. (2) Using unequal clus-

tering and determining optimal radius of nodes to

overcome hotspot problem in inter-cluster multi-hop

routing. (3) Using hybrid static–dynamic clustering and

eliminating maximum control messages to reduce overhead

and increase stability simultaneously. (4) Using hybrid

distributed-centralized clustering for layering nodes in

inter-cluster transmission and reducing overhead. (5) Using

discretion license in data transmission to prevent unsuc-

cessful transmissions and reduce energy consumption. (6)

Using multi-hop routing based on inter-cluster layering and

offering ACH nodes mechanism to help the clusterhead

and distribute load of clusterhead among multiple nodes.

(7) Using energy-based multi-hop routing based on intra-

cluster layering.

Accurate design of the protocol improves its perfor-

mance significantly. In order to investigate the protocol

accurately, Fig. 12 shows an example of clustering in

scenario 1–4 by HEEC. Green nodes represent CMs, cyan

Fig. 7 Load balancing in scenario #2
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nodes represent ACHs and blue nodes represent CHs. As

can be seen in these figures, presence of ACH nodes along

with CHs reduces overhead of CHs. Many of CM nodes are

far from CH and existence of ACHs reduces consumption

of CMs. Moreover, clusters close to the BS are smaller

such that inter-cluster multi-hop routing is performed with

maximum efficiency.

5 Conclusion

WSN has limited energy resources. In this paper, a hybrid

unequal energy efficient clustering and layered multi-hop

routing are proposed for WSN. Here, clustering is

performed through a hybrid of distributed and centralized

method. BS performs layering and determines protocol

strategy for using neighbor’s information in clustering.

Routing among the nodes, CH and BS, is formulated based

on multi-hop routing with inter-cluster and intra-cluster

routing. In this method, overhead and energy consumption

are reduced through eliminating excess control messages.

Moreover, efficiency and quality of data transmission is

ensured using discretion license. Results show that HEEC

can improve stability in first to four scenarios compared to

HUCL, EADUC-II, LEACH-ERE and FHRP.

Fig. 8 Load balancing in scenario #3
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Fig. 9 Load balancing in scenario #4

Fig. 10 Total Energy consumption for control message. a scenario #1, b scenario #2, c scenario #3, d scenario #4
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Fig. 11 Throughput.

a scenario#1, b scenario#2,

c scenario#3, d scenario#4

Table 8 Average packet loss and average throughput for scenario #1

Time LEACH-ERE [20] HUCL [22] EADUC-II [27] FHRP [30] HEEC

Made Loss % Made Loss % Made Loss % Made Loss % Made Loss %

1 100 0.0 0.0 100 0.0 0. 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

300 100 0.0 0.0 94.8 0.46 0.48 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

600 98.1 0.04 0.04 81.9 0.86 1.05 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

900 81.8 0.2 0.24 68.5 0.4 0.58 96.1 0.02 0.02 100 0.0 0.0 100 0.0 0.0

1200 20.1 1.1 5.4 46.8 0.64 1.36 85.1 0.02 0.02 100 0.0 0.0 100 0.0 0.0

1500 – – – – – – – – – 92.7 0.14 0.15 100 0.0 0.0

1800 – – – – – – – – – 81.8 0.2 0.2 98.6 0.3 0.3

0.0% means percentage of lost packets is negligible

Table 9 Average packet loss and average throughput for scenario #2

Time LEACH-ERE [20] HUCL [22] EADUC-II [27] FHRP [30] HEEC

Made loss % Made loss % Made loss % Made loss % Made loss %

1 100 0.0 0.0 100 0.0 0 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

300 100 0.05 0.05 100 0.0 0 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

600 91.4 0.1 0.1 95.4 0.02 0.02 100 0.0 0.0 96.2 0.3 0.3 100 0.0 0.0

900 53.7 0.15 0.27 89 0.76 0.85 96.9 0.02 0.02 92.4 0.2 0.2 100 0.0 0.0

1200 10.2 0.9 8.8 75.1 2.78 3.7 85.4 0.16 0.18 83.5 0.5 0.6 100 0.0 0.0

1500 – – – 13.9 0.36 2.58 – – – 77.2 1.0 1.2 100 0.0 0.0

1800 – – – – – – – – – 54.6 0.8 1.4 93.6 2.9 3.1

0.0% means percentage of lost packets is negligible

Table 10 Average packet loss and average throughput for scenario #3. (0.0% means percentage of lost packets is negligible)

Time LEACH-ERE [20] HUCL [22] EADUC-II [27] FHRP [30] HEEC

Made Loss % Made Loss % Made Loss % Made Loss % Made Loss %

1 100 0.0 0.0 100 0.0 0 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

300 97.9 0.03 0.03 100 0.0 0 100 0.0 0.0 100 0.0 0.0 100 0.0 0.0

600 89.5 0.12 0.13 93.7 0.48 0.51 100 0.0 0.0 96.7 0.1 0.1 100 0.0 0.0

900 51.4 0.3 0.58 85.2 1.5 1.76 97.1 0.04 0.04 90.4 0.4 0.4 100 0.0 0.0

1200 11.5 0.96 8.3 69.7 2.4 3.44 87.3 0.54 0.61 79.8 0.3 0.3 100 0.0 0.0

1500 – – – 16.7 0.14 0.83 – – – 62.3 0.2 0.3 100 0.0 0.0

1800 – – – – – – – – – 53.6 0.2 0.3 95.2 2.8 2.9
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Table 11 Average packet loss and average throughput for scenario #4. (0.0% means percentage of lost packets is negligible)

Time LEACH-ERE [20] HUCL [22] EADUC-II [27] FHRP [30] HEEC

Made Loss % Made Loss % Made Loss % Made Loss % Made Loss %

1 100 0.2 0.2 100 0.02 0.02 100 0.1 0.1 100 0.02 0.02 100 0.02 0.02

150 35.2 0.1 0.2 50.5 1.4 2.7 53.9 0.5 0.9 84.1 38.1 45.3 97.9 0.3 0.3

300 19.6 0.1 0.5 25.8 0.5 1.93 20.8 0.2 0.9 64.3 24.0 37.3 90.4 1.2 1.3

450 12.3 0.1 0.8 16.3 0.7 4.2 5.5 0.1 1.8 48.4 12.1 25 73.4 1.2 1.6

600 9.1 0.06 0.6 7.2 0.3 4.1 – – – 32.3 0.9 2.7 46.6 2.3 4.9

750 6.0 0.04 0.4 – – – – – – 19.7 0.5 2.5 22.4 1.7 7.5

900 2.8 0.02 0.7 – – – – – – – – – 5.5 1.4 25.4

Fig. 12 Sample of clustering graph formed by HEEC. a scenario #1, b scenario #2, c scenario #3, d scenario #4
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6 Future research

In recent years, with the development of technology, IoT

has emerged. Energy-efficient communication in IoT-based

on wireless nodes in large-scale systems is a key challenge

[10]. Our future plan is to improve this protocol to save

energy in this environment. In future works, we intend to

consider energy-harvesting nodes which guarantee energy

saving and a network with long life-time.
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