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Abstract
Community detection in microblogging environment has become an important tool to understand the emerging events.

Most existing community detection methods only use network topology of users to identify optimal communities. These

methods ignore the structural information of the posts and the semantic information of users’ interests. To overcome these

challenges, this paper uses User Interest Community Detection model to analyze text streams from microblogging sites for

detecting users’ interest communities. We propose HITS Latent Dirichlet Allocation model based on modified Hypertext

Induced Topic Search and Latent Dirichlet Allocation to distil emerging interests and high-influence users by reducing

negative impact of non-related users and its interests. Moreover, we propose HITS Label Propagation Algorithm method

based on Label Propagation Algorithm and Collaborative Filtering to segregate the community interests of users more

accurately and efficiently. Our experimental results demonstrate the effectiveness of our model on users’ interest com-

munity detection and in addressing the data sparsity problem of the posts.
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1 Introduction

With the rapid developments of Internet, many different

forms of online social networks (OSNs) have emerged and

have attracted a wide spectrum of users. Some of the most

popular sites today are Facebook, Twitter and Weibo [1].

The popularity of online social networks makes it an

important platform to share and gather information at the

same time. However, due to huge volume of generated

data, users cannot find their interested content from

heterogeneous sources. This problem is known as infor-

mation overload and it is becoming serious with the con-

tinuous expansion of the scale of social networks.

However, to address this problem, community detection is

recommended as an effective way to solve it. For com-

munity detection, structure of the community is a primary

feature that should be considered [2]. Research studies

highlights that there are many algorithms on the commu-

nity detection, such as, algorithms based on module opti-

mization [3], spectral clustering [4], hierarchical

classification [5], and label propagation [6]. However,

these community detection methods only use user’s net-

work topology to identify optimal communities. Applica-

tions of such methods suffer from interest drift. Moreover,

the limitation of characters’ length in each user’s post

makes it more difficult to obtain the interest of users.

To overcome these challenges, user interest community

detection model is proposed, named User Interest Com-

munity Detection (UICD) model. This paper uses modified

Hypertext Induced Topic Search (HITS) [16] and Latent

Dirichlet Allocation (LDA) [7] based interest detection

model named HITS Latent Dirichlet Allocation (HLDA) to

distil hot interests and high-influence users by reducing

negative impact of meaningless ordinary users and inter-

ests. Then, Label Propagation Algorithm (LPA) and Col-

laborative Filtering Recommender based user interest

community detection method named HITS Label Propa-
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gation Algorithm (HLPA) is proposed to divide the interest

communities accurately and efficiently.

The main contributions of this paper are listed as

follows:

1. We propose modified HITS algorithm-based user

interest filtering and LDA based interest detection

model to distil emerging interests and high-influence

users by reducing negative impact of non-related users

and its interests. Finally, the nearest neighbor set of the

target user is formed, and the result is recommended

according to the user rating data of the nearest

neighbor.

2. We proposed LPA and Collaborative Filtering Recom-

mender based user interest community detection

method named HLPA. The proposed method assigns

a unique tag to each post, and then updates the post’s

label in the order of high to low. Finally, stable user

interest communities can be obtained when the update

is finished.

3. Experimental results on real-world networks indicate

that the UICD model provides richer information for

the inner structure of the detected users’ interest

communities. With the help of prototype weights

compared with the existing community detection

models, and experiment results indicate the efficiency

of our approach at the same time.

The rest of this paper is structured as follows: in Sect. 2,

we discuss related work for detecting users’ interest com-

munity in microblogging networks. In Sect. 3, we intro-

duce our models concerning community detection. The

results of our experiments are presented in Sect. 4. The last

section concludes and provides future study.

2 Related work

Community detection is becoming a very popular research

field, especially within the domain of social media [8]. It

has attracted many researchers due to its openness and the

availability of data. Twitter access through Twitter API and

Facebook access through Facebook API is widely used by

developers these days. It is found that the phenomenon of

community in many social networks is ubiquitous [9]. It

contains various large and small, explicit and implicit

communities. This kind of network structure has one

common feature, that the nodes have a very close rela-

tionship with the community [10], [11].

There are two main types of classification algorithms for

the social network: (1) To divide the community by the

dichotomy of graph theory. (2) To divide the community

by the idea of clustering algorithm. Modern typical com-

munity classification algorithms are mainly scattered.

There are some existing researches based on module

optimization algorithm. Cao et al. [3] proposed a new

community detection method, to find crisp and fuzzy

communities in undirected and unweighted networks by

maximizing weighted modularity. Xin et al. [12] proposed

the RWS (Random Walk Sampling) method to detect the

overlapping communities, utilizing the random walk

method to find the closest friends for each node.

Some existing researches are also based on label prop-

agation algorithm. Li et al. [6] proposed a modified LPA

called Stepping LPA-S, in which labels are propagated by

similarity. Peng et al. [13] proposed an improved label

propagation algorithm (LPA) to uncover overlapping

community structure. However, the LPA algorithm uses the

random selection scheme, which makes the result of the

community detection unstable, and the quality of the

community is also very difficult to be guaranteed. Inspired

by this, Cao et al. [14] proposed the first community-based

influence maximization algorithm OASNET (Optimal

Allocation in a Social Network). However, the community

detection methods mentioned above only use users’ net-

work topology to identify optimal communities. Direct

application of such methods for interest community

detection suffers from interest drift and data sparsity.

Moreover, the UICD model can solve the problem of data

sparsity of posts’ information.

3 The user interest community detection
model

The HLDA model is composed of two modules: (1) the

scored interests according to the HITS method. Posts in the

network are clustered by LDA topic model and Gibbs

sampling [7], [15]. (2) the scored interests according to the

HITS method [16], [17]. The most influential users among

emerging interests are discovered through authority value

in the interest-user network. Figure 1 illustrates the process

involved in interest detection and discovery of the influ-

ential users in hot interests.

The HITS
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Fig. 1 The procedure of the HLDA model
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3.1 Extracting hot interests and high-quality
users based on HITS algorithm

In this paper, HITS algorithm is extended to exploit the

inseparable connection between the interests and their

corresponding users for distilling the high-quality users and

the popular interests. The proposed Filtering User-Interest

method can effectively filter random low-quality users and

ordinary interests.

Many hot interests generally attract a high-quality user.

Intuitively, hot interests can be recommended or com-

mented by more number of high-quality users as compared

to that of the ordinary interests. In addition, high-quality

users can draw an increased level of attention to the hot

interests, which are usually spread or broadcast over the

microblogging network. The authority value of the HITS

algorithm has been completely utilized with more impor-

tance, to identify the high-quality users, alongside the hub

value of the interests. Furthermore, a special emphasis has

been given to the theory that there is a strong possibility of

hot interests attracting many high-quality users.

3.2 Fusion of user similarity and user trust
degree

User trust degree calculation Definition 1 (social network

S) Let U denote user nodes set in set S, I denote project set

in set S, E1 denote a direct trust relationship between users

in set S, E2 denote evaluation relationship set between user

and project in set S, W1 denote direct trust set T among

users in set S, W2 denote user rating project set R in set S,

Then S can be expressed as a six-tuple S(U, I ,E1, E2, W1,

W2). Where U = {u1, u2, …, un}, |U| = n;

I = {i1, i2, …, im}, |I| = m; E1 = { u; vh i|u, v [ U};

E2 = { u; ih i|u [ U, i [ I}; W1 = {T(u, v)|u, v [ U};

W2 = {R(u, i)|u [ U, i [ I
V

u; ih i [ E2}.

User network definition By definition 1 social network

S(U, I, E1, E2, W1, W2) can extract two sub-networks.

Namely the user network G(U0, E0, W0) and user-project

network G(U00, I0, E00, W00). Where the user network G(U0,
E0, W0) is defined in Definition 2.

Definition 2 (user network G) G denotes the relationship

network made by contact between users, and represent by

G(U0, E0, W0). Where G , S; U0 denotes the set of user

nodes, U0 ( U; E0 denotes the set of direct trust relation-

ship between users, E0 ( E1, E0 = { u; vh i|u, v [ U0}; W0

denotes a collection of direct trust degree T among users,

W0 ( W1, W0 = {T(u, v) = 1|u, v [ U0 ^ u; vh i [ E0}.

Direct trust degree calculation Definition 3 (direct trust

degree T) If there is the edge from user node u to user node

v in user network G, the direct trust degree T(u, v) of u to

v is 1, otherwise is 0.

Considering the value range of the selected user simi-

larity measure method is [- 1,1], in order to integrate user

trust degree and similarity of users conveniently, so it is

necessary to normalize direct trust degree T making the

normalized direct trust degree tr value is limited in the

range of [0, 1].

The direct trust degree obtained after the normalization

process is shown in the formula (1).

trðu; vÞ ¼ Tðu; vÞ
P

u02FðuÞ Tðu; u0Þ
ð1Þ

where F(u) = {u0| u; u0h i [ E0 ^ u, u0[ U0}, tr(u, v) denote

normalized direct trust degree of u to v, and tr(u, v) satisfies
P

v2FðuÞ trðu; vÞ ¼ 1.

Indirect trust degree calculation Definition 4 (indirect trust

degree T) If there is at least one path from user node u to

user node v in user network G, It can be considered that u

has an indirect trust relationship with v, and the shortest

path from u to v is path = { u; a0; a1; . . .; ak; vh i|min(k ?

1) ^ (k ? 1)[ 1, u, ax, v [ U0, 0 B x B k}, then the

indirect trust degree of u to v is T0(u, v) = (tr(u, a0) ? tr(a0,

a1) ? ��� ?tr(ak, v))/(k ? 1).

In addition, according to the small world theory set

max(k ? 1) to 6. If min(k ? 1) of user node u to user node

v in user network G is greater than 6, T0(u, v) = 0.

User trust degree calculation User trust is an important

factor that affects the personalized recommendation of

social networks. As mentioned above, the user trust is

divided into direct trust and indirect trust, so the user trust

is their comprehensive value.

Let Tr(u, v) denotes that user trust degree of user node

u to user node v, tr(u, v) denotes that normalized direct trust

degree of user node u to user node v, T0(u, v) denotes that

indirect trust degree of user node u to user node v.

If tr(u, v) is expressed by A, T0(u, v) is expressed by B,

the user’s trust degree is calculated as formula (2).

Trðu; vÞ ¼
2 � AB

Aþ B
A[ 0 ^ B[ 0

A A[ 0 ^ B ¼ 0

B A ¼ 0 ^ B[ 0

8
><

>:
ð2Þ

User similarity calculation User similarity is calculated to

find users with similar interests and preferences, thereby

generating recommendation results. User similarity calcu-

lation of u and v on user network G is shown in formula

(3).
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Siðu; vÞ ¼
Pm

i¼1 Ru;i � Ru

� �
Rv;i � Rv

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pm

i¼1 Ru;i � Ru

� �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm

i¼1 Rv;i � Rv

� �2
qr ð3Þ

where Ru,I and Rv,i respectively denote the user u and user v

ratings for project i. Ru and Rv respectively denote the user

u and user v the average ratings for all projects.

Fusion of user similarity and user trust degree The user

similarity and user trust degree are fused together to alle-

viate the problem of sparse data.

Let Si(u, v) denotes user similarity of user u and user v,

Tr(u, v) denotes user similarity of user u to user v. We(u, v)

denotes a comprehensive value after fusing Si(u, v) and

Tr(u, v), then the calculation of We(u, v) is shown as for-

mula (4).

Weðu; vÞ ¼ k� Siðu; vÞ þ l� Trðu; vÞ ð4Þ

where k, l respectively denote the proportion for Si(u, v),

Tr(u, v), and k ? l=1.

3.3 HLPA model

In 2007, Raghavan et al. [18] proposed the classification

algorithm based on label propagation. This is the first time

in the domain of the label spreading. So many scholars

referred to the algorithm as the LPA algorithm.

The complexity of LPA algorithm is almost linear time

and the design of algorithm is very simple. This makes the

LPA algorithm widely discussed among many scholars.

However, the LPA algorithm uses the random selection

scheme, which makes the result very unstable, and the

quality of the community is difficult to be guaranteed. For

this purpose, the stability of the LPA algorithm is

improved. A stable and high quality method based on node

influence is proposed, named HLPA.

Figure 2 illustrates the process involved in user interest

community detection. Specifically, the HLPA algorithm

assigns a unique tag to each node, and then updates the

node’s label in the order of high to low. In each iteration of

the label updates, selecting majority of the adjacent nodes

are held by the label to be updated. If there is more than

one tag, then calculate the influence of the label and select

the largest influence from the updates. The update is fin-

ished and can be obtained by a stable community. Finally,

the stability and quality of HLPA algorithm are verified on

the real data set. However, the LPA algorithm uses the

random selection scheme, which makes the final result of

the community very unstable, and the quality of the com-

munity is also very difficult to be guaranteed. If the

selection of the community is lower, it means that the

relationship between the nodes in the community is not

enough. When the network is divided into an independent

community, the link between the community will be cut

off, so once the link between the nodes in the community,

the impact of the node will be more, the impact of the node

will be more inaccurate, and then lead to the final selection

of the so-called core node set will be greatly reduced. On

the contrary, if there is a scheme to ensure that each of the

selected community division results are high quality, then

the impact of the core nodes selected from various com-

munities will be guaranteed.

4 Experiments

In this section the details of our experiments, conducted on

real-world collected data, are demonstrated. It reflects the

effectiveness of our proposed UICD method. It further

describes the data collection and processing steps, envi-

ronment setup and analysis, comparative methods com-

parison, evaluation criteria and result analysis.

4.1 Dataset

Our dataset are collected from Twitter (http://twitter.com/)

via Twitter API. The collected dataset is composed of

1,000,000 posts from April 25, 2018 to April 28, 2018. As

discussed earlier, to reduce the impact of the bump phe-

nomenon, only the users who publish or comment on posts

are considered in our dataset.

4.2 Experimental settings

The experiments were conducted on a machine with Intel

I7 4.2 GHz CPU and 16G memory.

As shown in Fig. 3, more than 99% of the total number

of labels lies into the range of 1–6. Hence, while comparing

with other methods, our work only recommends labels

within 1–6 ranges. In this paper, 7145 labels are divided

into five equal parts and the five-fold cross validation is

used to evaluate the proposed method with other methods.

The average of the five assessment results is obtained. In

each evaluation, parameters were tuned via grid search. For

LDA, a = 0.5 and b = 0.1. In all the methods, Gibbs

sampling was run for 1000 iterations. The results reported

The HITS
method
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Fig. 2 The procedure of the HLPA method
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are captured on average after 5 runs. To filter high-quality

posts, all initial authority scores d.a and u.h hub scores

were set to 1. For fusion of user similarity and user trust

degree, k = 0.72 and l = 0.28, according to the

experiments.

4.3 Comparative methods and evaluation
criteria

For comparative analysis, two recommended methods are

used, based on TF-IDF and LDA. The following evaluation

criteria are used: Recall, Precision and F-measure. They are

defined as follows:

Recall ¼ labelsr \ labelsmj j
labelsmj j ;

Precision ¼ labelsr \ labelsmj j
labelsrj j

F�measure ¼ 2 � Recall� Precision

Recallþ Precision

ð5; 6; 7Þ

where labelsr represents a recommended set of labels, la-

belsm represents a true set of labels.

4.4 Result analysis

Figure 4 shows the recommended effect of our proposed

method, Collaborative Filtering Recommender based User

Interest Community Detection. The results obtained are

compared with TF-IDF and LDA methods. It is evident

from the figures, on the basis of our adopted evaluation

criteria that the recommended effect of the method based

on topic model is better than that of the keyword matching

based method. This difference is because of the two basic

characteristics of the label: the arbitrariness of the user’s

markup and the semantic ambiguity of the label. Both of

these characteristics hinder the recommendation system to

recommend relevant and accurate labels. The label rec-

ommendation method based on keyword matching tech-

nology only uses statistical information between the

documents, which might lose some useful information,

such as hidden topic information of the documents. The

method based on semantic level takes full advantage of the

implicit topic information of the document. In the label

recommendation system, it is significant to make full use of

the implicit topic information of the document to improve

the recommendation effect.

Furthermore, as seen from the figures, our proposed

method has better recall, precision and F-measure than the

other two methods when recommending labels. As the

number of recommended labels increases gradually, the

recall rate of all methods is increasing because of the

increasing number of correct labels. However, as the

number of real labels is limited, it can be predicted that the

recall rate would be steady with the increase of the rec-

ommended labels. On the contrary, the precision rate of all

methods decreases as the number of labels increases. This

is because more inaccurate labels are recommended. The

average F-measure value of the proposed method is 10.8%

and 21.7% higher than that of LDA and TF-IDF respec-

tively when 1 to 6 labels are recommended.

Figure 5a shows comparison results of sorting and non-

sorting interest set, the abscissa represents the number of

recommended interests, and the ordinate represents the

F-measure. This paper uses interest detection model named

HLDA to distil hot interests and high-influence users. At

the same time, the interests are sorted according to the

popularity of interest. As can be seen from Fig. 5a, sorting

the recommended interest set will significantly improve the

accuracy of the recommended interests. This is because

Fig. 3 The distribution of 7145 labels

Fig. 4 Recall, precision and F-measure rate comparison
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there are large amounts of meaningless ordinary interests in

the interest set, if the interest set is used directly for the

recommendation, it cannot achieve good results. The

interests with high popularity are given priority to recom-

mend by sorting.

Figure 5b shows comparison results of sorting and non-

sorting of label set, the abscissa represents the number of

recommended labels, and the ordinate represents the

F-measure. The LPA algorithm uses the random selection

scheme, which makes the result very unstable, and the

quality of the community is difficult to be guaranteed. To

improve the LPA algorithm, we propose a stable and high

quality method based on node influence named HLPA. The

HLPA algorithm assigns a unique tag to each node, and

then updates the node’s label in the order of high to low. In

each iteration of the label updates, selecting majority of the

adjacent nodes are held by the label to be updated. If there

is more than one tag, then calculate the influence of the

label and select the largest influence from the updates. The

update is finished and can be obtained by a

stable community.

5 Conclusion and future work

The popularity of social networks makes it an important

platform for people to share information. In this paper, we

successfully focused on users’ interest community detec-

tion by analyzing the text stream of the microblogging sites

using our proposed model. Our work used modified HITS

and LDA based interest detection model named HLDA to

distill emerging interests and high-influence users. Fur-

thermore, LPA and Collaborative Filtering Recommender

based user interest community detection method named

HLPA is proposed to segregate the interest community of

users more accurately and efficiently. For comparative

analysis, two methods based on TF-IDF and LDA are used.

Evaluation criteria such as recall, precision and F-measure

are used and the obtained experimental results demon-

strated the effectiveness of our proposed model.
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