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Abstract
As data dissemination is of great importance for applications in connected vehicular networks (VANETs), we aim to

facilitate the performance of data dissemination in this study. Consider strongly connected VANETs where a set of

vehicular nodes exists to disseminate information. To reduce redundant transmissions and improve data dissemination

delay, the number of data replicas that can be spread in the network is controlled. A replication-based distributed

randomized algorithm is proposed, in which a balanced network status can be achieved after average operations among the

nodes. In the algorithm, the data carrier distributes the dissemination tasks to multiple nodes to speed up the dissemination

process such that the dissemination would be accelerated and consume less network resource. We evaluate the complexity

of network convergence by analyzing the number of communication stages consumed when the network converges to a

consensus. Theoretical analysis shows that the network can achieve balance quickly in the case of complete graph, which

supports the real-time data dissemination in dense VANETs. Simulation results validate that the proposed algorithm can

disseminate data to the vehicles within a specific area with high efficiency.

Keywords VANETs � Data dissemination � Randomized � Network convergence

1 Introduction

As important components of Intelligent Transportation

System (ITS), vehicular networks (VANETs) are large-

scale mobile ad hoc networks composed of vehicles with

communication functions and roadside infrastructures,

which aims to provide services for autonomous driving and

fast information sharing [1, 2]. In VANETs, vehicles

mainly obtain real-time road conditions and location

information sent by other vehicles through wireless com-

munication technology [3]. In this way, traffic accidents

and road congestions can be effectively reduced. Mean-

while, VANETs can provide information services, such as

news and entertainments, which can add fun to the boring

journey.

To enhance on-road transportation safety and efficiency,

efficient data dissemination that can provide high-rate

communications and rapid data dissemination, is essential

for applications in VANETs [4, 5]. Data replication has

been recognized as an effective approach to improve data

dissemination [6], which enables multiple replicas of the

same data carried by different nodes to be transmitted to a

number of nodes in the network. Thus, the data will be
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distributed to a specific area in a quick manner. A variety

of distributed algorithms have been proposed based on data

replication [7].

As VANETs are characterized by the lack of centralized

control, distributed coordination among vehicles and

averaging consensus are challenging issues in emerging

applications [8]. Adapting to dynamically changing net-

work topologies, gossip algorithm, a distributed averaging

approach on the basis of iterative communications among

the nodes in the network, has obtained a lot of interest due

to its simplicity and effectiveness [9]. Through a series of

communications, the nodes could reach consensus on a

common decision or achieve the same state. Generally, this

type of algorithms is evaluated by comparing their con-

vergence speed. However, the gossip-based algorithms

could waste significant network resource, such as band-

width and energy, by transmitting redundant information

multiple times. From this point of view, lots of researches

have been done to improve the performance of the algo-

rithms by accelerating their convergence speed.

1.1 Motivation

Dynamic data replication can accelerate data dissemination

and decrease dissemination delay in distributed ad hoc

networks. However, replication-based methods might meet

some problems, such as long dissemination delay caused

by network congestion in high density area, network

resource wasting and scalability issues. Additionally, tra-

ditional replication-based dissemination algorithms (e.g.

epidemic and gossip algorithms), could lead to high com-

munication overhead as well as congestions and sometimes

even broadcast storms by passing around redundant infor-

mation. Thus the quantity of data replicas spread in the area

should be controlled to address the above issues.

To achieve network consensus among the nodes, every

node should carry an approximately equal number of data

replicas such that the computational burden is distributed

among the nodes. As a result, the progress of data dis-

semination could be accelerated. Accordingly, we propose

a concept of network balance, and we will see that the

balanced status in the network can realize distributed load

balancing which can alleviate the entire network load and

enhance information dissemination.

As stated above, replication-based data dissemination

algorithms with high efficiency need to be developed. The

number of replicas spread in the destination area should be

limited to decrease redundant transmissions and dissemi-

nation delay, while a balanced network status is desired to

be achieved.

1.2 Methodology and contributions

Graph theory can be used for describing the network

topology. Based on traffic density, the network topology

can be abstracted as three types of graphs: arbitrary, linear

and complete graphs. In this study, we mainly focus on the

case of complete graph. As arbitrary and linear graphs are

abstracted from the scenarios of urban areas and highway,

complete graph describes dense traffic scenarios, such as

the scenarios where traffic congestions happen or parking

lots. In complete graph, it is assumed every two vehicular

nodes can communicate with each other.

This study investigates the problem of a vehicular node

disseminating a message to a number of nodes in a specific

area in dense VANETs, and the objective is to realize data

dissemination in a target area with reduced dissemination

delay and consumed resource. To achieve our goal, a dis-

tributed randomized algorithm based on data replication is

proposed for data dissemination in dense scenarios. In the

algorithm, the maximum number of message replicas is

limited, and every vehicular node is assigned with a cor-

responding value that indicates the quantity of data replicas

that the node can spread. Each node selects one of its

neighbors to communicate and averages their values,

through which the values of the nodes will be updated.

Once specific average operations are taken, the values of

nodes can be approximately equal to the global average in

distributed mode. The convergence complexity is evaluated

through calculating the consumed communication stages.

Efficiency of replication-based data dissemination can be

verified if the network converges in a few communication

stages. Additionally, theoretical analysis is provided to

validate the convergence complexity when the network

achieves a balanced status. The results of complete graph

could be considered as a contribution to distributed net-

works while complete graph cannot be fully treated as

typical vehicular networks.

As a preliminary study, the conference version of our

study [10] studied the problem in complete graph, in which

the concept of network balance and the randomized repli-

cation-based scheme were proposed. We construct this

study on the basis of [10]. In this study, to validate the

effectiveness of data replication, we first present a deter-

ministic process and derive the communication stages

consumed for network consensus. As to the proposed

randomized algorithm, important theorems are derived

based on Lemmas 2 and 4 (these two lemmas are derived

in the conference paper). The theorems show the mathe-

matical upper bound and lower bound of the proposed

randomized algorithm, which has not been fulfilled in the

conference paper. Meanwhile, we compare the randomized

algorithm with additional algorithms such as CCR in
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performance evaluation and evaluate the impact of differ-

ent numbers of vehicles and data replicas on data delivery

ratio of the compared algorithms.

Fully exploiting data replication to improve data dis-

semination, the key contributions are described as below.

1. We propose a replication-based distributed randomized

algorithm for dense scenarios in VANETs. In the

algorithms, the quantity of data copies is bounded

while a balanced network status can be achieved.

2. We present the number of stages needed when the

network achieves a balanced status in a deterministic

manner. Then we derive the upper bound and lower

bound of the distributed randomized algorithm.

Through theoretical analysis, we show that when the

network is strongly connected, the proposed random-

ized algorithm can achieve network consensus quickly.

3. We conduct simulations to evaluate the effect of the

number of vehicular nodes and allowed data replicas

on network convergence speed in terms of communi-

cation stages, dissemination delay and delivery ratio.

Simulation results show the efficiency and rigorousness

of the distributed randomized algorithm.

The rest of this paper is organized as follows. Section 2

summarizes the related work on data dissemination and

average consensus problem. Section 3 describes some

definitions used in data replication. In Sect. 4, we propose a

distributed randomized algorithm for dense vehicular sce-

narios. Upper and lower bounds of the proposed algorithm

are derived in Sect. 5. Section 6 evaluates the proposed

algorithm. Finally, Sect. 7 concludes the paper and pre-

sents future directions.

2 Related work

In this section, we give an overview of related studies on

data dissemination algorithms in VANETs, and then dis-

cuss existing works on randomized average consensus

problem.

2.1 Data dissemination schemes

As the basic broadcast algorithm, flooding is a common

replication-based data dissemination algorithm. Apart from

the large wireless coverage, flooding is also popular for its

fast dissemination speed. However, it can cause broadcast

storms when there are too many data transmissions. Torres

et al. [11] made improvements on the flooding scheme to

deal with different network traffic densities.

Many works study how to devise efficient routing

schemes in vehicular networks, thus the dissemination delay

and overhead can be improved. In [12], the authors

developed a routing algorithm, and the carrier could get at

most a number of replicas of the packet generated based on a

binary tree. However, the available network bandwidth and

capacity were not considered. Considering resource con-

straints and replication, RAPID [13] studied the routing

problem in delay tolerant networks and solved the problem

by analyzing data utilities to decide on the replication strat-

egy. Takahashi et al. [14] proposed an advanced routing

mechanism. They controlled the maximum number of mes-

sages that could be replicated, depending on the distance

from source to the base station within its communication

range. Xing et al. [15] proposed a framework for utility

maximization problem for multimedia dissemination, and

obtained the closed form of the network utility. To find an

optimal path for the dissemination, the authors developed a

dissemination algorithm.Wu et al. [16] aimed to fully utilize

the available network capacity, and presented a distributed

data replication scheme. Xiang et al. [17] studied data pref-

erences of vehicle inVANETs, quantified different classes of

data preferences and designed a safety data dissemination

protocol named PVCast. The authors studied multiple mix

zones problems [18] and developed a clustering based

communication protocol for multiple mix-zones over road

networks to collect traffic information in an energy efficient

way [19]. Zhao et al. [20] proposed a sender impact metric

that considered both the quality and diversity of corre-

sponding link and then developed an efficient selection

mechanism for bulk data dissemination. Zhuang et al. [21]

introduced a node cooperation strategy for vehicular net-

works to select the best relay node and provided an upper

bound of the performance. The relation between content

replication and RSU deployment was studied in [22], toward

which a cooperative replication scheme was developed. To

minimize the probability of task deadline violation, Jiang

et al. [23] proposed a balanced task assignment policy that

could be obtained by value iteration. Chen et al. [24] focused

on data dissemination in Internet of Vehicles with social

characteristic and applied the property in the design of dis-

semination strategies.

2.2 Average consensus problem

Gossip algorithms are widely used in modern distributed

systems,with applications ranging from sensor networks and

peer-to-peer networks to mobile vehicle networks and social

networks [25, 26]. Boyd et al. [27] studied gossip algorithms

for information exchange and computation in an arbitrarily

connected network. The authors developed a distributed sub-

gradient method to improve the speed of gossip algorithms

and the framework they designed could be applied to analyze

distribute algorithms in different scenarios. Angelia and

Asuman [28] studied the consensus problem with delays by

reducing it to a consensus problem in an agent system
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without delays, thus obtained the convergence rate results for

the studied consensus problem. In [29], the authors investi-

gated the characteristics of weighted-averaging dynamic for

network consensus. Franceschelli et al. [30] proposed a novel

gossip-based distributed algorithm that utilized local ran-

domized interactions for task assignment in heterogeneous

networks. Additionally, the asynchronous interactions could

minimize the executing time of tasks in the network. Aysal

et al. [31] proved that the random consensus value was the

average of initial node measurements and that it could be

made arbitrarily close to this value in mean squared error

sense under a balanced connectivitymodel and by trading off

convergence speed with accuracy of the computation. The

results illuminated that the algorithm based on broadcast

mechanism could reach a consensus with very low failure

probability. Wu et al. [32] presented a gossip-based algo-

rithm to study network consensus in strongly connected

networks. Through analysis, they showed that the proposed

algorithm could quickly reach consensus as well as reduce

the consumed transmissions by omitting some agents’ states.

The first part of related work focuses on the reliability

and effectiveness of data dissemination in VANETs while

the second part mainly talks about the properties of net-

work consensus and convergence rate. The goal of this

study is to develop novel replication strategies to enhance

dissemination performance through utilizing data replica-

tion and evaluate the convergence rate of replication-based

algorithms. To achieve these purposes, we combine data

replication with average network consensus in data dis-

semination, which has not been considered in previous

works. Table 1 compares the differences of works in the

literature according to whether the works study data

replication and average consensus problems or not.

3 Definitions and models

Assume a vehicular node carries a message M. The node

aims to disseminate the message to a specific area, and we

let parameter n denote the maximum quantity of data

replicas. Let parameter ni represent the replicas that node i

can spread, we have ni � 1. Assume there are m nodes in

the area, we have
Pm

i¼1 ni ¼ n. After a number of average

operations, the values of nodes could reach the global

average, and we define the state as �-balanced network

status (see Definition 4). To analyze the communication

stages needed to obtain network balance, we have the

following lemma and definitions.

Lemma 1 Assume that a, b, c, and d are real numbers

with aþ b ¼ cþ d. Then we have (1)

ða2 þ b2Þ � ðc2 þ d2Þ ¼ 2ðb� dÞðb� cÞ, and (2) ða2 þ
b2Þ � ðc2 þ d2Þ� 0 if a� c� d� b.

Proof By the condition of the lemma, we have b� d ¼
c� a and b� c ¼ d � a. Thus, ða2 þ b2Þ � ðc2 þ d2Þ ¼
ðb� dÞðbþ dÞ þ ða� cÞðaþ cÞ ¼ ðb� dÞðbþ d � c� aÞ

Table 1 Relate work

comparison
Authors Year Replation-based Average consensus

Torres et al. [11] 2015 U �
Spyropoulos et al. [12] 2008 U �
Balasubramanian et al. [13] 2010 U �
Takahashi et al. [14] 2014 U �
Xing et al. [15] 2017 � �
Wu et al. [16] 2013 U �
Xiang et al. [17] 2015 � �
Zhao et al. [20] 2017 � �
Zhuang et al. [21] 2016 � �
Chen et al. [22] 2018 U �
Jiang et al. [23] 2018 U �
Arain et al. [19] 2017 � �
Chen et al. [24] 2018 � �
Boyd et al. [27] 2006 � U

Nedic et al. [28] 2010 � U

Nedic et al. [29] 2017 � U

Franceschelli et al. [30] 2017 � U

Aysal et al. [31] 2009 � U

Wu et al. [32] 2013 � U

Our study NA U U

(NA not available, U yes �: no)
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¼ 2ðb� dÞðb� cÞ: This proves (1). With (1), we can prove

that (2) is also correct. h

Definition 1 G(V, E) is an undirected graph to describe

the network topology. In such a graph, the vertices and

edges denote the vehicular nodes and the communication

links among the vehicular nodes, respectively.

Definition 2 Consider dense vehicular networks, such as

scenarios when road congestions happen or parking lots

with many parked cars. Assume that every two vehicular

nodes can exchange information with each other. Accord-

ing to graph theory, the network topology can be abstracted

as complete graph.

Definition 3 Assume M denotes the message that would

be disseminated to a specific area. G(V, E) is an undirected

graph to describe the network topology. The maximum

number of allowed data replicas is denoted by n. Every

vehicular node is assigned with a value that indicates the

number of message replicas that the node can spread in the

network, such as node i with a value ni. Therefore, G(V, E)

associated with ni becomes a weighted graph with a

bounded number of message replicas.

Definition 4 According to Definition 3, the nodes in the

weighted graph are associated with corresponding nonneg-

ative numbers. We say that an �-balanced status is achieved

among the nodes if the following conditions are satisfied:

– All the associated values of the nodes in the weighted

graph are no smaller than 1, that is, ni � 1.

– For every two nodes with ni; nj [ 0, the values satisfy

jni � njj � �, where �[ 0.

– If ni � 2 and nj ¼ 0, no edge exists between the nodes

with ni and nj.

Definition 5 Let R be the set of real numbers and N be the

set of nonnegative integers. Define the following concepts:

– A real average function A(., .) is a mapping

R� R ! R� R, such that for two numbers a� b,

Aða; bÞ ¼ ðaþb
2
; aþb

2
Þ if aþ b� 2, or Aða; bÞ ¼ ða; bÞ if

aþ b\2.

– An integer average function A(., .) is a mapping N �
N ! N � N such that for two numbers a� b, Aða; bÞ ¼
ðk; kÞ if aþ b ¼ 2k� 2, Aða; bÞ ¼ ðk; k þ 1Þ if

aþ b ¼ 2k þ 1� 2, or Aða; bÞ ¼ ða; bÞ if aþ b\2.

– For a list L : a1; a2; . . .; ak, define the potential of L to

be PðLÞ ¼ a21 þ a22 þ � � � þ a2k .

– For an average function A(., .), define

SAðha; biÞ ¼ 2ðb� dÞðb� cÞ, where Aða; bÞ ¼ ðc; dÞ.
Number b is considered a bar of length b. SAðha; biÞ
can be considered that a small piece of length b� d

from the bar of length b to go down by ðb� cÞ.

Function SAð:Þ gives the potential change after an

average operation (See Lemma 1).

– Let A(., .) be an average function. Assume that a1; a2;

. . .; ak is a list of numbers. It is transformed into another

list a01; a
0
2; . . .; a

0
k by a series of average operations.

Define its sum of product to be SðHÞ ¼
P

ða;bÞ2H SAða; bÞ ¼ PðLÞ � PðL0Þ (See Lemma 1),

where H is the set of tuples (a, b) that take average

operations to transform the first list into the second list.

It is considered as the change of the potential after

taking an average operation.

Through iterative average operations between the nodes,

the network will converge and achieve an �-balanced sta-

tus. To measure the network convergence rate, we calculate

the number of communication stages that needed for the

network to be �-balanced, which can also reflect the com-

plexity of network convergence. The concept of commu-

nication stage is shown as Definition 6.

Definition 6 A stage of communication is an average

operation among a set of independent edges in the con-

nected graph. Two nodes connected by one of the inde-

pendent edges can communicate. It allows those pairs of

nodes to communicate and take average in parallel.

Before explaining the details of the proposed solution, a

list of variables used in this paper is provided as Table 2.

4 Proposed solution

We consider the case that the connected graph of a set of

nodes is a complete graph. A set of nodes with a complete

connection has the property that every two nodes are within

each other’s communication range. To facilitate data dis-

semination in the case of complete graph, we propose a

distributed randomized algorithm that combines data

replication and distributed averaging. Theoretical results

show that a balanced status can be achieved within low

delay when the randomized algorithm is applied.

4.1 Replication-based distributed randomized
algorithm

In this section, we present a distributed randomized algo-

rithm (see Algorithm 3). It is very simple and easy to

implement in practice.

We first assume that the nodes in the network perform

average operations in a deterministic manner to achieve

network balance. The deterministic procedure is presented

as Algorithm 1 and the initialization process is described as

Algorithm 2.
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Algorithm 1 Deterministic Algorithm
Input: Graph G.
Output: Graph G , communication stages a.
1: Call Algorithm 2;
2: a = 1;
3: Stage a:
4: Let n1 ≥ n2 · · · ≥ nm;
5: Let u be the number of items at least 2, and v be the number of items of zero.
6: Case 1. u > 0 and v > 0:
7: If u ≥ v, let each item of zero take average with at item at least 2;
8: else let each item at least 2 take average operation with an item of zero.
9: Case 2. u = 0 or v = 0:
10: Let ni and nm−i+1 take average for i = 1, 2, · · · , m

2 ;
11: Enter into Stage a+ 1 and let a = a+ 1;
12: End of Algorithm.

Algorithm 2 Initialization
Input: Graph G, number of replicas n.
Output: Weighted graph G.
1: i indicates the node of G;
2: n1 (i = 1) indicates the vehicular node with message M ;
3: ni indicates the number of replicas that i can disseminate;
4: n1 = n;
5: for each i ∈ [2,m] do
6: ni = 0;
7: end for
8: End of Algorithm.

After initialization by Algorithm 2, the process of the

deterministic algorithm can be divided into two cases: (1)

when the number of nodes with value at least two is no

smaller than the number of nodes with zero, the nodes with

zero would take average with the nodes with larger values,

otherwise, the operations should be done the other way

round; (2) When the values of all the nodes are larger than

zero, select the nodes with value ni and nm�iþ1 to take

average which can accelerate the convergence. Iterate the

average operations until the network converges. Theorem 1

gives the quantity of stages consumed for network balance

in a deterministic manner.

Theorem 1 Assume in the case of complete graph, the

nodes perform average operations in a deterministic

manner, such that after Oðlog n
�Þ stages of real average

operations, the network can reach an �-balanced status.

Proof It is easy to see that there are at most Oðlog nÞ
stages for Case 1. In the following part, we will give an

upper bound for Case 2.

Let ni be the parameter value of node i. Without loss of

generality, assume that n1 � n2 � � � � � nm. Let ni and

nm�iþ1 take average.

Assume that after one stage, pair ni and nm�iþ1 has the

largest average di ¼ niþnm�iþ1

2
, and pair nj and nm�jþ1 has the

least average dj ¼ njþnm�jþ1

2
. We assume that i 6¼ j.

We note that either
ni�nj
2

� 0 or
nm�iþ1�nm�jþ1

2
� 0.

di � dj ¼
ni þ nm�iþ1

2
� nj þ nm�jþ1

2

¼
ðni � njÞ þ nm�iþ1 � nm�jþ1

� �

2

� max j ni � nj

2
j; j nm�iþ1 � nm�jþ1Þ

2
j

� �

� n1 � nm

2
:

After t stages, each piece has at most n1�nm
2t

difference

among all nodes. Therefore, after Oðlog n
�Þ stages, it enters

into an �-balanced status. h

Theorem 1 shows the validity of data replication in

complete graph. To speed up the convergence, a replica-

tion-based distributed randomized algorithm R-DRA for

complete graph is proposed, which is shown as

Algorithm 3.
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Algorithm 3 Distributed Randomized Algorithm
Input: graph G;
Output: graph G , parameter a.
1: Call Algorithm 2;
2: Let a = 0;
3: Let i, j indicate vehicular nodes;
4: Let Neigh[i] indicate the neighbors of i;
5: Let ni indicate the distribution task of node i;
6: Let µ = 0 indicate that the node is in sending status,1 indicate receiving status
7: repeat
8: a = a+ 1;
9: for node i do
10: if µ = 0 then
11: node i randomly chooses a neighbor and sends the communication request;
12: else
13: selects j from the received requests if |ni − nj | ≥ |ni − nk|,∀k ∈ Neigh[i];
14: end if
15: end for
16: ni = (ni + nj)/2;
17: nj = (ni + nj)/2;
18: until (|ni − nj | ≤ )
19: End of Algorithm.

The process of the algorithm R-DRA can be divided into

three steps, which is presented as follows.

Firstly, the algorithm abstracts a graph based on network

topology and then calls the initialization process. The

graph becomes a weighted graph after initialization, in

which the source node is assigned with a value n and others

are zero. Thus we have the initial states of all the nodes.

Secondly, the node in sending state randomly selects a

node, and sends a request to it. Meanwhile, the node in

receiving state selects the node from the received requests

if the gap between the two nodes is the largest. The

selected pairs of nodes will take average operations and

update their values accordingly. The described process is

called a stage. Iterate the average operations until the

network converges and calculate the number of stages

needed to be �-balanced.

Finally, a weighted graph is output. The values of the

nodes in the graph have been updated to the values when

the network is balanced. If a new node enters the network

and breaks the balance, additional average operations are

needed for network rebalance.

5 Analysis of the proposed randomized
algorithm

In this section, we present detailed analysis of the proposed

randomized distributed algorithm. The results of the upper

and lower bounds are given.

The analysis of our randomized algorithm uses the well-

known Chernoff bounds that are described below. All

proofs of this paper are self-contained except the following

famous theorems in probability theory and the existence of

a polynomial time algorithm for linear programming.

Table 2 Variables used in this paper

Variable Definition

a, b, c, d Parameters

M Message disseminated to a target area

G(V, E) Undirected graph that describes network topology

n Maximum number of allowed data replicas

m Number of vehicles

ni Number of replicas that node i can spread

� Parameter used for network balance

A(., .) Average function

L List of real numbers a1; a2; . . .; ak

P(L) Potential of list L

SAð:Þ Potential change after an average operation

H Set of tuples that take average operations

Xi Independent random 0–1 variable

gap(L) max1� i;j� k jai � ajj
S List of all m elements that take average operations

A, B Subsets of S

a Shrink factor

d Failure probability of an a shrink

G1;G2; . . .;Gk Multiple groups of c stages

n�i Parameter for node i in the final stage

c1; c2 Constant, (0, 1)

R Set of real numbers

N Set of nonnegative integers
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Theorem 2 ([33]) Let X1; . . .;Xn be n independent ran-

dom 0–1 variables, where Xi takes 1 with probability pi.

Let X ¼
Pn

i¼1 Xi, and l ¼ E½X�. Then for any d[ 0,

1. PrðX\ð1� dÞlÞ\e�
1
2
ld2 , and

2. PrðX[ ð1þ dÞlÞ\ ed

ð1þdÞð1þdÞ

h il
.

We follow the proof of Theorem 2 to make the fol-

lowing versions (Theorems 3, 4, and Corollary 1) of

Chernoff bounds for our algorithm analysis.

Theorem 3 Let X1; . . .;Xn be n independent random

0–1variables, where Xi takes 1 with probability at least p

for i ¼ 1; . . .; n. Let X ¼
Pn

i¼1 Xi, and l ¼ E½X�. Then for

any d[ 0, PrðX\ð1� dÞpnÞ\e�
1
2
d2pn.

Theorem 4 Let X1; . . .;Xn be n independent random 0–1

variables, where Xi takes 1 with probability at most p for

i ¼ 1; . . .; n. Let X ¼
Pn

i¼1 Xi. Then for any d[ 0,

PrðX[ ð1þ dÞpnÞ\ ed

ð1þdÞð1þdÞ

h ipn
.

Define g1ðdÞ ¼ e�
1
2
d2 and g2ðdÞ ¼ ed

ð1þdÞð1þdÞ. Define

gðdÞ ¼ maxðg1ðdÞ; g2ðdÞÞ. We note that g1ðdÞ and g2ðdÞ
are always strictly less than 1 for all d[ 0. It is trivial for

g1ðdÞ. For g2ðdÞ, this can be verified by checking that the

function f ðxÞ ¼ ð1þ xÞ lnð1þ xÞ � x is increasing and

f ð0Þ ¼ 0. This is because f 0ðxÞ ¼ lnð1þ xÞ which is

strictly greater than 0 for all x[ 0.

Corollary 1 ([34]) Let X1; . . .;Xn be n independent ran-

dom 0–1 variables and X ¼
Pn

i¼1 Xi.

1. If Xi takes 1 with probability at most p for

i ¼ 1; . . .; n, then for any 1
3
[ �[ 0,

PrðX[ pnþ �nÞ\e�
1
3
n�2 .

2. If Xitakes 1 with probability at least p for

i ¼ 1; . . .; n, then for any �[ 0,

PrðX\pn� �nÞ\e�
1
2
n�2 .

5.1 Upper bounds

Lemma 2 ([10]) Let r(.) be a function from S ! S that

r(x) generates a random element in S. Assume that A and

B are two subsets of S with jAj � jBj, and RðAÞ ¼
fx : x 2 A; rðxÞ 2 Bg, HðAÞ ¼ frðxÞ : x 2 A; rðxÞ 2 Bg.
Then with the probability at most

gð�Þ
jAjjBj
jSj þ ðð1� cÞÞð2c�1Þð1��Þ�jBjjSj�jAj;

we have

jHðAÞj � ð1� cÞð1� �Þ � jBjjSj � jAj;

where c is a constant in (0, 1). Furthermore, if jBj � djSj
for some fixed d 2 ð0; 1Þ, then the failure probability is at

most 2ð1� aÞjAj for some fixed a 2 ð0; 1Þ.

Proof Let m ¼ jRðAÞj. For each element in A, with

probability
jBj
jSj, it sends a request to an element in B. By

Chernoff bounds, we have m\ð1� �Þ � jBjjSj � jAj with small

probability

f1 � gð�Þ
jAjjBj
jSj : ð1Þ

For each x 2 A, define r(x) to be the element that x sends.

Let c have eð1� cÞ� 1 and c 2 ð0; 1Þ.
Let n ¼ jBj. The probability that jHðAÞj � ð1� cÞm is

f2 �
n

1� cð Þm

� �

� ð1� cÞm
n

� �m

ð2Þ

� nð1�cÞmeð1�cÞm

ðð1� cÞmÞð1�cÞm � ð1� cÞm
n

� �m

ð3Þ

� eð1�cÞm ð1� cÞm
n

� �cm

ð4Þ

� eð1� cÞm
n

� �ð1�cÞm ð1� cÞm
n

� �ð2c�1Þm
ð5Þ

� ð1� cÞm
n

� �ð2c�1Þm
ð6Þ

� ðð1� cÞÞð2c�1Þm: ð7Þ

The total failure probability is at most

f1 þ f2 � gð�Þ
jAjjBj
jSj þ ðð1� cÞÞð2c�1Þð1��Þ�jBjjSj�jAj

by inequalities (1) and (7). This proves the lemma.

h

We need Lemma 2 to illustrate how the random average

operations shrink the gap of a list of numbers. Meanwhile,

the concepts of gap and a-shrink are presented as Defini-

tions 7 and 8, respectively. Then we have Lemma 3.

Definition 7 Let L ¼ a1; . . .; ak denote a set of real num-

bers. gap(L) is defined as max1� i;j� k jai � ajj.

Definition 8 Let a[ 0 and L ¼ a1; . . .; ak denote a set of

real numbers. Assume iterative average operations trans-

form L into L0 ¼ a01; . . .; a
0
k. If gapðL0Þ � ð1� aÞgapðLÞ,

then L0 is called a-shrink of L.

Lemma 3 Let S be the list of all m elements that will take

average operations. For some fixed a[ 0, with the failure

probability at most 1

ðlogmÞ3, we have the following facts:

1. After OðlogmÞ stages of average operations, there is

an a-shrink.
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2. After OðlogmÞ stages of integer average operations,

there is an a-shrink if gapðLÞ is at least H for some

H to be big enough.

Proof Let h ¼ max S�min S, a ¼ min fSg, and

b ¼ max fSg. Apply Lemma 2. Let A be the set of ele-

ments greater than median (
max fSgþmin fSg

2
), and B be the set

of elements smaller than or equal to the median (aþ h
2
) of

a and b. Without loss of generality, assume jAj � jBj. Let
A0 ¼ A, B0 ¼ B, S0 ¼ S, and j ¼ 0. We will discuss three

periods of stages.

If jAjj � logm

ðlog logmÞ5, enter Period 1 below, otherwise, enter

Period 3.

Period 1: O(1) stages

Let Aiþ1 be the set of elements a that (1)a 2 Ai and

a does not take any average operation; or (2) a is from one

of the two elements after taking average between two

elements c, d such that both c and d are in Ai.

Let Biþ1 be the set of elements a that (1)a 2 Bi and

a does not take any average operation; or (2) a is from one

of the two elements after taking average between two

elements c, d such that at least one of c, d is in Bi.

Let S
ð1Þ
jþ1 ¼ Ajþ1 [ Bjþ1.

We will select three small constants s1 [ s2 [ s3 [ 0,

and positive constants c1; c2\1. Let s2 ¼ s1
2
, and s3 ¼ s2

2
.

Let c1 ¼ 0:05, and c2 ¼ 2c1. We assume �� c1.
By Lemma 2, jAiþ1j � ð1� bÞjAij for some fixed b 2

ð0; 1Þ with the failure probability at most

2ð1� aÞjAij � 2ð1� aÞ
logm

ðlog logmÞ5 . Select a fixed integer i with

jAij � ð1� bÞijA0j � c1jA0j. After i stages, we have

jAij � ð1� bÞijA0j � c1jS0j; ð8Þ

jBij � ð1� c1ÞjS0j and; ð9Þ

maxfBig� aþ ð1� s1Þh with s1 2 ð0; 1Þ: ð10Þ

Its failure probability is at most 2ið1� aÞ
logm

ðlog logmÞ5 .

Claim s1 � 1
2iþ1.

Proof It can be proved via a simple induction. For the

case i ¼ 0, we can let s1 ¼ 1
2
. This is because B0 contains

all elements in S less than or equal to the median (aþ h
2
) by

the definition of B, which is equal to B0.

Assume it is true at i ¼ k. The case at i ¼ k þ 1 follows

from the definition of Biþ1. When a number x 2 ½a; aþ h�,
takes average with a number y 2 ½a; aþ ð1� 1

2kþ1Þh�, we
have their average value xþy

2
2 ½a; aþ ð1� 1

2kþ2Þh�. h

Define D3 to be the set of elements in ðaþ ð1�
s3Þh; aþ h� in S

ð1Þ
j . If jD3j � logm

ðlog logmÞ5, enter Period 2

below, otherwise, enter Period 3.

Period 2: OðlogmÞ stages
Let S

ð1Þ
i1

be the final set generated from S in Period 1 via

a series of average operations. Define S
ð2Þ
0 ¼ S

ð1Þ
i1
. Let S

ð2Þ
j

be the set of elements after j stages in Period 2.

Define Dj;3 to be the set of elements in ðaþ ð1�
s3Þh; aþ h� in S

ð2Þ
j , D0

j;3 to be the set of elements in ½a; aþ
ð1� s3Þh� in S

ð2Þ
j , Dj;2 to be the set of elements in ðaþ

ð1� s2Þh; aþ h� in S
ð2Þ
j , and D0

j;2 to be the set of elements

in ½a; aþ ð1� s2Þh� in S
ð2Þ
j .

In Period 2, we always have inequality jDj;3j � logm

ðlog logmÞ5,

otherwise, enter Period 3.

Since there are at most c1 � m elements with value in the

range ðaþ ð1� s1Þh; aþ h�, they can help at most c1 � m
elements with value at most aþ ð1� s1Þh increase to at

least aþ ð1� s1=2Þh ¼ aþ ð1� s2Þh. This is because each
one with value at most aþ h can contribute at most s2h.
With c1 � m elements with value more than aþ ð1� s1Þh,
their total contribution is at most c1 � m � s2. Therefore, the
number of elements in ½a; aþ ð1� s2Þh� is always at least
ð1� c1Þm� c1 � m ¼ ð1� 2c1Þm ¼ ð1� c2Þm.

Therefore, by Lemma 2, after each stage, the number of

elements in D3 is reduced by a constant factor. This is

because each element in D3 has larger probability to take

average with the elements in D0
j;2.

By Theorem 4, with the failure probability at most

gð�ÞjDj;3j, there are more than ðc2 þ �ÞjDj;3j elements in Dj;3

to select elements in Dj;2 to take average.

By Lemma 2, with the failure probability at most

gð�Þ
jDj;3 j
2 þ 2ð1� aÞjDj;3j, there are at least ð1� cÞð1� �Þ �

jD0
j;2j
jSj jDj;3j elements in Dj;3 to select elements in D0

j;2 to take

average.

We note that if an element in Dj;3 takes average with

another element in D0
j;2, it will not stay in Djþ1;3 in the next

stage. Therefore, the size of Djþ1;3 gets reduced.

Therefore, with the failure probability at most 2ð1�

aÞjDj;3j þ gð�Þ
jDj;3 j
2 ¼ oð 1

ðlogmÞ4Þ (we use the condition

jDj;3j � logm

ðlog logmÞ5, otherwise, it enters Period 3), the ele-

ments in Dj;3 is reduced by at least
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ð1� c1Þð1� �Þ �
jD0

j;2j
jSj jDj;3j � ðc2 þ �ÞjDj;3j

� ð1� c1Þð1� �Þð1� c1ÞjDj;3j � ðc2 þ �ÞjDj;3j
� ðð1� c1Þð1� �Þð1� c1Þ � ðc2 þ �ÞÞjDj;3j
� ðð1� c1Þð1� �� c1Þ � ðc2 þ �ÞÞjDj;3j
� ðð1� c1Þð1� �� c1Þ � 2c1 � c1ÞjDj;3j
� ðð1� c1Þð1� 2c1Þ � 4c1 � 2c1ÞjDj;3j
� ð1� 3c1 � 6c1ÞjDj;3j
� ð1� 9c1ÞjDj;3j:

The above inequalities are based on the setting for those

parameters c1; c2 and �.

It takes OðlogmÞ stages to stage j such that

jDj;3j\ logm

ðlog logmÞ5. We enter Period 3.

If jDj;3j\ logm

ðlog logmÞ5, enter Period 3.

Period 3: Oððlog logmÞ2Þ stages
Let S

ð2Þ
i2

be the set generated from S
ð2Þ
2 in Period 2 via a

series of average operations. Define S
ð3Þ
1 ¼ S

ð2Þ
i2
. Let

A� ¼ Di2;3, and B� ¼ D0
i2;2

. We have jA�j\ logm

ðlog logmÞ5, and

jB�j � ð1� c2ÞjSj.
Since almost all the elements belong to B� in Period 3,

we can assume that with very small failure probability, the

elements that sending requests will take average with the

elements in B. Obviously, it holds that with probability at

most 3
4
, the elements will not take average with the ele-

ments in B�. Assume that an element has been under the

condition that sends requests for u times, with probability

at most ð3
4
Þu, it does not take average with an element in B�.

Let t be the number of stages in Period 3.

With probability at most gð1
4
Þ
t
2, there are at most ð1

2
�

1
4
Þt ¼ t

4
stages that an element is in sending status.

In this case, for each element in A�, with probability at

most p3 ¼ gð1
4
Þ
t
2 þ ð3

4
Þ
t
4, it does not get the chance to take an

average operation with an element in B�. There is the

probability at most OððlogmÞ
3

m2 Þ that two elements in A� select

the same element to take average.

Therefore, the number of stages t in Period 3 is selected

to be ðlog logmÞ2 with probability at most jA�jp3 � 1

ðlogmÞ4.

Combining the analysis in above periods, we have the

conclusion that the failure probability is at most 1

ðlogmÞ3. h

Assume that the communication including c stages is a-
successful when there is an a shrink in terms of the gap.

For further analysis, let parameter d indicate the probability
that fails to achieve an a shrink. Then we have Lemma 4.

Lemma 4 Let c be a parameter. All stages are partitioned

into multiple groups of c stages G1;G2; . . .;Gk. Then there

are k independent 0, 1 random variables ri for each group

Gi such that

1. ProbðGi is a-successfulÞ� Probðri ¼ 1Þ
2. Probðri ¼ 1Þ� 1� d.
3. Probðthere are at least t Gi to be a-

successfulÞ� Probðr1 þ r2 þ � � � þ rk � tÞ.

Proof First, let S1; S2; . . .; Sm 2 f1; 2; . . .;mg denote the

m random numbers in the range f1; 2; . . .;mg. Let ai 2
f0; 1g denote the status that whether a vehicle is receiving

or sending requests.

Then, we have the 0,1 string Wj ¼ a1S1; a2S2; . . .; amSm,

which denotes an average operation among the m vehicles.

Let Di ¼ W1. . .Wz, z ¼ OðlogmÞ. It means after

OðlogmÞ stages, the string Di will get an a shrink. There

are Oðlog nÞ stages of Di which will get an a shrink.

Each Gi corresponds to a random sequence Di. Let T be

the total number of random paths for group Gi.

Let D1;D2; . . .;DT be an rearrangement of all the

random paths such that D1; . . .DHi
are all a-successful

sorted by lexicographic order, and DHiþ1þ1; . . .;DT sorted

by lexicographic order. For each random sequence Di to be

a-successful, make it correspond to an integer in [1, T].

Assume that Gi is a-successful for Hi random paths with

Hi � T � ð1� dÞ. Without loss of generality, each a-
successful sequence corresponds to an unique integer in

the range ½1;Hi�. Then Gi is a-successful if and only if ri is

an event with a random number si in [1, T] with

s� T � ð1� dÞ. From Lemma 3, we can see the failure

probability of an a shrink is quite small, which means

½Hiþ1; T � is a very small interval.

It is proved by an induction on the number of groups k. It is

trivial for the case k ¼ 1.Assume that it is true for k. Consider

the case k þ 1. For each random sequence D1D2. . .Dk, we

consider the extension D1D2. . .DkD for a random sequence

D for Gkþ1. The number of cases of D that Gkþ1 is a-
successful for D random paths is Hkþ1 � T � ð1� dÞ. Then
Gkþ1 is a-successful if and only if rkþ1 is an event with a

random number skþ1 in [1, T] with skþ1 � T � ð1� dÞ. h

Theorem 5 Let m be the number of vehicles. Let n�i be the

parameter for vehicle i in the final stage. There is a ran-

domized algorithm that takes Oððlog nÞðlogmÞ� Þ stages of

integer average operations such that (1) If m�ð1þ �Þn,
then each n�i is either 1 or 0; (2) If m�ð1� �Þn, then
each ni � 1, and the difference between every two nodes is

at most two; (3) If ð1� �Þn\m\ð1þ �Þn, then all

parameters niare in the range [0, 2], and the number of

i with ni ¼ 0 is at most �m and the number of i with

ni ¼ 2 is at most �m.

Proof The basic idea is that when the gap is large enough,

we apply Lemma 3. By Lemma 4, and Chernoff bound, we
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need Oððlog nÞðlogmÞÞ stages to get the case that the gap is

O(1). It takes Oððlog nÞðlogmÞÞ stages when the gap is

bounded by a constant by Lemma 3. When the gap is O(1),

we handle a bounded number of cases.

– m�ð1þ �Þn: The number of elements with value zero

is at least �n when the number of elements with at least

two is also at least �n.

Assume that the largest element is bounded by a

constant. In this case, the number of items with 0 and 1

is at least ð1þ �Þn=2. When the largest element m takes

average with an element at most m� 2, it will never

come back.

– ð1� �Þn\m\ð1þ �Þn: When the number of nonzero

elements is at least ð1� �Þn, most of their values are 1,

and the number of elements with at least 3 get

disappeared in Oðlog nÞ stages. Therefore, all the

elements are in the range [0, 2] and there are at most

�n elements to be zero, and at most �n elements to be 2.

– m\ð1� �Þn: After Oðlog nÞ stages, there are at least cn
elements that are at least two for some fixed c[ 0.

Otherwise, it violates that condition m\ð1� �Þn.
When the number of elements that are at least two is

at least cn, the number of zeros decreases by dn for

some fixed d. Eventually all elements with zero

disappear after Oðlog nÞ stages. When two numbers

with difference at least two take average, their gap will

be reduced to at most 1.

Let S be the multi-set of all elements left. Let

a ¼ maxfx : x 2 Sg, and b ¼ minfx : x 2 Sg. Define

jjxjjS be the number of replicas of x in multi-set

S. Without loss of generality, assume jjajjS � jjbjjS.
Assume gapðSÞ[ 2 and jfx : x 2 S and

x� aþ 2gj� ck. In each stage, there are dm elements

with value a to take average with the elements with

value at least aþ 2. Therefore, after OðlogmÞ stages,

all elements with value a will be removed. Since

gapðSÞ ¼ Oð1Þ, we need only OðlogmÞ stages.
h

For the real average operations, we have the following

theorem.

Theorem 6 Let m be the number of vehicles. Then there is

a randomized algorithm that takes Oððlog nÞðlogmÞ� Þ stages of
real average operations to enter into an �-balanced status.

5.2 Lower bounds

Theorem 7 It needs Xðlog nÞ stages for the system to be

�-balanced.

Proof According to the algorithm, the number of nonzero

elements is at most doubled in each stage. Therefore, it

needs Xðlog nÞ stages if the number of vehicles m� n. h

6 Performance evaluation

To evaluate the proposed replication-based randomized

algorithm, a variety of simulations are executed. This

section mainly presents simulation settings, describes the

compared algorithms and evaluation criteria. Finally,

simulation results are illustrated.

6.1 Simulation setup

Consider the complexity of the simulations, we select an

area of San Francisco for simulation through the OpenS-

teetmap [35]. The size of the selected area is

2000m� 2000m. We choose this area for the reason that,

it is densely populated and also a tourist attraction, there-

fore the daily traffic is heavy. The satellite map is shown in

Fig. 1a. Then SUMO [36] is applied to transform the

extracted area into road network, as shown in Fig. 1b. The

movement trajectories of the vehicles are generated by

SUMO. The output file will be input in NS-3 simulator to

describe the movement of the nodes. Communications

between vehicles follows Nakagami-m channel model.

Assume one vehicular node carries message M, the

algorithm tries to disseminate the message to the vehicles

in the target region. The destination of each data trans-

mission is selected from the neighbor nodes. The com-

munication range of vehicles is set to 300 m. The

transmission frame duration is set to 1ms. The average

encounter duration is related to the speed and density of the

vehicles. According to reference [16], the simulation time

is set to 1 h. The communication protocol adopts IEEE

802.11p to ensure the reliability of information transmis-

sion. To evaluate the effect of the number of vehicular

nodes participating in data dissemination, we set different

number of vehicular nodes, ranging from 600 to 800. We

also evaluate the impact of allowed data replicas on net-

work performance, and the number of replicas is set to

400–800. Table 3 gives a list of simulation parameters.

6.2 Compared algorithms

The proposed randomized algorithm is compared with

several data dissemination algorithms in VANETs which

are described as below.

– Epidemic routing: Epidemic is essentially a flooding

algorithm. Each node carries information to all the
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neighbor nodes, which allows the information to be

quickly forwarded to the vehicles in dissemination area.

– Randomized flooding (Random-flood): Each node ran-

domly selects one node from its own neighbors to

communicate. Through a series of communication

operations, the network will converge to a consensus,

that is, the states of the nodes are consistent.

– Constrained Capacity Replication (CCR): CCR is a

distributed algorithm. According to available network

capacity, the vehicles can autonomously determine data

replication strategy.

– Replication algorithm in common urban and highway

scenarios (EDDA): In EDDA, select all the independent

pairs of vehicular nodes and take average operations.

Iterate the average operations until the network

converges.

– Replication-based Distributed Randomized Algorithm

(R-DRA): The vehicular node in sending status selects

one node from its neighbors randomly, and sends an

average request. Then, each vehicular node in receiving

status chooses the request with which the gap between

the nodes is the largest. Finally, corresponding nodes

take average with each other, then update their values

accordingly.

6.3 Performance metrics

We evaluate the algorithms according to three metrics that

are presented as below.

– Number of communication stages indicates the average

operations for the network to be balanced. It can reflect

the number of data transmissions for network balance

and the network convergence complexity. Thus, com-

munication stages can represent the communication

overhead of data dissemination to a certain extent.

– Dissemination delay is utilized to measure the effec-

tiveness of the compared algorithms. It presents the

time consumed for the network to obtain an �-balanced

status.

– Data delivery ratio is the proportion of vehicles that

receive the replicas. It is also a way to evaluate the

performance of data dissemination algorithms.

6.4 Simulation results

We implement and evaluate the proposed randomized

algorithm by comparison with other data dissemination

algorithms. The impacts of network size and allowed data

replicas on the compared algorithms are illustrated. The

network size is represented by the number of vehicular

nodes, while the allowed maximum data replicas indicates

Fig. 1 Selected area

Table 3 Simulation settings

Parameters Settings

Size of simulation area 2000m� 2000m

Simulation time 1 h

Protocol IEEE 802.11p

Channel model Nakagami-m

Vehicle communication range 300 m

Vehicle velocity 8–15 m/s

Number of vehicles 600–800

Number of data replicas 400–800

Packet size 512 bytes

Transmission rate 6 Mbps
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the total quantity of message copies that can be spread in

the network.

1. Effect of network size on network performance

Figure 2 describes the effect of number of vehicular nodes

on communication stages consumed for the network con-

vergence. As it can be seen, when compared with epidemic

and randomized flooding, the proposed distributed ran-

domized algorithm performs significantly fewer commu-

nication stages. Due to the strongly connected property, the

proposed randomized algorithm applied in complete graph

can achieve network balance with fewer stages when

compared with the cases of arbitrary and linear graphs.

When more vehicular nodes involve in data dissemination,

the number of communication stages needed for network

balance increases for all the compared algorithms.

Figure 3 depicts the changing trend of dissemination

delay when the quantity of nodes that involve in data

dissemination varies. In simulations, different numbers of

vehicular nodes represent different vehicle densities. When

there are fewer nodes in the network, the vehicle density is

low, epidemic performs good dissemination delay. How-

ever, when the number of vehicles increases, epidemic

would need much longer delay for messages dissemination,

situation gets worse when more vehicles enter the network.

Randomized flooding can improve the delay to some

degree but still has to consume extra delay. As observed

from the figure, the presented distributed randomized

scheme achieves lower dissemination delay when com-

pared with other algorithms and remains stable when the

network size becomes larger.

Figure 4 shows data delivery ratio of the compared

algorithms when the number of vehicles that involve in

data dissemination varies. The results show that the

delivery ratio increases with more vehicular nodes for the

compared algorithms. The reason is that fewer vehicles in

the dissemination area might increase the difficulty to carry

and forward the message, which leads to more transmission

failures. The situation would be improved with more

vehicles in the network, as the network connectivity could

become better and the frequent communications among the

vehicles contribute to successful data transmissions.

Replication-based algorithms profit from better network

connectivity to achieve better delivery ratio.

2. Effect of number of data replicas on network

performance

Figure 5 evaluates the impact of increasing number of data

replicas on communication stages that needed for the net-

work to be balanced, while Fig. 6 presents the change of

dissemination delay of the compared algorithms. From

Fig. 5, we observe that the average operations will increase
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to achieve a balanced network status, when the quantity of

allowed maximum data replicas becomes larger. Therefore,

the compared algorithms need more communication stages

when the number of data replicas increases. Epidemic and

randomized flooding would consume more stages as they

just do simple replication and do not take average. Bene-

fiting from the strong connectivity of dense networks, the

distributed randomized algorithm outperforms CCR and

EDDA in terms of communication stages.

Figure 6 shows that the replication-based dissemination

schemes perform pretty close dissemination delay if fewer

data replicas are allowed to spread. This is because that fewer

data replicas in the network would result in fewer redundant

transmissions such that the dissemination delay is lower.

With more data replicas disseminating to the target area, the

dissemination delay of all compared schemes becomes

higher. And the proposed randomized algorithm achieves

lower dissemination delay than other schemes as the algo-

rithm enables two nodes with the largest gap taking average

operations, which can accelerate the dissemination. Addi-

tionally, when the number of data replicas increases, dif-

ferences among the schemes become greater.

Figure 7 presents data delivery ratio of the compared

algorithms when the quantity of allowed data replicas

increases from 400 to 800. Compared with other algorithms,

the randomized algorithm that takes advantage of average

operations that each node can select a neighbor node with the

largest gap to take average, presents the best delivery ratio.

CCR and EDDA perform better than epidemic and random-

ized flooding, as in CCR, the replication strategy depends on

the currently residual network capacity and better perfor-

mance can be achieved, while EDDA benefits from the

bounded number ofmessage copies and distributed averaging

operations. EDDA and CCR display poorer performance

compared with data replication in complete graph under the

same conditions. The reason is that due to the property of the

strong connectivity in complete graph, the network consensus

could be achieved in a quicker way, resulting in lower delay

and higher delivery ratio. As is evident by the figure, with

more data replicas allowed to spread in the network, the

delivery ratio increases for all schemes.

7 Discussions and future remarks

To achieve efficient data dissemination for applications in

vehicular networks, we study both data dissemination

algorithms and average consensus problem. Graph theory

is utilized to describe the network topology, and abstract

the dense vehicular scenarios as complete graph. Then we
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propose a distributed randomized algorithm based on data

replication for data dissemination in the case of complete

graph. We prove that the network can enter into an �-

balanced status after Oðlog n
�Þ stages. Upper and lower

bounds of the proposed distributed randomized algorithm

are derived through detailed analysis. Theoretical results of

the proposed algorithm indicate the effectiveness of

bounded number of data replication and average operations

to achieve network balance. Finally, we implement the

proposed randomized algorithm and demonstrate the rig-

orousness and effectiveness of the algorithm.

In this study, we mainly focus on homogeneous vehicles

participating in data dissemination, and the vehicles are

treated as nodes with the same capability of transmission

and computation. However, there may exist different types

of nodes with heterogeneous capabilities in a more com-

plex scenario, in which the replication approach cannot

simply be applied. In future work, we will consider new

scenarios that the network infrastructures (e.g. buses,

roadside units (RSUs) and unmanned aerial vehicles

(UAVs)) work cooperatively with vehicles to facilitate data

dissemination. Dissemination strategies will be adjusted

according to different capabilities of nodes in terms of

computation or processing due to their heterogeneity.

Meanwhile, as a future prospect, we intend to enrich data

dissemination mechanisms that can be adapted to compli-

cated scenarios in wireless networks. Further, the efficiency

of the proposed mechanism within different contexts in

wireless networks deserves further examination.
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