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Abstract Due to the technological advancement in Low

Power and Lossy Networks (LLNs), sensor node mobility

becomes a basic requirement for many extensive applica-

tions. Routing protocol designed for LLNs must ensure

real-time data transmission with minimum power con-

sumption. However, the existing mobility support protocols

cannot work efficiently in LLNs as they are unable to adapt

to the change in the network topology quickly. Therefore,

we propose an Enhanced Routing Protocol for LLNs

(ERPL), which updates the Preferred Parent (PP) of the

Mobile Node (MN) quickly whenever the MN moves away

from the already selected PP. Further, a new objective

function that takes the mobility of the node into an account

while selecting a PP is proposed. Performance of the ERPL

has been evaluated with the varying system and traffic

parameters under different topologies similar to most of the

real-life networks. The simulation results showed that the

proposed ERPL reduced the power consumption, packet

overhead, latency and increased the packet delivery ratio as

compared to other existing works.

Keywords Low Power and Lossy Networks � Distance �
Objective function � Preferred Parent � Routing protocol

1 Introduction

Internet of Things (IoT) is one of the rapidly developing

technologies, which aims to connect things around the

world [1]. Wireless Sensor Network (WSN) is an important

paradigm of IoT, which consists of several sensor nodes.

These nodes sense the surrounding environment and gather

the application-specific information, and then send to the

collector node over the Internet for processing purpose.

There are many applications of WSN, which are gaining

popularity in the real-world, like in military, environment

monitoring, medical applications, health care etc. [2–5].

However, sensor nodes of the WSN are characterized by

small size, battery powered with low computing capability.

Designing a routing protocol for such a network is a

challenging task [5].

In order to route packets over the wireless transmission

link, Internet Engineering Task Force has created the

Routing Over Low power and Lossy Networks (ROLL)

working group and later ROLL working group come up

with IPv6 Routing Protocol for Low power and Lossy

Networks (RPL) [6], which is capable of fulfilling the

precise requirements of Low power and Lossy Networks

(LLNs). These networks are characterized by their low

capacity links, high loss, and low power requirements.

WSN is a part of LLNs [7]. RPL is genuinely a simple

distance vector routing protocol designed for LLNs, it

constructs Directed Acyclic Graph (DAG) rooted towards

DAG root using the control messages and Objective

Function (OF). Routes constructed using OF are optimized

routes to the destination and RPL maintains multiple routes

to the destination. The OF uses a routing metric to con-

struct DAG, the default routing metric used in RPL is

Expected Transmission Count (ETX) [8], which is the
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expected transmissions required by the node to accomplish

the task of delivering the packet to its destination.

Initially, RPL is designed with an aim of working for the

static topology. However, due to the popularity of LLNs

many applications like industrial automation, warehouse,

healthcare monitoring etc. require mobility support and

most of the applications demand transmission of data in

real-time [9]. Hence, RPL protocol should support for

mobility and provide guaranteed reliability to transmit data

during mobility of the node. RPL protocol suffers due to

the movement of the Mobile Nodes (MNs), as their

neighboring nodes and the link quality with these nodes

constantly change. If the MN is effectively distant from its

Preferred Parent (PP) then the route towards the PP

becomes inconsistent and continues to exist until route

expires. All the packets transmitted to the PP which are out

of communication range will be lost and require retrans-

mission of packets to reach the destination successfully.

Most of the literature work is concentrated on varying

amount of control information disseminated in the network

to accomplish fast identification of the parent node by

modifying trickle algorithm [10–13]. However, the meth-

ods proposed by previous works take some amount of time

to identify whether the MN is in the communication range

of the PP or not and takes time to update its new PP. In

order to overcome this problem, we propose an Enhanced

Routing Protocol for LLNs (ERPL) which is a simple and

powerful protocol for the LLNs.

Taking the characteristics of RPL into consideration, the

main contributions of this paper are as follows:

– In contrast to previous work, that focused on modifying

trickle algorithm, this paper proposes ERPL that

updates the PP of the MN quickly whenever MN

moves away from the current PP.

– In order to support mobility in RPL, we have designed,

implemented, and evaluated an OF that considers

multiple routing metrics to select a PP.

– Our experimental results demonstrate that ERPL out-

performs as compared to existing works in terms of

improved Packet Delivery Ratio (PDR), less power

consumption and reduced end-to-end delay.

This paper is structured as follows: in Sect. 2, we present

an overview of RPL protocol, then, we discuss motivation

and related work on mobility support in RPL in Sect. 3, in

Sect. 4, proposed ERPL is presented. Section 5, evaluates

the performance of ERPL using the Cooja simulator. In

Sect. 6, we discuss the cost (shortage) of the ERPL.

Finally, we conclude our proposed work in Sect. 7.

2 Overview of RPL protocol

RPL is a simple, IPv6 distance vector routing protocol

designed specifically for LLNs. It organizes the network

like a tree structure known as DAG, the tree is rooted

towards specific node called as DAG root constructing the

Destination Oriented DAG (DODAG). Each of the

DODAG is identified by the DODAG Identifier, and are

optimized based on the OF in use. In DODAG, a node can

associate with more than one node (parent) to establish a

route towards the root node. Nodes which have potential to

become a parent are selected as candidate parents. The

choice of selecting the best parent among candidate parents

towards the root node is done based on the OF, which

depends on routing metrics or constraints among other

candidate parents. In order to select the PP among candi-

date parent nodes, RPL computes rank based on the OF

using control messages. RPL supports four control mes-

sages for the construction of DODAG. These control

messages are discussed below.

– DODAG Information Object (DIO) message: Initially,

DODAG root broadcast the DIO message to start the

construction of DODAG, and later the intermediate

node broadcast the DIO message to maintain the

DODAG. The DIO message consists of all necessary

information to compute the rank along the path towards

the root node.

– DODAG Information Solicitation (DIS) message: If the

node is not part of any DODAG and is not heard any

DIO message, then the node broadcast DIS message to

receive the DIO message from its neighbors.

– Destination Advertisement Object (DAO) message:

The control message used to construct downward route

between non-root nodes. Each node sends DAO

message to its PP in order to record reverse paths.

– DAO Acknowledgment (DAO-ACK): Message sent to

recognize the reception of a DAO message.

DODAG construction begins when the DODAG root

broadcast DIO message. Neighbors of the DAG root

compute their rank using the information in the DIO

message and decide whether to join the DODAG. Then

they broadcast their DIO message to their neighbors. This

process repeats until DIO messages reach the leaf nodes.

For sending a packet to DODAG root, the node selects PP

based on the defined OF. A node broadcast DIO message

based on the trickle algorithm [14], Initially, trickle timer is

set to [Imin], if the node receives consistent information

then trickle increases transmission time by 1 up to [Imax]

otherwise it resets the timer to [Imin] and starts sending

DIO messages more quickly. For more detailed explanation

of trickle algorithm refer [14].
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3 Motivation and related work

Routing protocol designed for wireless links have to

account for changing link qualities in terms of individual

links as well as the end-to-end path in dynamically

changing environments [15]. Since LLNs consists of

wireless links, developing an energy efficient routing pro-

tocol is a challenging task. RPL protocol is designed

mainly for routing packets over the LLNs for static net-

works. Adding mobility support to it raises many issues

that have to be dealt with.

– Retransmission of packets: Due to a node movement, if

a node is effectively distant from its PP then route

towards the PP becomes inconsistent and retransmis-

sion of packets become evident.

– Control packet overhead: Due to node movement, the

trickle timer is reset to increase the frequency of the

control messages.

– Inconsistent neighbors: Due to movement of the node,

its neighbors position change frequently. If the neigh-

bor’s list is not updated in time then the list becomes

inconsistent.

In the literature, many research works have attempted to

support mobility in RPL. However, solutions are not

optimal. As a conclusion, mobility support for the RPL is

important and is highly essential. We discuss research work

related to mobility support in RPL in rest of the Section.

In [10], the authors have proposed a mechanism for

WSN in which the router node learns about the MN from

DIO message. While selecting a PP, higher priority is given

to the router node than the MNs. The trickle timer is

modified dynamically according to the node behavior i.e.,

if the node changes PP frequently then the DIS interval

reduces further. However, the framework is less respon-

sive, whenever the MN changes location suddenly.

Therefore, does not prevent from packet loss.

In [11], the authors have proposed reverse trickle algo-

rithm to support the movement of the node seamlessly in

the network. The MN advertises its status to the parent

node by setting a flag bit in the DAO message. The reverse

trickle algorithm is based on the assumption that, initially

the MN likely to remain connected to the parent node for a

long time. Then after spending more time, more it is likely

to move outside the coverage of the parent node. However,

the assumption may not be true all the time.

In [12], the authors have modified trickle timer to handle

changes in the network topologies. The main idea is to

adjust the DIO message interval based on the distance and

velocity of the node. To compute the distance, the node

sends position information through control messages, and

distance is computed using Euclidean distance formula.

Simulation results showed that proposed technique

increased the PDR. However, the protocol requires more

control messages whenever the MN moves out of the PP

communication range. Therefore, it suffers from delay to

update the PP. Similarly, in [13], the authors have proposed

a modified energy efficient RPL where velocity and angle

between the PP and the MN are calculated based on the

Doppler frequency. The time interval to select the new

parent node is dynamically set based on the distance and

speed. However, the protocol experiences some delay to

update PP whenever the MN moves out of the PP com-

munication range.

In [16], an additional layer called mobility support layer

(MoMoRo) is introduced between the link layer and routing

layer to increase the packet reception ratio. If the node is not

reachable, then the MoMoRo makes an attempt to reach the

node or finds a new path to deliver the remaining packets.

MoMoRo uses fuzzy estimators to select the communication

links which are good and usable. Since additional layer

introduced and frequent collection of neighbor information

radically increases the packet overhead.

In [17], authors have analyzed the behavior of RPL under

mobility in vehicular ad-hoc networks and proposed an

improved RPL. The main contribution includes immediate

fire of ETX when a new neighbor node is discovered without

scheduling ETX probe and broadcast DIO message immedi-

ately whenever PP changes. They also proposed amechanism

for loop detection and avoidance by not allowing the node to

join a parent node having rank less than itself. However, the

modified protocol is intended for vehicular ad-hoc networks,

where the node changes the location very rapidly and also

assumes that all the nodes in the network are equal.

In [18], Mobility-Triggered RPL (MTRPL) is proposed.

It is a cross-layer protocol lying within link layer and

network layer. MTRPL provides better access to trans-

mission resources for the mobile devices by taking an

advantage of X-Machiavel preamble sampling medium

access control layer protocol [19]. In X-Machiavel, MNs

are allowed to steal medium from the ongoing transmission

to send their own packet first.

In [20], the authors have introduced Kalman positioning

based RPL to provide robust and reliable routing. It selects

link between anchor and MN based on the end-to-end ETX

values. The end-to-end estimates are obtained using Kal-

man filter to reduce the impact of channel dynamics.

However, the mechanism incurs a lot of processing over-

head for the MN.

In [21], the authors have proposed an extension to the

standard RPL which uses corona mechanism to support the

mobility (CO-RPL). The basic idea is to create coronas

around DAG root, which allows localization of the RPL

routers in motion. The node selects PP based on the corona

ID and rank of the parent node to prevent loop in the

network. However, even though the protocol increases
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PDR, it consumes more power and increases control packet

overhead in the network.

In [22], the authors have proposed a framework for hard

handoff process along with a SmartHop algorithm to sup-

port mobility for lossy networks. The smarthop algorithm

works in data transmission phase and discovery phase. In

data transmission phase, serving access point sends a reply

with the average Received Signal Strength Indicator

(RSSI) after receiving ‘n’ number of packets within a

window from the MN. The MN monitors the link quality

from the received message sent from the access point. MN

selects its PP based on the RSSI and parent node that does

not lie in the same sub-DAG. The simulation results

showed better PDR. However, it suffers from delay in

updating PP.

Recently, in [23], the authors have proposed a cluster-

based routing (SMART) scheme for the cognitive radio

network. The SMART technique uses reinforcement

learning, an artificial intelligence approach. The cluster

based approach enhances network stability and improves

the network performance by selecting more stable routes

and reduce the frequency of route discovery.

4 Enhanced RPL for mobile network

ERPL is proposed to provide mobility support to the

standard RPL, which includes the following modifications:

– MNs are not allowed to transmit DIO messages, hence,

they are not allowed to become PP, which reduces

some amount of retransmissions and control packet

overhead.

– OF of the Fixed Router Node (FRN) uses multiple

routing metrics i.e. ETX, Residual Energy (RE) and

Distance (Dist) which ensures that the link is of high

quality, high availability and consumes less power.

– OF of the MN uses multiple routing metric i.e. ETX,

Dist, and Distance Variation (Dist_Var). Dist is given

more priority over other two metrics which ensures that

the MN selects the nearest PP in the direction of the

movement.

– Frequently updating neighbors to avoid using the incon-

sistent link and to avoid selecting PP which is away from

the MN, thus minimizing energy consumption.

We discuss our proposed ERPL in detail in the following

subsections.

4.1 Objective function for selecting Preferred

Parent

As of now, RPL classifies the nodes into three class

namely, DAG root, FRN, and leaf node. We add another

class of node: a MN, equipped with mobility engine. The

MNs are capable of changing their location and move

around the network. Therefore, we need a different

mechanism for the MN during the selection of the PP.

Here, we discuss the OF for selecting the PP for FRN and

MN. It is assumed that nodes are aware of their category

during deployment over the network.

4.1.1 Objective function for fixed router node

The choice of PP among its candidate parents is done based

on the new OF. The new OF is calculated using multiple

routing metrics. The routing metrics used are ETX, RE, and

Dist. The new OF is calculated as in Eq. (1):

OF ¼ a1
ETXcurr

ETXmax

100þ a2 100� REcurr

Etotal

100

� �

þ a3
Distcurr

Distmax
100 ð1Þ

where a1, a2, a3 are weights assigned to ETX, RE, and Dist,

respectively such that a1 ? a2 ? a3 = 1. Weights can be

altered according to the priority of the metrics. ETXcurr is

link quality, ETXmax is maximum value an ETX can take,

REcurr is remaining energy of the node, Etotal is energy of

the node during deployment, Distcurr is distance from the

node, Distmax is maximum distance a node can communi-

cate. Each of the routing metrics is calculated as follows:

Expected transmission count is the expected transmis-

sions required by the node to accomplish the task of

delivering the packet to its destination successfully [24].

The value of ETX is calculated by measuring the proba-

bility that a packet reaches the neighbor ðDf Þ successfully
and the probability that an acknowledgment packet is

successfully received ðDrÞ, as given in Eq. (2).

ETXcurr ¼
1

Df � Dr
ð2Þ

Residual energy is the amount of energy remaining before

the node runs out of its energy. It is calculated by sub-

tracting the amount of energy depleted from the total

energy of the node, as given in Eq. (3).

REcurr ¼ Etotal � Edepletion ð3Þ

where Etotal is the initial energy of the node and Edepletion is

the energy consumed by the node. The energy depletion

Edepletion of the node is defined as the sum of energy con-

sumed during processing, communicating, and sensing. As

per [25], it is calculated as in Eq. (4).

Edepletion ¼ V � IapTap þ IlpTlp þ ItxTtx þ IrxTrx þ
X
i

IniTni

 !

ð4Þ
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where V is supply voltage, Iap, Ilp, Itx, Irx, Ini are the current

required during the microcontroller in active mode,

microcontroller in low power mode, transmission mode of

the communicating device, receiving mode of the com-

munication device, sensors, respectively and Tap, Tlp, Ttx,

Trx, Tni are the activity duration during the microcontroller

in active mode, microcontroller in low power mode,

transmission mode of the communicating device, receiving

mode of the communication device, sensors, respectively.

In this work, we have used Tmote Sky provided by the

Cooja simulator. Tmote Sky is an ultra-low power wireless

module specifically designed for sensor networks. Figure 1

shows the structure of Tmote Sky.

Table 1 shows the current consumption of the Tmote

Sky taken from the data sheet provided by the manufac-

turer [26, 27]. We have considered only sources which

consume more energy and rest are ignored.

Distance is calculated using RSSI based on the empiri-

cal model. The advantage of using RSSI value is that it

uses less costly hardware and it can be implemented in

low-power devices.

Tmote Sky uses radio CC2420 which has a built-in RSSI

register [26]. The register gives a digital value that can be

read from the 8-bit register. The RSSI register value is

continuously averaged over 8 symbol periods. The

RSSI_VALID bit is set once the receiver has enabled for at

least 8 symbol periods. RSSI value is computed using

Eq. (5) in dBm as per [28].

RSSI ¼ RSSI VALþ RSSI OFFSET ½dBm� ð5Þ

where the RSSI OFFSET is computed empirically during

development from the front end gain. The value is set

approximately to - 45 [28]. The distance is calculated

using the relationship between RSSI value and the power of

the received signal as per [29]:

RSSI / 10 log
1

Dn

� �

RSSI ¼ � 10n logðDÞ þ C ð6Þ

where D is the distance between MN and parent node, ‘n’ is

the path loss exponent factor, C is some fixed constant.

Equation (6) can be rewritten as:

RSSI ¼ �m logðDÞ þ C ð7Þ

where ‘m’ is the slope of linear equation between logðDÞ
and RSSI. From Eqs. (6), (7) path loss exponent factor is

calculated as:

n ¼ m

10
ð8Þ

4.1.2 Objective function for mobile node

MN has an ability to change its location in the network.

Due to the mobility, if the MN is effectively distant from

Fig. 1 Structure of Tmote Sky

Table 1 Current consumption of Tmote Sky

Module State Current

CPU Active idle 600 lA 3 lA

Radio Transmit receive 17.4 mA 19.2 mA

SHT11 Active 0.55 mA

Fig. 2 Enhanced-RPL in Contiki Operating System

Fig. 3 Candidate_Parent_Table fields

Fig. 4 New_Parent_Table fields
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its PP then the route towards the PP becomes inconsistent.

Therefore, mobility has to be given more priority over

other routing metrics. A new routing metric Dist Var is

defined to identify a change in position of the MN over a

period of time. The new OF for the MN is calculated using

multiple routing metrics i.e. ETX, Dist and Dist Var as

given by the Eq. (9).

OF ¼ a1
ETXcurr

ETXmax

100þ a2
Distcurr

Distmax
100þ a3

Dist Var

Distmax
100

ð9Þ

where a1, a2, a3 are weights assigned to ETX, Dist, and

Dist Var, respectively such that a1 ? a2 ? a3 = 1. Weights

can be altered according to the priority of the metrics.

ETXcurr is link quality, ETXmax is maximum value an ETX

can take, Distcurr is distance from the node, Distmax is

maximum distance a node can communicate and this

routing metric is given highest priority among other routing

metrics, Dist Var is the distance variation of the node over

a period of time. ETXcurr, Distcurr are calculated according

to the Eqs. (2), (7), respectively whereas Dist Var is cal-

culated using the formula given in Eq. (10).

Dist Var ¼ Distt2 � Distt1 ð10Þ

where Distt1, Distt2 are the distances from a node calcu-

lated at the time of receiving successive DIO messages.

The Distt1, Distt2 are determined using RSSI as per the

Eq. (7). Figure 2 shows the ERPL in Contiki operating

system, in which the program logic uses proposed new OF

defined for mobility support in order to select the PP.

4.2 Updating Preferred Parent for Mobile Node

In case of standard RPL, the PP is updated periodically or

when a link to the PP expires. However, if the MN is

effectively distant from the PP i.e. MN is already out of the

PP communication range then, all the packets transmitted

by the MN are lost and require retransmission of the

packets for successful delivery. To overcome this problem,

we update the PP of the MN after receiving a DIO message

from the candidate parent node or at least two DIO mes-

sages from a new parent node. In order to update the PP,

the MN maintains two tables namely, Candidate_Par-

ent_Table and New_Parent_Table and fields of these

tables are given in Figs. 3 and 4, respectively. Where ID

uniquely identifies the node in the network, Dist indicates

the distance between the parent node and MN, Dist Var

designates whether the MN is moving towards or away

from the parent node, Lifetime indicates duration until the

entry remains in the table. Algorithm 1 shows step by step

procedure involved in updating the MN’s PP. However,

updating the PP for the FRN is same as specified in the

standard RPL protocol. We discuss in detail different

scenarios that arise during the selection of the PP due to the

MN mobility. Figure 5 shows an example of different

scenarios:

1. T1:T2 MN joining the network

2. T2:T3 MN moving close to a new parent node

3. T3:T4 MN moving close to a candidate parent node

4. T4:T5 MN moving away from the parent node

Each of these scenarios is explained in the following

subsections.

Fig. 5 Scenarios due to Mobile Node Movement
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Algorithm 1: Updating Preferred Parent
Input : Mobile Node MN
Output : PreferredParent of MN
Candidate Parent Table = NULL
New Parent Table = NULL
do

send(Broadcast DIS message)
if DIO == TRUE then

Instance = DIO.Instance
NP = New Parent Table Find(Instance.ID)
if NP == NULL then

Dist = Calculate Distance(RSSI)
if Dist >Threshold then

New Parent Table Add(Instance)
else

Ignore DIO
end

else
Compute Dist V ar
Candidate Parent Table Add(Instance)
New Parent Table Remove(Instance)

end
end

while Candidate Parent Table == TRUE ;
Call Procedure 1
if DIO == TRUE then

Instance = DIO.Instance
CP = Candidate Parent Table Find(Instance.ID)
if CP == NULL then

NP = New Parent Table Find(Instance.ID)
if NP == NULL then

Dist = Calculate Distance(RSSI)
if Dist >Threshold then

New Parent Table Add(Instance)
else

Ignore DIO
end

else
Dist = Calculate Distance(RSSI)
Compute Dist V ar
Candidate Parent Table Add(Instance)
New Parent Table Remove(Instance)
Call Procedure 1

end
else

if CP.ID == PreferredParent.ID then
Dist = Calculate Distance(RSSI)
Compute Dist V ar
Candidate Parent Table Update(CP)

else
Dist = Calculate Distance(RSSI)
Compute Dist V ar
Candidate Parent Table Update(CP)
Call Procedure 1

end
end

end
if PreferredParent.Lifetime == 0 then

Candidate Parent Table Remove(PreferredParent)
PreferredParent = NULL
Call Procedure 1

end
if CP.Lifetime == 0 then

Candidate Parent Table Remove(CP)
end
if CP == FALSE then

repeat Algorithm 1
end

Procedure 1: Preferred Parent Selection
PreferredParent = NULL
MAX OF = Maximum V alue
if Candidate Parent Table == TRUE then

foreach CP ∈ Candidate Parent Table do
if CP.OF <MAX OF then

MAX OF = CP.OF
PreferredParent = CP

end
end

end
if PreferredParent then

Send(DAO message to PreferredParent)
else

repeat Algorithm 1
end

4.2.1 Mobile Node joining the network

In this scenario, we discuss about steps involved during the

MN joining the network. Initially, MN’s Candidate_Par-

ent_Table and New_Parent_Table are empty. Since, no

parent nodes are available in the Candidate_Parent_Table,

MN keeps broadcast DIS message into the network until a

parent node is available in the Candidate_Parent_Table. If

it receives a DIO message from the parent nodes, it cal-

culates the distance based on the RSSI value. If the mea-

sured distance is above the threshold then the parent node

is added to New_Parent_Table with all the information. If

a node receives another DIO message from the same parent

node within the Lifetime, then Dist_Var is computed. Then,

the parent node information is added to Candidate_Par-

ent_Table by removing the entry in the New_Parent_Table.

If this is the first candidate parent node then it is selected as

PP otherwise, candidate parent node with least OF is

selected as PP.

In Fig. 5 at T1, MN keeps broadcast DIS message since

there are no candidate parents, at T2, FRN6 is the only

candidate parent node, therefore, it is selected as PP node.

4.2.2 Mobile Node moving close to a new parent

In this scenario, we discuss the steps that take place when a

MN moving close to a new parent node. When MN

receives a DIO message from a parent node, it checks if the

parent node is already present in Candidate_Parent_Table.

If the parent node is not present, then it searches in

New_Parent_Table. If the parent node is already present,

then, it determines Dist from RSSI of the DIO message,

computes Dist_Var, add the parent node to Candi-

date_Parent_Table, removes its entry from the New_Par-

ent_Table and checks if the parent node has potential to

become PP. Otherwise, it determines Dist from RSSI of the

DIO message and compares with the threshold. If Dist is
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greater than the threshold, then it is added to the

New_Parent_Table otherwise DIO message is ignored.

In Fig. 5 at T3 since the MN moved close to FRN4,

therefore has least OF as compared to FRN6 and FRN1,

FRN4 is selected as PP.

4.2.3 Mobile Node moving close to a candidate parent

In this scenario, we discuss MN moving close to a candi-

date parent node. When the MN receives a DIO message

from the candidate parent node, it checks if the candidate

parent node is already a PP or not. If the candidate parent

node is already the PP then, Dist is determined using RSSI

of the DIO message and Dist_Var is updated in the Can-

didate_Parent_Table otherwise, the corresponding parent

node is updated and the candidate parent node with least

OF is selected as PP.

In Fig. 5 at T3, FRN4 is selected as the PP and FRN1 is

already a candidate parent node of the MN. When a MN

moves close to the FRN1 at T4, FRN1 has least OF, hence

selected as PP.

4.2.4 Mobile Node moving away from the parent

In this scenario, we discuss MN moving away from a

parent node i.e. either candidate parent node or new parent.

When the MN receives a DIO message from the parent

node, it adds a timer or reset the timer in the corresponding

Candidate_Parent_Table or New_Parent_Table. If the MN

does not receive a DIO message before the Lifetime of the

entry in the Candidate_Parent_Table or New_Par-

ent_Table expires then it is assumed that MN is moved

away from that parent node and no longer reachable, parent

node entry in the corresponding table is removed. If the

removed parent node is PP then a new candidate parent

node is selected as a PP with least OF.

In Fig. 5 at T4, FRN1 is selected as PP. At T5, MN

moved away from the FRN1, it does not hear any DIO

message further from it. Therefore Lifetime expires and is

removed from the Candidate_Parent_Table.

5 Simulation results and discussion

In order to evaluate the proposed ERPL, we have used

Cooja simulator provided by the Instant Contiki 2.6

[30, 31], and the parameters used in our work are shown in

Table 2. To generate the mobility traces, we have used the

bonnmotion software [32], the parameters are shown in the

Table 3. The performance of the ERPL is compared with

standard RPL (SRPL) [6] and MRPL [12] which calculates

the DIS interval using distance and speed of the MN.

Simulation results are obtained by varying the speed of

the MN, the number of packet transmission, and trickle

timer under the grid and random topologies. In grid

topology, FRNs are placed at a certain distance from each

other, whereas in case of random topology, FRNs are

placed randomly such that at least one FRN is in the

communication range of other FRN, similar to most actual

environments.

Reason for varying speed The main goal of this work is

to update neighbors whenever MN changes its position.

Therefore, to analyze the performance of the ERPL, MN

speed is set to 0.5, 1, 1.5 and 2 m/s, which is in the range of

human walking and running speed.

Reason for varying traffic Packets get lost when the MN

moves away from the communication range of the PP and

require retransmission of packets to deliver successfully to

the destination. To analyze the performance of the ERPL,

packet transmission rate is set to 1 packet per 2 minutes, 1

packet per minute, 2 packets per minute, and 3 packets per

minute.

Reason for varying trickle timer Since the PP is updated

based on the OF which is obtained from the DIO message

which in turn broadcast based on trickle timer. Hence,

trickle timer is varied to analyze the performance of the

ERPL. At first, the timer is fixed to Imin value 12, then

[Imin, Imax] is set to [10, 8], [12, 8] and [14,8].

To measure the performance of the ERPL, we have

considered power consumption, packet overhead, PDR and

latency as evaluation metrics. Importance of these metrics

and the results obtained from the simulations are explained

below.

Table 2 Simulation parameters

Simulation parameter Values

Radio model Unit disk graph model

Transmission range 30 m

Mote type Sky Mote

Network size 100 m 9 100 m

Node density FRN: 30, MN: 9

Mobility model Random waypoint

Simulation time 600 s

Table 3 Bonnmotion software parameters

Settings Area Speed Nodes

Value 10,000 m2 (0.5, 1, 1.5, 2) m/s 9
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5.1 Analysis of power consumption

Energy consumption is an important factor for a successful

sensor network operation since the sensor nodes are battery

powered. To calculate power consumption, we have used

power trace tool [33] available in the Cooja simulator. It

uses power state monitoring to calculate the system power

consumption.

Figure 6 shows the power consumption in the grid and

random topologies which are sub-categorized with respect

to varying speed, trickle timer, and traffic.

From Fig. 6a, it is found that proposed ERPL consumes

on an average 17% less power as compared to SRPL and

on an average 10% less power as compared to MRPL in the

grid topology. In random topology, as shown in Fig. 6d, it

is observed that ERPL consumes on an average 12% less

power as compared to SRPL and on an average 4% less as

compared to MRPL by varying speed of the MNs.

From Fig. 6b, it is found that ERPL outperforms with

respect to SRPL by 17% on an average and MRPL by 3%

on an average in the grid topology. In random topology,

ERPL outperforms on an average 15% as compared to

SRPL and by 3% as compared to MRPL by varying trickle

timer, as shown in Fig. 6e.

As shown in Fig. 6c, the average power consumption of

ERPL is 17% less as compared to SRPL and 10% less as

compared to MRPL in the grid topology. In random

topology, as shown in Fig. 6f, the proposed ERPL con-

sumes on an average 21% less power as compared to SRPL

and 9% less power as compared to MRPL by varying

traffic.

The main reason for SRPL to consume more power is

that there is a chance of MN becoming PP, which may not

be available after a certain period due to its movement.

Therefore, SRPL requires more control messages and

retransmission of packets which results in consuming more

power. In case of MRPL, even though MN is moving away

and distant from the PP, still packets are forwarded to it

which may result in packet loss. Hence, MRPL consumes

more power. Another reason is that MRPL requires control

messages to find a new PP when the MN moves away from

the PP. By contrast, ERPL selects based on the direction of

the MN movement. Therefore, FRN which is very close to

the MN is selected as PP. Hence, ERPL showed

improvement in all the situations.

5.2 Analysis of packet overhead

Control packets are essential for constructing, sustaining

and repairing routes in the network. Hence, considered

them as an important component of the network. However,

redundant transmission of the control packets consumes

more energy, overload the network, and influence on the

transmission of other packets. Therefore, RPL should

contain the transmission of control messages. Packet

overhead is calculated as the total number of control

messages i.e., DIS, DIO, DAO, DAO-ACK transmitted

until completion of the simulation.
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Figure 7 shows the packet overhead in the grid and

random topologies which are sub-categorized with respect

to varying speed, trickle timer, and traffic.

Figure 7a, d show the impact of varying speed of the

MNs on a number of control messages transmitted over the

network in the grid and random topologies, respectively.

The ERPL requires on an average 11% fewer control

messages as compared to SRPL and 2% fewer control

messages than MRPL in the grid topology. In random

topology, ERPL requires on an average 12% fewer control

messages as compared to SRPL and 3% fewer control

messages than MRPL.

Figure 7b, e show the impact of varying trickle timer on

a number of control messages transmitted over the network

in the grid and random topologies, respectively. The ERPL

requires on an average 15% fewer control messages as

compared to SRPL and 8% fewer control messages than

MRPL in the grid topology. In random topology, ERPL

requires on an average 14% fewer control messages as

compared to SRPL and 5% fewer control messages than

MRPL.

Figure 7c, f show the impact of varying traffic on a

number of control messages transmitted over the network

in the grid and random topologies, respectively. The ERPL

requires on an average 11% fewer control messages as

compared to SRPL and 3% fewer control messages than

MRPL in the grid topology. In random topology, ERPL

requires on an average 10% fewer control messages as

compared to SRPL and 2% fewer control messages than

MRPL.

The reason for overhead in SRPL is that MNs are

allowed to broadcast DIO messages, which significantly

increases the number of control messages in the network. If

the MN becomes a PP for some node then due to the

mobility, it is not available for the node after a certain

period of time. To repair the path, the node sends control

messages which further increases the number of control

messages in the network. In MRPL, when the MN moves

away from the PP, the node solicits DIS message in the

network to which neighboring nodes reply with DIO

message. This procedure is repeated to update the PP,

which increases control messages in the network. By

contrast, in ERPL the MNs are not allowed to send DIO

messages. Therefore not selected as PP at any movement.

For updating the PP, the FRN which is close to the MN is

selected as PP. Therefore, requires fewer control messages

in all situations.

5.3 Analysis of packet delivery ratio

The basic function of the network is to transfer and receive

packets from source to the destination. Therefore, PDR is

an essential parameter to analyze the network performance.

Normally, a network with high PDR is considered as

effective and applicable. PDR is calculated as the total

number of packets that successfully reached the sink node

to the sum of packets sent by all nodes in the network.

Figure 8 shows the PDR under the grid and random

topologies which are sub-categorized with respect to

varying speed, trickle timer, and traffic.
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Figure 8a, d show the influence of varying the speed on

PDR over the network in the grid and random topologies,

respectively. The average PDR in the grid topology was

found to be 8% improvement for the ERPL as compared to

SRPL and 3% improvement for the ERPL against MRPL.

In random topology, it is found that ERPL showed 10%

better PDR against SRPL and 6% better against MRPL.

Figure 8b, e show the impact of varying trickle timer on

PDR over the network in the grid and random topologies,

respectively. The average PDR in the grid topology is

found to be 16% improvement for the ERPL as compared

to SRPL and 6% improvement in the ERPL against MRPL.

In random topology, it is found that ERPL showed 11%

better PDR against SRPL and 5% better against MRPL.

Figure 8c, f show the impact of varying traffic on PDR

over the network in the grid and random topologies,

respectively. The average PDR in the grid topology found

to be 9% improvement for the ERPL as compared to SRPL

and 6% improvement in the ERPL against MRPL. In ran-

dom topology, it is found that ERPL showed 7% better

PDR against SRPL and 3% better against MRPL.

The reason for low PDR in SRPL is that all the nodes

are treated equally irrespective of their mobility status.

PDR decreases drastically when the MN is selected as PP

since the MN changes their location, new PP is not updated

quickly. In MRPL, the MN solicits DIS message when

leaving time of MN expires. To select new PP, MRPL

takes some amount of time which results in packet loss.

Another reason for low PDR is that even though MN is

moving away and distant from the PP, still packets are

forwarded to it which results in packet loss. By contrast in

ERPL, a new PP is selected when the MN moves close to

another FRN without waiting for route expiration time.

Hence, showed better results in all the situations.

5.4 Analysis of latency

This metric ought to be limited for applications that require

real-time guarantees. It is calculated as the time taken by

the packets from the point of transmission to its reception

at the sink node.

Figure 9 shows the latency under the grid and random

topologies which is sub-categorized with respect to varying

speed, trickle timer, and traffic.

From Fig. 9a, it is found that ERPL packets reach the

destination faster than SRPL by an average 8% and an

average 5% as compared to MRPL in grid topology. In

random topology, as shown in Fig. 9d, it is found that

ERPL packets reach the destination faster by an average

9% as compared to SRPL and an average 5% as compared

to MRPL by varying speed of the MNs.

From Fig. 9b, it is found that ERPL packets reach the

destination faster than SRPL by an average 5% and an

average 2% compared to MRPL in grid topology. In ran-

dom topology, as shown in Fig. 9e, it is found that ERPL

packets reach the destination faster by an average 7% as

compared to SRPL and an average 2% as compared to

MRPL by varying trickle timer.
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As shown in Fig. 9c, it is found that ERPL packets reach

the destination faster than SRPL by an average 7% and on

an average 3% as compared to MRPL in grid topology. In

random topology, as shown in Fig. 9f, it is found that ERPL

packets reach the destination faster by an average 6% as

compared to SRPL and on an average 2% as compared to

MRPL by varying traffic.

In case of SRPL, if the intermediate nodes along the

path from source node to destination node are Mobile

Nodes, then packets take longer time to reach the desti-

nation. In case of MRPL, as the distance between the node

and its PP increases latency also increases. By contrast,

ERPL makes use of distance as a routing metric while

calculating OF. Hence, showed a slight improvement in all

the situations.

5.5 Evaluating the impact of fixed router node

density

In this study, we analyze the performance of ERPL by

varying the density of FRNs by 15, 20, 25 and 30 nodes in

the random topology. In general, the proposed ERPL per-

formance increases with increase in density of FRNs, as

shown in Fig. 10.

Initially, with 15 FRNs the proposed ERPL achieved

approximately 81% of PDR. As the number of FRNs is

increased to 30 nodes, ERPL achieved approximately

89% of PDR. In general, as the density of FRNs

increases the MNs will have more candidate parents that

increase the probability of selecting the best parent with

the high-quality link, therefore, increases the PDR.

However, with the low density of FRNs, the ERPL

performs better as compared to SRPL and MRPL, as

shown in Fig. 10a.

Figure 10b shows the average power consumption of the

nodes in the network. The average power consumption of

ERPL decreases with increase in FRNs. The power con-

sumption of node includes the power spent over the

transmission of control messages i.e. DIS, DIO, DAO, and

DAO-ACK messages. With less number of FRNs, node

requires a more control messages for selecting a PP,

therefore, consume more power. However, ERPL con-

sumes less power as compared to SRPL and MRPL.

Figure 10c shows that average delay of ERPL reduces

slightly with an increase in the number of FRNs. With less

number of FRNs, there is a chance of selecting PP which is

far from the node. In case of ERPL with increasing number

of FRNs, there is a chance of selecting PP which is near to

the node. However, in SRPL node selection is based only

on ETX value which increases the delay.

Figure 10d shows the impact of varying the density of

FRNs on a number of control messages transmitted over

the network. The total number of control messages increase

with increase in FRNs as each node sends control messages

to construct and maintain DODAG. However, the number

of control messages required for selecting a PP decreases

with increase in FRNs since the MN rarely broadcast DIS
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message as there is more chance of finding candidate

parent with high density of FRNs.

6 Discussions

From the simulation results, we observed that the ERPL

performs better by updating PP quickly whenever a MN

moves away from already selected PP under different

traffic and system parameters. Nevertheless, there are

several considerations regarding the viability of the ERPL.

– A node must be able to recognize whether it is static or

mobile in nature, as MN is not allowed to transmit DIO

message.

– The PP is selected based on OF that includes distance

as a routing metric. Distance is calculated using RSSI

value which is sensitive to interferences in the real

world scenario.

– The ERPL requires MNs to be in the range of at least

one FRN since MNs are not allowed to become PP.

– To achieve high performance, the ERPL requires a

more number of FRNs in the network.

– Finally, the power consumption and packet overhead

can be reduced further if ERPL predicts the path of the

MN and selects an ideal FRN as PP.

7 Conclusion

An ERPL routing protocol is proposed in this work to

provide mobility support for LLNs. In addition, we have

introduced a new OF that selects PP based on high quality,

high availability and low power consumption. On the basis

of the above, we also proposed a mechanism to update PP

for MN. The proposed ERPL has been simulated using

Cooja simulator in order to verify its effectiveness. Our

empirical results showed that proposed ERPL outper-

formed MRPL and SRPL by achieving the maximum of

21% less power consumption, 15% of less packet overhead,

9% of low latency and PDR increased to 16%. The future

aim is to explore new routing metrics that support mobility

and analyze the performance of ERPL along with different

mobility models.
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