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Abstract Recently, the Wi-Fi peer-to-peer (Wi-Fi P2P)

technology is discussed to be able to support communica-

tions in infrastructure-less network scenarios. In many of

such application scenarios, disseminating data (or infor-

mation) to all network devices is an important issue.

According to the Wi-Fi P2P specification, a device can

communicate with other devices after joining a Wi-Fi P2P

group. A Wi-Fi P2P group is a star network (rooted at a

group owner). The group owner can disseminate data to all

network devices by broadcasting. However, the Wi-Fi P2P

broadcasting mechanism cannot guarantee successful

delivery of packets. In order to disseminate data reliably, a

possible solution is to disseminate packets to network

devices by unicasting. But, by this manner, the group

owner will run out of its energy quickly and the time

needed to disseminate data to network devices will be

lengthened. To consider the above factors, in this paper, we

formally define a Wi-Fi P2P data dissemination (WPDD)

problem, and prove that this problem is NP-complete.

Instead of using one Wi-Fi P2P group to connect all net-

work devices, we propose to divide devices into multiple

groups. We then propose a tree-based dissemination

scheme and a ring-based data dissemination scheme to

achieve data dissemination among groups. The proposed

schemes can be compatible with the Wi-Fi P2P specifica-

tion. We evaluate the performance and effectiveness of the

proposed schemes by simulation programs and prototyping

implementations.

Keywords Data dissemination � Device-to-device
communication � Unicasting � WiFi peer-to-peer networks

1 Introduction

In recent years, the Wi-Fi peer-to-peer (Wi-Fi P2P) tech-

nology [1] is discussed to be able to support communica-

tions in infrastructure-less network scenarios. In many of

such application scenarios (e.g., (1) a rescuer announces

notifications to people in a disaster scenario; (2) a guide

announces information to climbers when climbing; (3) a

teacher dispatches instructions to students in an outdoor

classroom; (4) a commander announces commands to

soldiers in a battlefield; (5) an engineer remotely updates

IoT devices’ softwares in a smart city environment), dis-

seminating data (or information) to all network devices is

an important issue.

Figure 1 shows a Wi-Fi P2P network. In the network,

there is a group owner. A device can join the network as a

client after associating to the group owner. Like a Wi-Fi

access point, the group owner is responsible for handling

the packet exchanges between devices in the group. This

work aims to discuss how to disseminate data from any

device to all other network devices in a Wi-Fi P2P net-

work. A solution of disseminating data is that a device first

sends its data packet to the group owner. Then, the group

owner can distribute the data packet to all clients by the

IEEE 802.11 media access control (MAC) broadcasting

procedure [2]. But, the Wi-Fi P2P broadcasting mechanism

cannot guarantee successful delivery of packets since the

acknowledgement mechanism is not enabled [3]. In the

literature, some works [4–7] propose reliable broadcasting

schemes. But, these schemes cannot be compatible with the
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IEEE 802.11 MAC layer protocol and cannot be directly

applied to the Wi-Fi P2P group transmission mechanism.

Instead of using broadcasting, two APPs (SuperBeam

[8] and Wi-Fi Direct? [9]) send data packets to devices by

unicasting, and the group owner can ensure that packets

can reach all clients. However, by the unicast transmission

fashion, the group owner has to send data to its clients one

by one, and there will have the following two drawbacks.

First, the group owner’s energy will be substantially con-

sumed. Second, the group owner will need a lot of time to

distribute data to all clients. It is not hard to see that the

above two phenomena will become more severe with

increased number of devices in the group.

In this work, to balance devices’ energy consumption,

we propose to divide network devices into multiple groups

(instead of using one group to connect all devices). In a

group, the group owner is only responsible for a limited

number of clients. So, when receiving a data packet, a

group owner only needs to perform a limited number of

unicasts. In our design, a device could have two roles (i.e.,

as a client in a group and as the group owner in another

group). More specifically, a device can connect to a group

owner as a client device, and it can receive/send a data

packet from/to its group owner. Then, the device can

change to become a group owner in another group, and can

unicast packets to its client devices. Based on the above

configuration, we model a Wi-Fi P2P data dissemination

(WPDD) problem, which goal is to minimize delay of

disseminating data to all network devices. We prove that

the WPDD problem is an NP-complete problem, and then

propose a tree-based data dissemination scheme and a ring-

based data dissemination scheme to solve the WPDD

problem. For these two schemes, we develop correspond-

ing network formation, operation, and repair procedures.

According to our simulation results, the proposed schemes

can effectively reduce energy consumption of network

devices and shorten the time needed for disseminating data.

We also implement the designed schemes on commercial

Android platforms. The experimental results show that data

packet can be effectively distributed in the formed Wi-Fi

P2P networks.

The contributions of this work are threefold. First, given

a Wi-Fi P2P network, we discuss how to disseminate data

from any device to other network devices efficiently. We

formally model a WPDD problem, which goal is to mini-

mize delay of disseminating data to network devices. In

this work, we prove the WPDD problem is an NP-complete

problem. To the best of our knowledge, this is the first

work that formally models the problem and shows the

difficulty of the problem under such network scenario.

Second, instead of connecting devices by a single group,

we propose a concept which involves the cooperation of

multiple groups in a Wi-Fi P2P network. This idea can

effectively balance energy consumption of network devices

when disseminating data. Third, the proposed tree-based

and ring-based data dissemination schemes can facilitate

communication between multiple groups in a Wi-Fi P2P

network, and can shorten delay on disseminating data.

More importantly, the proposed schemes can be compatible

with the Wi-Fi P2P specification.

The rest of this paper is organized as follows. Section 2

present related works, Wi-Fi P2P overview, and network

models. Sections 3 and 4 present the proposed tree-based

and ring-based data dissemination schemes, respectively.

Simulation and prototyping implementation results are

shown in Sect. 5. Finally, Sect. 6 concludes this paper.

2 Preliminaries

2.1 Related works

In the literature, the wired peer-to-peer communication

protocols (e.g., [10–12]) are widely discussed. However,

those solutions are not suitable for Wi-Fi P2P networks. In

references [13–15], the authors propose data transmission

schemes based on mobile social networks (MSNs). In an

MSN, data transmissions rely on opportunity transmis-

sions. So, these works focus on how to increase packet

arrival rates and enlarge transmission scopes. In some

researches, the authors assume that an MSN exists an

access point (AP), which can be used to further accelerate

the speed of data dissemination. However, when dissemi-

nating a data packet, the opportunity transmission fashion

cannot guarantee that all devices can receive the packet.

References [16–18] propose schemes to increase perfor-

mance of Wi-Fi networks by the concept of cooperating

among Wi-Fi APs. In [16, 17], Wi-Fi APs’ transmission

power is coordinated to reduce interferences. In [18], the

operating channels of Wi-Fi APs are carefully arranged to

decrease congestion. The proposed schemes in [16–18] can

Fig. 1 A Wi-Fi P2P network
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indeed achieve their goals, but these solutions cannot

directly apply to Wi-Fi P2P networks.

References [19–22] introduce communication protocols

for Wi-Fi P2P networks. In reference [19], the authors inte-

grate Wi-Fi P2P with session initiation protocol (SIP). The

goal is to use SIP to manage devices’ joining and leaving a

Wi-Fi P2P network. In reference [21], the authors combine a

Wi-Fi P2P network with an existing 3G cellular network.

Their idea is to place a central server in the cellular network,

and the server is used to manage devices. When in a hot-spot

area, a user’s device first communicateswith the server. Then,

according to the location information of the device, the server

assigns the device to an existingWi-Fi P2P group. As a result,

the members in the group can communicate directly without

the help of the cellular network. Reference [20] introduces a

system that allows devices to manage their connections by

their local databases. A device can communicate with another

device directly if the target device is found in its local data-

base. We can see that references [19–21] focus on how to

manage devices and P2P groups, and do not consider the

communications between groups. When using their schemes

to distribute data, the transmissions rely on a single group

owner, and thus results in long transmission delay and large

power consumption. Moreover, in reference [22], the authors

propose to use the reversed field of Wi-Fi P2P control frame

to carry information. By the proposed scheme, devices can

receive broadcast packets without associating to a group

owner. But, this scheme is only suitable for transmitting

small-sized data packets.

References [3, 23, 24] present inter-group communication

protocols for Wi-Fi P2P networks. Reference [23] utilizes the

concurrent mode specified in the Wi-Fi P2P specification to

achieve inter-group communication. Assume that there are

two Wi-Fi P2P groups. In the designed scheme, there will

have a bridge device, which can be one group’s group owner

and be another group’s client, simultaneously. The bridge

device is responsible for relaying packet among these two

groups. But, the concurrent mode will cause the IP address

conflict problem. So, the bridge node should have two radio

interfaces. Reference [3] presents a scheme to use one radio

interface to achieve concurrent mode operation. In their

scheme, a bridge node first forms a group and accepts con-

nections from other devices by the Wi-Fi P2P association

procedure. At the same time, the bridge node also performs

the legacy Wi-Fi association procedure to connect to another

group owner. In [3], the authors resolve the IP address con-

flict by restricting that the bridge device can only use Wi-Fi

P2P broadcast mechanism to send packets to its group cli-

ents. However, as reported in their experiments, the packet

loss ratio is high when broadcasting. Moreover, in reference

[24], the authors propose a group communication

scheme based on delay-tolerant routing concept. In the pro-

posed scheme, when a device wants to send a packet to

another device, this device first sends the packet to its group

owner. Then, the group owner checks its routing table. If the

destination device does not locate in its group, the group

owner finds several devices, which have lower RSSI values,

as the next hops. The scheme is so designed because that

those devices that have lower RSSI values are prone to leave

the group, and thus those devices will have higher proba-

bilities to find the destination node. It is not hard to see that in

[24], packets may not be able to reach destinations.

2.2 Overview on Wi-Fi P2P

The goal of Wi-Fi peer-to-peer (Wi-Fi P2P) specification

[1] is to allow Wi-Fi capable devices to be able to com-

municate with each other through direct links or P2P links.

According to the specification, when a device enters a

network, this device needs to perform device discovery

procedure to find a group owner. If a group owner is found,

the device can ask to join that group by sending an asso-

ciation request packet to the group owner. If there is no

existing group, the device can compete for being a group

owner by the group owner negotiation procedure. In the

following, we briefly introduce the device discovery, group

owner negotiation, and service discovery procedures

defined in the Wi-Fi P2P specification.

1. The device discovery procedureWhen a device Di does

not join a P2P group, it can use the device discovery

procedure to detect its nearby devices. This procedure is

divided into a scan phase and a find phase. When

starting discovery, Di first performs the scan phase to

collect information of its nearby P2P devices and groups

in all Wi-Fi P2P social channels (i.e., channel 1, 6, and

11 in the 2.4 GHz band). IfDi receives a beacon from a

group owner during the scan phase, it can perform the

association procedure to join the group. If no group

owner is found and the scan phase is expired, Di enters

the find phase. In the find phase, Di alternatively

switches between listen state and search state. First, Di

stays in the listen state for a time interval with length

100, 200, or 300 time units (where the length of a time

unit is defined in IEEE 802.11 specification [2]). During

the time interval, Di stays in a channel. If Di receives a

probe request packet from another deviceDj, deviceDi

will then reply a probe response packet to Dj. After

exchanging the probe request and response packets, the

devices Di and Dj are said to have been discovered by

each other. Then,Di enters search state and stays in each

of Wi-Fi P2P social channel for 100 time units, and can

send probe request packets to discover other devices.

Moreover, in the find phase, ifDi learns that a deviceDj

is associated with a group from Dj’s probe response

packet, Di can also ask to join that group.
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2. The group owner negotiation procedure Assume that

there is no existing group in the network. Two devices,

say Di and Dj, can negotiate for becoming a group

owner. First, devices Di locally decides an intent value.

According to the specification, if Di wants to be the

group owner, it can simply set the intent value to be 15.

Otherwise, Di randomly selects a value between 0 to

14 as its intent value. Then, devices Di further decides

a tie breaker value to be 0 or 1. At the same time, the

device Dj also decides its intent and tie breaker value.

Then, Di and Dj can broadcast GO negotiation request

packet. Without loss of generality, we assume that Di

broadcasts a GO negotiation request packet earlier than

Dj. When Dj receives the GO negotiation request

packet from Di, Dj simply replies a GO negotiation

response packet containing its intent value. After

receiving the GO negotiation response packet from Dj,

Di decides which devices can be the group owner

according to the following rules. (Assume that the

intent values of Di and Dj to be Ii and Ij, respectively)

• If Ii [ Ij (resp., Ii\Ij), Di (resp., Dj) will be the

group owner.

• If Ii ¼ Ij\15, Di (resp., Dj) will be the group

owner if tie breaker value is 1 (resp., 0).

• If Ii ¼ Ij ¼ 15, the negotiation fails because that

both Di and Dj want to be the group owner.

After the above procedure, Di sends the result to Dj by

a GO negotiation confirm packet. Then, the decided

group owner can operate on the channel designated in

the GO negotiation confirm packet, and can accept

association requests from other devices.

3. The service discovery procedure in a Wi-Fi P2P

network, a device uses the service discovery procedure

to find services offered by other devices. According to

the specification, a service provider cannot directly

broadcast the provided service by itself. When a device

wants to seek services, this device has to send SD query

packets to discover the offered services of its nearby

devices. In the SD query packet, the sender can also

explicitly specify the service that it is seeking. A service

provider that receives an SD query packetwill then reply

a SD response packet to notify the offered services and

the related parameters used by its services. In this work,

we design services to facilitate network management.

2.3 Network models

Given a Wi-Fi P2P network, we model it by a graph

G ¼ ðV;EÞ, where V contains all Wi-Fi P2P capable

devices, and E contains all symmetric communication links

between devices in V. The network has C available chan-

nels for communication. Those |V| devices will be divided

into multiple Wi-Fi P2P groups (instead of one group), and

thus there will have multiple group owners in the network.

Each group owner selects one channel to operate. A client

device needs to switch to its group owner’s channel when it

wishes to communicate with its group owner. In the net-

work, each device can disseminate a packet to all other

network devices, and the packet will be sent to other

devices by unicasting. To facilitate data dissemination, a

device is able to belong to at most two groups, and thus it

will be assigned to two roles (i.e., this device is (1) a group

owner of a group and (2) a client device in another group).

Figure 2 indicates the basic rule of data dissemination,

where there are two groups (G1 and G2) and device u has

two roles. Assume that v has a packet to all network

devices. In Fig. 2(a), v serves as the group owner of group

G1. At this time, v can unicast packet to all its client

devices. Then, in Fig. 2(b), device u becomes a group

owner, and it can further unicast the packet (which

received from v in G1) to its clients. By the above network

configuration, we can see that when a group owner has

more client devices, it needs to unicast a packet more times

when disseminating. To balance the load of group owners

in the network, we further demand that the maximum

number of devices in a group will be restricted to Md.

According to the formed groups, we can construct a

group relationship graph Gg ¼ ðV ;EgÞ, where Gg � G and

Eg represents the links of client devices to their group

owners. A device that has two roles will have links to its

client devices and a link to the connected group owner in

Eg. Data disseminations in the network are based on the Gg.

When transmission, devices may suffer from hidden ter-

minal and exposed terminal interferences. So, by G and Gg,

we can further derive the interference relationships

between links. If two links are interference links, the cor-

responding end points (i.e., devices) of these two links

cannot send or receive packets at the same time. For

example, Fig. 3 indicates the Gg of Fig. 2. In Fig. 3, links

e0 and e1 are interference links because that e0 and e1 have

a common end point (i.e., device v). In Fig. 2, if G1 and G2

operate in the same channel, links e1 and e2 (in Fig. 3) are

also interference links since devices v and u will interfere

with each other. On the other hand, if G1 and G2 operate in

different channels, links e1 and e2 are interference-free.

Assume that a unicast transmission between two peer

devices needs a transmission time unit to complete. When a

device v generates a packet, an interference-free trans-

mission schedule can be arranged based on Gg and the

interference relationship between links. For example, in

Fig. 2, if G1 and G2 operate in the same channel, a packet

generated by device v will need 7 transmission time units to
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distribute to all network devices. (An example of the

schedule is shown as the Case 1 in Fig. 3.) On the other

hand, in Fig. 2, if G1 and G2 operate in different channels,

a packet generated by v only needs 4 transmission time

units to distribute, i.e., device v first sends the packet to u,

and then v and u can unicast this packet to their clients in

another three transmission time units at the same time (as

shown as the Case 2 in Fig. 3). So, after deciding an

interference-free transmission schedule, we can define the

data dissemination time d(v) of device v to be the number

of transmission time units required to complete data dis-

semination from v to all network devices. Then, we can

further define the data dissemination time of the graph G to

be dðGÞ ¼ maxfdðvÞjv 2 Vg.

Definition 1 Given a Wi-Fi P2P network G ¼ ðV;EÞ, the
group relationship Gg ¼ ðV ;EgÞ, C available channels,

multiple Wi-Fi P2P groups containing |V| devices, and

group size constraint Md, the Wi-Fi P2P data dissemination

(WPDD) problem is to find an interference-free transmis-

sion schedule such that the data dissemination time d(G) is

minimized.

We can further revise the WPDD problem to a decision

problem.

Definition 2 Given a Wi-Fi P2P network G ¼ ðV;EÞ, the
group relationship Gg ¼ ðV ;EgÞ, C available channels,

multiple Wi-Fi P2P groups containing |V| devices, and

group size constraint Md, the decision version of the Wi-Fi

P2P data dissemination (DWPDD) problem is to find an

interference-free transmission schedule such that the data

dissemination time dðGÞ� d, where d is a delay constraint.

Moreover, in [25], the authors show a Bounded-Degree

Minimum Broadcast Time (BDMBT) problem as below.

(Assume that the transmission time unit for completing a

packet exchange in [25] is the same as ours.)

Definition 3 Given a graph Gb ¼ ðVb;EbÞ with maximum

degree Mb, the BDMBT problem is to find a transmission

schedule such that (1) at any time instant, the endpoints of

the scheduled edges will not overlap and (2) the broadcast

time is less than a constraint Kb.

The authors in [25] prove that the BDMBT problem is

NP-complete by reducing the 3SAT problem to a special

case of BDMBT. In this work, we utilize the BDMBT

problem to prove the follow theorem.

Theorem 1 The DWPDD problem is NP-complete.

Proof First, given a transmission schedule, it is not hard

to see that for each v 2 V , we can check if dðvÞ� d in

polynomial time. This implies that we can check if

dðGÞ� d in polynomial time. So, the DWPDD problem is

NP.

Next, to prove that the DWPDD problem is NP-hard, we

first reduce the BDMBT problem to a single-channel-

DWPDD (sc-DWPDD) problem. The sc-DWPDD problem

is a special case of DWPDD problem with C ¼ 1. After

proving that the sc-DWPDD problem is NP-hard, we can

further reduce the sc-DWPDD problem to the DWPDD

problem easily, and thus the DWPDD problem will be NP-

hard.

In the following, we show the details on reducing the

BDMBT problem to the sc-DWPDD problem: let

Gb ¼ ðVb;EbÞ, integer Mb, and constraint Kb are arbitrary

instances of the BDMBT problem. Now, we first transform

Gb to instances G and Gg of the sc-DWPDD problem,

(a) (b)

Fig. 2 The basic rule of data

dissemination, where device

u has two roles. a Device

v unicasts packets to its clients.

b Device u unicasts the received

packets to its clients

Fig. 3 The group relationship graph Gg of Fig. 2
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where G and Gg will be the same in this transformation.

For a vertex vb in Gb, we generate a vertex v in G. For any

two neighboring vertices vib and v
j
b in Vb, if both of the

degrees of vib and v
j
b are larger than one, we generate an

intermediate vertex vij locating between the corresponding

vertices vi and vj in G. For an edge eb, which connects two

neighboring vertices vib and v
j
b in Vb, there are two cases:

(1) a edge will be generated in G to connect vi and vj if

there is no intermediate vertex between vi and vj; (2) Two

edges will be generated in G to connect ðvi; vijÞ and ðvij; vjÞ
if there is an intermediate vertex vij between vi and vj. In

the above transformation, the rationale of adding interme-

diate vertices are as below. When scheduling, the BDMBT

problem only requires that the endpoints of the scheduled

edges should not be overlapped. But, in the sc-DWPDD

problem, two neighboring vertices cannot be scheduled at

the same time (e.g., vertices v and u cannot transmission at

the same time in the Case 1 of Fig. 3). So, an intermediate

vertex is added to avoid interference when transforming the

schedule of BDMBT to sc-DWPDD. So, when a schedule

between two vertices vib and v
j
b in BDMBT is decided, the

corresponding schedule in sc-DWPDD will need two extra

transmission time units.

We now claim that we can find a transmission schedule

which satisfies the broadcast time is less than Kb for the

BDMBT problem if and only if we can find a transmission

schedule for the sc-DWPDD problem such that dðGÞ� d,

where d ¼ ðKb þ 2� DiaÞ and Dia is the network diameter

of Gb.

To prove the if part, if there is a transmission schedule

for the sc-DWPDD problem such that dðGÞ� d, we can

find a schedule in Gb such that the broadcast time is less

than Kb. Based on the above transformation, an interme-

diate vertex in G will induce two extra transmission time

units. Since the network diameter of Gb is Dia, the

broadcast paths to all network nodes will be lengthened at

most 2� Dia transmission time units. Thus, based on the

schedule in sc-DWPDD, a corresponding schedule in

BDMBT with time less than Kb can be found. Conversely,

to prove the only if part, suppose that there is a

transmission schedule that can achieve the broadcast time

of BDMBT problem to be smaller than Kb. Again, based on

our transformation, the corresponding schedule in G will be

lengthened at most 2� Dia transmission time units. Thus, a

schedule with dðGÞ�Kb þ 2� Dia can be determined. h

In this work, we propose two Wi-Fi P2P compatible

schemes to solve the WPDD problem. In the proposed

schemes, a packet will first be distributed in the group that

the packet initiator located, and then be relayed to devices

in other groups through the designed tree or ring topology.

Following the Wi-Fi P2P specification, we design services

to support the network formation and network repair pro-

cedures. In our design, a device may have at most two

roles. To facilitate changes of devices’ roles, we divide

network time into continually repeated slots, where the size

of each slot is ts. Every two slots are designated as a time

frame. In a time frame, the two slots are labeled as slot 0

and slot 1, respectively. At the beginning of a time slot, a

device changes its role and connects to the designated

group owner according to the slot number. We remark that

the decided slot size is assumed to be large enough to

satisfy the following two criteria: first, the group owner can

complete unicasting a packet to each of its group clients

within a slot. Second, a network device can finish a service

discovery procedure on any service within a slot. More-

over, devices perform a local synchronization mechanism

to synchronize their time frames with their group owners’.

(We will show the implemented local synchronization

mechanism in Sect. 5.2.) When communication, devices

follow the IEEE 802.1 MAC protocol to compete for the

wireless medium, and RTS/CTS handshacking mechanism

is applied to resolve hidden terminal and exposed terminal

interferences.

To ease of presentation, in the rest of this paper, we use

the notation D and O to represent a network device and a

group owner, respectively. In our schemes, each group will

be assigned to a unique group ID Gid, and the value of Gid

will be equal to the MAC address of the group’s group

owner O, i.e., Gid ¼ macðOÞ.

3 The tree-based data dissemination scheme

In this section, we introduce the proposed tree-based data

dissemination scheme. Figure 4(a) shows an example that

15 devices are connected by a tree topology. In this

scheme, one device is taken as the network root, which is

set to be located at layer 0. When operation, devices

change to be group owners or client devices according to

current slot number. As shown in Fig. 4(b), at slot 0, the

network root and those devices that are located in even-

numbered layers will be group owners. These group own-

ers take those devices that are located in odd-numbered

layers as their client devices. On the other hand, at slot 1,

devices that are located in odd-numbered layers will be

group owners. Note that a device will not change its role if

it is the network root or a leaf device (i.e., a device with no

client device). Also note that the tree topology in Fig. 4

will be constructed by the proposed network formation

scheme, which selects tree links from communication links

between devices in a distributed manner.

In this scheme, we design three Wi-Fi P2P services to

support network formation and repair.
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1. FormTreeSvc (mac(R), mac(O), Gid, slot, layer,

client_num, Md) This service is provided by the group

owner O, which still has room to accept association

requests. In this service, the parameter mac(R) repre-

sents the network root’s MAC address, slot represents

O’s operating slot (i.e., slot 0 or slot 1), layer

represents the layer of O in the tree, and client_num

represents the current number of client devices in the

group.

2. LostParSvc(Gid) This service is provided by a client

device (which realizes that its group owner is gone) to

start the designed instant network repair procedure.

3. RstGroupSvc(mac(goðOlostÞ), mac(Olost), mac(Dcdt))

This service is also used for instant network repair to

restore a group. When a group owner Olost leaves the

network, this service asks the chosen candidate device

Dcdt to replace Olost, and then the group (originally

formed by Olost) can be restored. Note that the first

parameter goðOlostÞ represents the group owner of the

device Olost.

Note that our design follows the service discovery proce-

dure in the Wi-Fi P2P specification. In our scheme, devices

send SD query packets to other devices to query the above

services. If a service provider receives an SD query packet,

it will append the contents of the provided service in its SD

response packet.

3.1 Network formation

Assume that a device Di enters the scope of the network,

and does not join a group. Device Di first decides a dis-

covery timer, which length is randomly decided within a

predefined range. During the discovery timer, Di queries if

there are FormTreeSvc service providers (i.e., group own-

ers). If Di finds a group owner, which has room to accept it,

Di stops the discovery timer and then sends an association

request packet to that group owner. Assume that Di asso-

ciates to group owner Oj, and Oj operates at slot sðOjÞ and
locates at layer lðOjÞ. Device Di then further sets its

operating slot sðDiÞ ¼ ðsðOjÞ þ 1Þ%2 and its layer

lðDiÞ ¼ lðOjÞ þ 1. In each of slot numbered sðDiÞ, Di can

provide its FormTreeSvc(mac(R), mac(Di), mac(Di),

sðDiÞ, lðDiÞ, 0, Md) service until it has no room to accept

other devices’ association requests. On the other hand, if Di

cannot find any FormTreeSvc service, Di can follow the

group negotiation procedure to compete for becoming a

group owner. If Di wins the negotiation, it first sets lðDiÞ ¼
0 and sðDiÞ ¼ 0, and then can start its For-

mTreeSvc(mac(Di), mac(Di), mac(Di), 0, 0, 0, Md) service.

In this case, Di will be considered as the network root.

In our design, when a device realizes that there are

multiple FormTreeSvc services, it will choose the service

provider, which is located near to the network root, to be its

group owner. This design can help to reduce the tree

height. Moreover, it is possible that more than one device

become the network root. Assume that a device Di realizes

another device Dj such that Dj’s FormTreeSvc service

carries the mac(R) value, which is different to the one

carried by Di’s FormTreeSvc service. At this time, the

network contains two network root. In this case, Di checks

if the MAC address of its network root is smaller than that

of Dj’s network root. If so, Di considers that its priority is

lower. Then, device Di will distribute an exist-

ingTreeCmd(mac(Rj)) packet, where mac(Rj) is the MAC

address of Dj’s network root. When a device receives an

existingTreeCmd packet, it first relays this packet to its

client device and its group owner. Then, this device will

dismiss its client devices and try to associate to a new

group owner that are located in Rj’s tree. The above pro-

cedures are to make sure that the network will have only

one tree.

Theorem 2 After the network root is decided, the shortest

and longest time needed for network formation will be ts �
Oðlog jV jÞ and ts � OðjV jÞ, respectively.

Proof After the network root is decided, the network root

can start to accept association requests for at most Md � 1

devices in one slot. Then, when a device associates to the

network root or a group owner, this device can become a

group owner, and it can further accept association requests

fromMd � 1 devices in its slot. So, in the best case, the tree

height will be bounded by Oðlog jVjÞ, which implies we

need Oðlog jV jÞ slots to connect all network devices. As a

result, the shortest network formation time will be

(a)

(b) (c)

Fig. 4 a The connections in a tree topology. b The connections at slot

0. c The connections at slot 1
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ts � Oðlog jVjÞ. Moreover, in the worst case, each device

can only connect one child device in one slot. So, O(|V|)

slots are needed to connect all devices. As a result, the

longest network formation time will be ts � OðjV jÞ. h

3.2 Disseminating packets

In the following, we describe the procedures of dissemi-

nating packets. Assume that a device Di generates or

receives a data packet. If Di is a group owner, it will

transmit the packet to all of its client devices in its oper-

ating slot sðDiÞ. Then, device Di sends the packet to its

group owner goðDiÞ in its group owner’s operating slot.

3.3 Network repair

The network repair is needed because that devices may

leave the network or may run out of their batteries. In our

design, the network repair can be divided into regular repair

and instant repair. First, the regular repair is performed

locally by leaf devices. For a leaf device Dleaf , it will peri-

odically query FormTreeSvc services from other devices. If

Dleaf finds a group owner Oi, which is located closer to the

network root than goðDleaf Þ and Oi still has room to accept

new client devices, Dleaf will re-associate to Oi.

Next, in our instant repair scheme, each group owner

selects a client device, which has the smallest MAC

address, as the agent device. The agent device periodically

queries existing FormTreeSvc services, and records several

service providers, which are leaf devices, in its local

database to be candidate devices. If the original group

owner of the agent device leaves the network, one of the

candidate devices will be asked to be the new group owner.

Moreover, a group owner and its client devices periodically

exchange aliveCmd packets according to the following

rules:

• For a group owner Oi, it sends aliveCmd(mac(goðOiÞ))
and aliveCmd(null) packets to the agent device and

other client devices, respectively. (A client device can

know that it is an agent device if it receives aliveCmd

packets with mac(goðOiÞ) information.)

• For a client device that receives an aliveCmd packet

from its group owner, it will reply an aliveAckCmd to

that group owner.

Figure 5 illustrates the basic procedures of the instant repair.

The instant repair is triggered by client devices, which find

that their group owner Olost leaves the network. Then, the

agent device informs the selected candidate device Dcdt to

restore the group by the RstGroupSvc service. From the first

field of RstGroupSvc service, the device Dcdt knows that it

needs to re-associate to goðOlostÞ. Then, after Dcdt recon-

nects Olost’s client devices, the instant repair finishes.

In the following, we show the details of the instant

repair. Assume a group owner Olost (which has at least one

client device) leaves the network. For a client device of

Olost, say Di, if it cannot detect Olost for a predefined Tlost
slots, Di will perform the following operations:

• It starts LostParSvc(mac(Olost)) service.

• It queries LostParSvc(mac(Olost)) from its sibling

devices.

Then, after waiting for a time frame, Di will perform the

following procedures.

1. If Di does not detect any LostParSvc(mac(Olost))

service from other devices, this implies Di is the only

client device of Olost. At this time, Di will re-associate

to another group owner.

2. If Di detects LostParSvc services from its sibling

devices, there are two cases.

(a) If Di is not an agent device, Di will try to re-

associate the designated candidate device, i.e.,

Dcdt, by querying a FormTreeSvc service, which

carries Gid ¼ macðOlostÞ.
(b) If Di is an agent device, Di starts the restore

service by setting RstGroupSvc(mac(goðOlostÞ),
mac(Olost), mac(Dcdt)) to inform Dcdt to replace

Olost. (Note that if Olost is network root, Di sets

macðgoðOlostÞÞ ¼ �1.)

Once the device Dcdt detects a RstGroupSvc service, which

contains its MAC address, Dcdt will perform the following

procedures.

1. Device Dcdt first re-associates to goðOlostÞ, and derives

lðDcdtÞ and sðDcdtÞ information from the FormTreeSvc

service of goðOlostÞ.
2. Device Dcdt starts FormTreeSvc(mac(R), macðDcdtÞ,

macðOlostÞ, sðDcdtÞ, lðDcdtÞ, 0, Md). (Note that the Gid

field will be macðOlostÞ.) Then, Dcdt accepts associa-

tion requests from Olost’s client devices.

(a) (b)

Fig. 5 a A non-leaf group owner Olost leaves the network. b The

candidate device Dcdt restores the group
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3. After waiting association requests for a predefined

period, Dcdt sends changeGidCmd(mac(Dcdt)) packets

to its client devices to change the group ID to be

mac(Dcdt).

Note that the group owner goðOlostÞ can also realize that

Olost has left the network. So, goðOlostÞ will reserve a space
for Dcdt. Also note that when a device detects a For-

mTreeSvc service, in which the recorded mac(O) is not

equal to the recorded Gid, the device will not associate to

the service provider. In the above procedures, a leaf device

has to query RstGroupSvc services every slot. This design

may be inefficient since RstGroupSvc services can be

provided by any agent device. To accelerate the instant

network repair, after an agent device has selected its can-

didate devices, the agent device disseminates its choices to

the network. When a leaf device realizes that it is chosen as

candidate devices by some agent devices, this leaf device

only queries the corresponding RstGroupSvc services from

those agent devices. Moreover, it is not hard to see that the

needed time for instant repair will be roughly

Tlost þ 2� ts þ Td , where Td is the time that needed by the

candidate device Dcdt to detect the corresponding

RstGroupSvc service.

Theorem 3 The time needed for disseminating a packet

to all network devices will be ts � ð2� Oðlog jVjÞ � 1Þ.

Proof In our scheme, the regular network repair period-

ically maintains the height of the tree network, and tree

height will be bounded by Oðlog jV jÞ. The longest path

from a leaf device to anther leaf device will be

2� Oðlog jVjÞ. However, when the network root receives a

packet from its client, it can relay the packet to all its client

devices in the same slot. So, the effective path length can

be reduced to 2� Oðlog jV jÞ � 1, and thus the needed

dissemination time will be ts � ð2� Oðlog jV jÞ � 1Þ. h

Theorem 4 After instant network repair, the network is

loop-free.

Proof In the proposed instant network repair scheme, an

agent device always selects leaf devices to be the candidate

devices. Recall that in a tree network, there must have leaf

devices. When moving a leaf device to be an in-tree node,

there will have no impact on the original tree topology. So,

after instant network repair, the network can be loop-free.

h

4 The ring-based data dissemination scheme

In the following, we present the ring-based data dissemi-

nation scheme. Before showing the details, we first give

two observations on the tree-based scheme.

• When forming a tree topology in Sect. 4, a device has

to compete with other devices to become a group owner

or associate to an existing group owner. If fails, the

device needs to wait for at least one slot. This design

may lead to long network formation time.

• When a leaf device of the tree has a data packet for

network devices, this packet has to travel through the

entire tree. This design may lead to long data dissem-

ination delay.

Thus, the ring-based scheme is designed to improve net-

work formation time and data dissemination delay.

Figure 6(a) indicates the topology of the ring-based

scheme. In the ring topology, each group owner chooses

two client devices as bridge devices, named bgToNext and

bgForPrev, which connect to the next group and previous

group, respectively. Other client devices in a group are

taken as leaf devices. To accelerate data dissemination

speed, leaf devices can establish shortcuts to other groups.

In this scheme, network devices also have different roles in

different slots. At slot 0, devices connect to their group

owners to perform intra-group communications [as shown

in Fig. 6(b)]. On the other hand, at slot 1, devices perform

inter-group communications. As shown in Fig. 6(c), each

bgToNext device connects to the bgForPrev device of its

next group, and leaf devices connect to other leaf devices

in other groups through shortcuts.

(a)

(b) (c)

Fig. 6 a The connections in a ring topology. b The connections at

slot 0. c The connections at slot 1
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In this scheme, four Wi-Fi P2P services are designed to

support network formation and repair.

1. FormRingSvc(est_frame, cur_frame, mac(O), Gid,

client_num, Md): the functionality of this service is

similar to the FormTreeSvc service. If the service

provider can accept association requests, this service

can be discovered. The parameter est_frame represents

the time frame number that the device O became a

group owner, and cur_frame represents the current

time frame.

2. ConnGroupSvc(Gid): this service is provided by a

bgForPrev device, where Gid is the ID of the group that

the service provider is located. This service is used to

inform the bgToNext device in the previous group to

associate to the service provider.

3. MergeRingSvc(est_frame, Gid): this service is provided

by group owners. The functionality of this service is to

merge rings that were formed in different time frames.

4. EstScSvc(mac(Dleaf )): this service is provided by leaf

devices. Leaf devices use this service to establish

shortcuts.

4.1 Network formation

Assume that a device Di enters the scope of the network.

Device Di first searches if there exists FormRingSvc ser-

vices. If found, Di can request to associate to the service

provider. If there are multiple choices, Di selects the ser-

vice provider, which has the smallest MAC address, as its

group owner. However, after a period time, if Di cannot

associate to a group owner, Di then locally decides itself to

become a group owner by a probability p, where p is a

predefined system parameter. If Di becomes a group

owner, it can provide FormRingSvc service in the

upcoming time frame. Assume there is no group owner in

the network. The new group owner, say Oi, sets the current

time frame to be zero and then starts its FormRingSvc(0, 0,

mac(Oi), mac(Oi), 0, Md) service. We can see that multiple

devices can become group owners at the same time.

Moreover, if a device cannot be a group owner in a time

frame T, it may start its FormRingSvc in the next time

frame by setting the est_frame parameter in its For-

mRingSvc service to be T þ 1. In this scheme, the est_-

frame parameter will be fixed to the time frame number

that the FormRingSvc service was initiated.

Assume that the group owner Oi starts its FormRingSvc

service in time frame T. The operations of Oi and those

client devices in Oi’s group in time frame T are as follows:

first, during the slot 0, Oi accepts client devices and

overhears other group owners’ FormRingSvc services. At

this time, Oi records those FormRingSvc services that have

the same est frame value. Then, at the end of slot 0 in time

frame T, Oi performs the following two operations:

Deciding client devices’ roles Oi assigns roles to the

associated client devices by the following rules. (Let the

number of associated client devices be num_client.)

• If num client� 2, Oi designates the client devices with

the minimum and maximum MAC addresses to be

bgToNext and bgForPrev, respectively.

• If num client ¼ 1, Oi designates the client device and

itself to be bgToNext and bgForPrev, respectively.

• If num client ¼ 0, Oi designates itself to be bgToNext

and bgForPrev.

After the role assignment, Oi uses assignRoleCmd packets,

which carry devices’ roles, to the corresponding devices.

Deciding the next group at the end of slot 0, Oi decides

its next group by the following procedures. Assume that

several FormRingSvc service providers are identified, and

then Oi sorts these FormRingSvc service providers and

itself according to the MAC addresses in an increasing

order. Let the sorted device list be L. Oi further takes the

L as a circular list, and then sets its next group to be the

next device in L. After selecting its next group, Oi sends a

nextGroupCmd(Gid) packet to its bgToNext device, where

Gid is the group ID of the selected next group.

Next, we describe the operations of Oi’s bgForPrev,

bgToNext, and leaf devices at the slot 1 in time frame T.

Operations of bgForPrev device For the bgForPrev

device, it starts a ConnGroupSvc(Gid) service, where

Gid ¼ macðOiÞ.
Operations of bgToNext device For the bgToNext

device, it queries the corresponding ConnGroupSvc ser-

vice, which carries the group ID recorded in the received

nextGroupCmd packet, and then associates to the service

provider.

Operations of leaf devices For a leaf device Dl, it

decides whether to start a EstScSvc(mac(Dl)) service by a

probability p. If yes, Dl can accept other leaf devices’

association requests, and it can accept at most Ms shortcut

connections. Otherwise, Dl can associate to an EstScSvc

service provider, which locates in different group.

After the above procedures, a ring that connects those

groups established in time frame T is formed. In the fol-

lowing, we describe the procedures of merging the ring

formed in time frame T with the existing ring. Assume that

a group owner OT 0

x has successfully connected to a next

group in the time frame T 0. The group owner OT 0

x will start

MergeRingSvc(T 0, macðOT 0

x Þ) service with the probability

p. (The MergeRingSvc service will be provided at the same

time with OT 0

x ’s FormRingSvc service if any.) Let the group

owner Oi be the group owner that has the smallest MAC

address among those group owners formed in time frame T,
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where T [ T 0. The Oi will be responsible for merging

procedures as follows:

1. Oi first queries if there exists a MergeRingSvc service.

If aMergeRingSvc(T 0, macðOT 0

x Þ) is found, Oi will take

the group formed by OT 0

x as its new next group. Then,

Oi sends a nextGroupCmd(macðOT 0

x Þ) packet to its

bgToNext device.

2. When Oi’s bgToNext device Di;n receives a new

nextGroupCmd packet, it triggers the following pro-

cedures to merge the rings formed in time frames T and

T 0. (Assume the group owner of Oi’s original next

group is Oj.)

• Operation ofDi;n: Di;n first associates to the

bgForPrev device DT 0

x;p in OT 0

x ’s group. If the

association procedure fails, Di;n stops the merging

procedure. Otherwise, Di;n disassociates from its

original bgForPrev device in Oj’s group. Then, Di;n

sends macðOjÞ information to DT 0

x;p. Finally, Di;n

informs Oi the association result. [Note that as

shown in Fig. 7, at this time, DT 0

x;p has two

bgToNext client devices; one is the device Di;n,

and the other is the bgToNext device, say DT 0

y;n, of

its previous group (formed in time frame T 0).]

• Operation of DT 0

x;p: DT 0

x;p sends a nextGroupCmd

(macðOjÞ) packet to DT 0

y;n, and then disassociates

with device DT 0

y;n.

• Operation ofDT 0

y;n: DT 0

y;n re-associates to the bgFor-

Prev of the group formed by Oj (as shown in

Fig. 7).

As we can see in Fig. 7, after the above procedures, two

rings formed in time frame T and T 0 will be merged. The

ring may be further extended if new rings formed in the

upcoming time frames are merged to the original ring. Note

that to avoid concurrent merging procedures, a bgForPrev

device can connect at most two bgToNext devices at the

same time. On the one hand, if Di;n reports that it fails to

associate to the new bgForPrev device, Oi can know the

merging procedure fails. Then, Oi will restart the merge

procedure later. On the other hand, if Di;n successfully

associates to the new bgForPrev device, Oi sends a

changeEstFrame(T 0) to the group owners in the ring it

located. When a group owner receives the

changeEstFrame(T 0) packet, it will change its est_frame

parameter to T 0. The procedure of sending changeEst-

Frame packets is to make sure that the network can

eventually reduce to one ring.

Theorem 5 The shortest and longest network formation

time will be 2� ts � Oðlogð 1
p�ðMd�1ÞÞÞ and 2� ts � OðjVjÞ,

respectively.

Proof In the ring-based scheme, for the best case, we can

expect that |V|p devices are able to become group owners in

the first time frame. For those |V|p group owners, each of

them can connect Md � 1 devices. So, in the first time

frame, jV jpþ jVjpðMd � 1Þ devices can join the network.

Then, in the second time frame, each of those jV jpðMd �
1Þ devices can further connect Md � 1 devices, and thus

there will have jVjpþ jVjpðMd � 1Þ þ jVjpðMd � 1Þ2
devices in the network. Assume that we need m time

frames to connect all those |V| devices. So, we can have the

equation that

jV jpþ jVjp� ðMd � 1Þ þ ::þ ðjV jp� ðMd � 1ÞÞm � jVj:

According to the above equation, we can find a m0 �m

such that ðjVjp� ðMd � 1ÞÞm
0
� jV j, and thus m�m0 �

Oðlogð 1
p�ðMd�1ÞÞÞ. As a result, we can say that the shortest

number of time frames to form the network will be less

than Oðlogð 1
p�ðMd�1ÞÞÞ, which implies the expected network

formation time will be 2� ts � Oðlogð 1
p�ðMd�1ÞÞÞ.

Moreover, in the worst case, the network formation

needs O(|V|) time frames, and thus network formation time

will be 2� ts � OðjVjÞ. h

4.2 Disseminating packets

In the following, we describe the procedures of dissemi-

nating packets. Assume that a device Di generates or

receives a data packet for network devices, it will perform

the following procedures.

1. If the current slot is 0, there are two cases. First, if Di is

a client device, Di sends this packet to its group owner

goðDiÞ. Second, if Di is a group owner, Di sends the

data packet to all its client devices.Fig. 7 An example of the merge procedure of two rings
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2. If the current slot is 1, there are three cases. First, if Di

is a bgForPrev device, Di sends the data packet to the

connected bgToNext device. Second, if Di is a

bgToNext device, Di sends the data packet to the

connected bgForPrev device. Third, if Di is a leaf

device and has connected to some shortcuts, it sends

the packet to the peers on the shortcuts. When the peer

leaf devices receives the packet, they can further relay

the packet to the other receivers on the shortcuts that

they have connected.

4.3 Network repair

Again, the network repair can also be divided into regular

repair and instant repair. First, the regular repair tries to let

each group to contain Md devices. Assume that a group

owner Om realizes that it has the maximum MAC address

among nearby group owners. In our scheme, Om will

trigger the regular repair. The Om first sorts its leaf devices

according to their MAC addresses by an increasing order,

and then puts these leaf devices to a list L. After putting

leaf devices, Om puts its bgToNext and then bgForPrev

devices to the tail of list L (if the bgToNext or bgForPrev

device is not Om). Then, Om further puts itself to the end of

the list L. After determining L, Om queries FormRingSvc

services, and then selects a group, which satisfies the

condition that the group has less than Md devices and has

the least number of client devices. Assume that the selected

group owner is Oi and the number of devices in Om’s and

Oi’s group are nm and ni, respectively. The Om will then

demand k devices in its group to re-associate to Di

according to the following two cases:

• If nm �ðMd � niÞ, Om sets k ¼ ðMd � niÞ, i.e., ðMd �
niÞ of Om’s client devices will re-associate to Oi.

• If nm\ðMd � niÞ, Om sets k ¼ nm, i.e., all devices in

the group of Om will re-associate to Oi.

After determining the k value, Om sends

changeGoCmd(mac(Oi)) packet to the first k devices in L. For

a device that receives the changeGoCmd packet, it will re-

associate toOi in the next time frame. In order to preserve the

ring, there are some additional procedures for the three cases

below. (Assume Oj is the group owner of Om’s next group.)

• Case 1: only Om and bgForPrev device are left in Om’s

group. In this case, Om will be the bgToNext, and then

associate to the bgForPrev device in Oj’s group.

• Case 2: only Om is left in Om’s group. In this case, the

original bgForPrev device in Om’s group sends a

changeGoCmd(mac(Om)) packet to the connected

bgToNext device in the previous group at slot 1. The

bgToNext device that receives the changeGoCmd will

then re-associate to Om in the next time frame.

• Case 3: no device is left in Om’s group. In this time, the

original bgForPrev device in Om’s group sends a

changeGoCmd(mac(Oj)) packet to the connected

bgToNext device in the previous group at slot 1. The

bgToNext device that receives the changeGoCmd will

re-associate to the bgForPrev device in group Oj in the

next time frame.

Note that after the above procedures, if the group of Om

still exists, Om will restart the regular repair after a pre-

defined period of time.

Next, we introduce the instant repair procedure. The

instant repair starts when there is a device leaves the net-

work. In this scheme, the group owner and bgForPrev

periodically sends aliveCmd packet to check if the devices

that associate to them are still alive. When a client device

receives an aliveCmd packet, it will reply an aliveAckCmd.

A device will be considered leaving the network if it has no

response for Tlost time. There are three possible scenarios in

the instant repair.

• The group owner Oi realizes one of its client device

Dlost leaves the network: Oi performs the following

operations according to Dlost’s roles. First, if Dlost is

leaf device, Oi does no operation. Second, if Dlost is a

bgToNext or bgForPrev, there are three cases:

– If Oi has other leaf client devices, Oi designates one

leaf devices to be the role of Dlost.

– If Oi has only one client device (i.e., currently, the

client device must be a bgForPrev or bgToNext

device), Oi demands this client device to be

bgToNext and itself be bgForPrev.

– If Oi has no client device, Oi will then play the

roles of bgToNext and bgForPrev at the same time.

Note that the procedures of assigning roles and

informing related parameters are the same as the pro-

cedures when forming the network.

• The group owner Olost leaves and the group has other

members: In this scenario, the bgToNext deviceDi will start

FormRingSvc(-, -,mac(Di),mac(Olost), 0,Md) service, and

other client devices will then re-associate to Di. Then, Di

will further transmit changeGidCmd(mac(Di)) packet to its

client devices and choose a new bgToNext according to the

rule when forming the network. After changing group ID,

the bgForPrev and bgToNext devices also use change-

GidCmd packet to notify the corresponding previous and

next groups.

• The group owner Olost leaves and the group has no

other member: In this scenario, both of the next group’s

bgForPrev device Di and the previous group’s bgTo-

Next device Dj can realize the group ofOlost is gone. At

this time, Di starts ConnGroupSvc(mac(Dlost)) service,

and device Dj queries the corresponding
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ConnGroupSvc service. After Dj re-associates to Di, Di

sends changeGidCmd(mac(goðDiÞ)) to notify Dj to

change its next group to the group of goðDiÞ.
We can see that the last scenario dominates the instant

network repair time. The repair time will be Te þ Tr, where

Te and Tr represent the time for the device Dj to detect

ConnGroupSvc service and the time for the bgToNext

device Dj to re-associate to goðDiÞ’s group, respectively.

Theorem 6 The shortest data dissemination time will be

2� ts � Oð1þ ðdð jVj
Md�Ms�ðMd�3Þþ1

Þ=2eÞ.

Proof According to the designed regular network repair,

the network will have djV j
Md
e groups. Recall that a leaf node

can accept Ms shortcuts. For a group, there are at most

ðMd � 3Þ leaf devices, and thus the most number of

shortcuts in a group will be Ms � ðMd � 3Þ. For the best

case, these shortcuts are connected to the groups that are

evenly distributed in the ring. In other words, the groups in

the ring network can be divided into Ms � ðMd � 3Þ þ 1

supergroups. For a supergroup, there will have

d jV j
Md�Ms�ðMd�3Þþ1

e groups. In a supergroup, we assume that a

packet will transmit along the ring topology. So, when a

group owner in the supergroup receives a packet, it needs

at most Tn ¼ dð jV j
Md�Ms�ðMd�3Þþ1

Þ=2e time frames to propa-

gate the packet in the supergroup. Moreover, by our

scheme, the group that the packet initiated needs one time

frame to process this packet. In the best case, the minimum

number of time frames for data dissemination will be

Oð1þ TnÞ. As a result, the shortest data dissemination time

will be 2� ts � Oð1þ TnÞ. h

Theorem 7 The longest data dissemination time will be

2� ts � Oð1þ ðjV j
Md
Þ=2

l m
Þ.

Proof Again, the network has djVj
Md
e groups. In the worst

case, there is no shortcut in the network. So, a packet has to

propagate along the ring. By our scheme, the group that the

packet initiated needs one time frame to process this

packet. As a result, the needed number of time frames to

propagate the packet will be Oð1þ dðjV j
Md
Þ=2eÞ, which

implies the longest data dissemination time will be

2� ts � Oð1þ ðjV j
Md
Þ=2

l m
Þ. h

5 Performance evaluations

In this section, we show performance evaluations of our

schemes. First, we show some simulation results, which

measure network formation time, data dissemination time,

and network repair time based on a simulator upon IEEE

802.11 MAC layer. Second, we further implement the

proposed schemes on commercial Wi-Fi P2P platforms to

observe the effectiveness of our schemes.

5.1 Simulation results

In this paper, we implement an event-based Wi-Fi P2P

network simulator (by JAVA language). In our simulations,

each device is an individual thread. Devices perform the

IEEE 802.11 CSMA/CA mechanism [2] to avoid colli-

sions. A device will be triggered to perform the designed

procedures in Sects. 3 and 4 when being enabled or when

receiving packets. When receiving a packet, a device has to

reply an acknowledgement packet. If the sender does not

receive the corresponding acknowledgement packet from

the receiver, the sender will retransmit until the packet

reaches the receiver successfully. The transmission ranges

of devices are fixed to 100 m, and the network is a circular

region with radius 100 m. Other MAC and system

parameters are listed in Table 1. In our simulation, each

data point is the average of 100 thousand trials conducted

on 100 different randomly generated networks. Note that

since our designs are upon IEEE 802.11 MAC layer, in our

simulator, we did not simulate physical layer functionali-

ties and characteristics such as power control, rate adap-

tion, path loss model, and so on.

We compare the proposed schemes against two star-

topology-based schemes, named Mstar-1 and Mstar-n.

Both of Mstar-1 and Mstar-n schemes apply unicast

transmissions to disseminate data packets, but they do not

apply the slot concept used in our schemes. In Mstar-1,

there is only one group owner. All devices associate to the

group owner. In a Mstar-n network, there are n group

owners. When a device enters the networks, it first checks

if there exists n group owners. If not, it can be a group

owner; otherwise, it will associate to an existing one.

Moreover, in Mstar-n, when a device generates a data

packet, it transmits the packet to its group owner. The

Table 1 Simulation parameters

Parameter Values

Wi-Fi data rate 250 Mbps

Number of channels 4 @2.4 GHz

CTWindow [2] 9� ð2m � 1Þls, m ¼ 4. . .10

Time unit (TU) [2] 1024ls

Slot size ts 0:5 s

Detect failure interval Tlost Four slots

Receiving power consumption [26] 472 mW

Transmitting power consumption [26] 553 mW

Probability p (ring) 0.6

Maximum shortcut Ms (ring) Md
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group owner first unicasts this packet to each of its group

members, and then the group owner randomly designates a

group member to reconnect to another randomly selected

group. The selected group member is responsible for dis-

tributing the data packet to another group.

In the following, we compare the proposed tree data

dissemination scheme and ring data dissemination

scheme against Mstar-1 and Mstar-5 schemes on network

formation time, data dissemination time, energy con-

sumption, and the needed time for instant repair. Each

simulation result is derived by averaging 1000 runs.

5.1.1 Network formation time

Assume that all devices enter the network at the same time.

The network formation time is measured by the time instant

that a device becomes the first network group owner to the

time instant that the last device joins the network. Fig-

ure 8(a) indicates the results when the number of network

devices are varied. (For our schemes, we fix Md ¼ 5). From

the results, we can see that the network formation times of

Mstar-1 and Mstar-5 are lower than our schemes. This is

because that Mstar-1 and Mstar-5 and do not apply the slot

concept used in our schemes. So, a device can join the

network immediately when it finds a group owner. The tree-

based scheme will have the longest network formation time.

This is because that the network formation procedure starts

from a single network root, and other devices can be group

owners after they associate to existing group owners. As a

result, the network formation time will be lengthened. On

the other hand, in the ring-based scheme, multiple group

owners will be formed when the network starts, and thus the

network formation time can be reduced. Next, we fix the

number of network device to be 120, and observe the effects

on different Md values to our schemes. Figure 8(b) indicates

the results. As we can expect, when the Md becomes larger,

the network formation time can be lower. The network

formation times of the ring-based scheme can still be lower

than that of the tree-based scheme.

5.1.2 Data dissemination time and energy consumption

In the following, we first compare the data dissemination

time. In each trial of the simulations, a network device is

randomly selected as a packet source. The data dissemi-

nation time is measured from the time instant that a packet

is generated to the time that the last device received this

packet. We set Md ¼ 5 and vary the number of network

devices. Figure 9(a) shows the results when the packet size

is fixed to 1MB. We can see that when there are less

devices, the Mstar-1 can perform the best. But, the data

dissemination times of Mstar-1 will be longer when there

are more devices in the network. This is because that in a

Mstar-1 network, all devices operate on the same channel,

and the group owner has to send packets to devices one-by-

one. So, when there are more devices, the group owner

needs more time to distribute data packets. The Mstar-5

may have higher data dissemination times than Mstar-1

because that the generated packets need some times to

reach devices in different groups. In this simulation, the

ring-based scheme can perform better than that of the tree-

based scheme in all cases. This is because the ring-based

scheme uses shortcuts to accelerate data spreading. How-

ever, we can see that in this simulation, our schemes need

more data dissemination times than that of Mstar-1 and

Mstar-5 schemes. The main reason is that our schemes

adopt the slot structure. So, after a packet is disseminated

to all members in a group, this packet will stay at the group
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owner until the next slot or next time frame to reach

another group. Moreover, Fig. 9(b) further shows the data

dissemination time when the data packet size is fixed to

3MB. Again, the ring-based scheme can perform better

than that of the tree-based scheme in all cases. When the

packet size is larger, the Mstar-1 will have the worst per-

formance. The Mstar-5 can perform better than Mstar-1

because that the group owners in Mstar-5 can operate on

different channels to send data packets in parallel. The

ring-based scheme can perform the best when there are

more devices in the network.

Next, we show the simulation results on maximum

energy consumption (in nJ) among network devices for

data communications. (The used power consumption

parameters for transmitting and receiving in our simula-

tions are listed in Table 1.) Figure 10(a, b) indicate the

energy consumption results of the simulations in Fig. 9(a,

b), respectively. We can see that the proposed schemes can

outperform the Mstar-1 and Mstar-5 in all cases. In the

Mstar-1 and Mstar-5 schemes, the group owners will have

higher loads than other devices, and thus the group owners

will have higher energy consumption than other devices.

These results indicate that our design can effectively share

the load on disseminating data to multiple group owners.

Moreover, in the following, we observe the effect on dif-

ferent Md values. We fix the number of network devices to

be 120 and the data packet size to 1 MB. Figure 11 indi-

cates the results. Recall that the ring-based scheme can

utilize shortcuts to accelerate data dissemination. Since we

set Ms ¼ Md in our simulations, when Md becomes higher,

a leaf device in the ring-based scheme can have more

shortcuts, and thus the data dissemination time can be

further reduced. Figure 11 also indicates the results on

energy consumption. We can see that when Md becomes

larger, the consumed energy does not increase greatly. This

result further demonstrates that the proposed schemes can
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effectively balance loads on disseminating data for network

devices.

5.1.3 Instant repair time

In the following, we simulate the needed time for instant

repair. We assume that 1% to 10% devices may leave the

network suddenly. The repair time is recorded from the

time instant that a device leaves the network to the time

instant that the network is recovered. In the simulations, we

fix the number of network devices to be 120 and Md ¼ 5.

We do not simulate the Mstar-1 and Mstar-5 because that if

a client device leaves the network, group owner does

nothing. However, when a group owner leaves the Mstar-1

or Mstar-5 network, the repair time will be equal to the

network formation time. Figure 12 shows the simulation

results. From Fig. 12, we can see that the repair time of the

ring-based scheme can be lower than the tree-based

scheme. This is because that when instant repair, the tree-

based scheme asks an agent device to replace the left group

owner (which needs at least one slot time). On the other

hand, in the ring-based scheme, most devices are leaf

devices, and a group owner does nothing when a leaf

device leaves the network. But, when a bgForPrev or

bgToNext device leaves the network, the ring-based

scheme may need more times to ask a leaf device to replace

the left device. However, in average, the repair time of the

ring-based scheme can still be shorter than that of the tree-

based scheme.

5.2 Prototyping implementation

5.2.1 Implementation details

In this work, we use the Android Wi-Fi P2P API [27] to

implement our designs. In the following, we briefly

describe some details of our implementation. According to

the API, a device utilizes the WifiP2pManager class to

manage its network connections. Before operation, the

device needs to create an event handler (a.k.a, Android

broadcast receiver) to monitor the states of the device, the

connections, the network, and the device discovery pro-

cedure. When the event handler realizes a state change, the

device can perform the corresponding reactions. Moreover,

when a device decides to become a group owner, it utilizes

the createGroup function to configure the lower layer of

the Wi-Fi P2P protocol stack. Then, the device uses the

WifiP2pDnsSdServiceInfo class to specify the designed

services’ information, and calls the addLocalService

function to start its services. Furthermore, before discov-

ering services, a device needs to specify the corresponding

reactions by the DnsSdTxtRecordListener interface, and

uses the discoverServices function to discover nearby ser-

vices. Then, if the device finds a group owner, it can use

the connect function to associate with that group.

According to the Android Wi-Fi P2P API, a device uses

socket to transmit data packets within a Wi-Fi P2P group.

Each group owner creates a ServerSocket object and des-

ignates a communication port. Then, the group owner can

initialize a thread to wait for connections. On the other

hand, a client device utilizes the Socket.connect function to

specify its group owner’s IP address and port number, and

then can send packets to the group owner. However, there

is an implementation issue. By the Android Wi-Fi P2P

API, a group owner does not know its clients’ IP address,

and thus the bi-direction communication cannot be

achieved. To resolve this problem, in our implementation,

the group owner will further analyze the received IP

packets from its client devices. From the IP packet header,

the group owner extracts the sender’s IP address. Then, the

group owner uses a table to record its client devices’ IP and

MAC addresses.
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Moreover, a local synchronization mechanism is

implemented, and the details are as follows: When a device

associates to a group owner, this device will keep tracking

its group owner’s periodical SYNC packets. For a group

owner O, a SYNC packet records the numbers of time

stamps, say remðOÞ, to the next start timing of O’s slot. So,

assume that a device D is a client of the group owner O,

and D is a group owner of another group. Device D can

know that its next working slot will be started at time

(t þ remðOÞ � ts), where t is the time that D receives the

last SYNC packet of O, and ts is the slot size of the system.

5.2.2 Discussions on slot size

In our current implementation, we set the slot size to be

15 s. We have to designate a large slot because of the

following two reasons: (1) the Android Wi-Fi P2P API

cannot keep the information of two group owners at the

same time. According to the Android Wi-Fi P2P API, when

a device associates to a group owner, the information of

that group owner will be recorded in the device’s local

database. But, when the device associates to the another

group owner, the information of the original group owner

will be erased. So, the device has to re-perform the service

discovery and then re-connect to the group owner again

every time when slot changes. (2) By the Android Wi-Fi

P2P API, a service discovery procedure may take a long

time to accomplish. We did an experiment with the con-

figuration that there are eight devices and these devices

provide 1–4 kinds of services. In the experiment, a device

is asked to find a specific service from a specific service

provider. Table 2 indicates the experiment results on ser-

vice discovery time (in ms) for 20 runs. From the results,

we can see that service discovery times are varied, and the

longest discovery time is 15.2 s.

To resolve the drawback of setting a large slot size, we

have to implement the following two features. First, we need

to modify the kernel of the Android Wi-Fi P2P API and then

root the device to keep the multiple group owners’ infor-

mation. Second, we have to shorten the service discovery

time. In reference [28], the authors propose a fast device

discovery scheme, which can successfully find a specific

service within 1 s. Also, the Wi-Fi standard group is work-

ing on designing fast generic advertisement service (GAS)

protocol, which can help to accelerate the service discovery

time. Some patents (e.g. [29, 30]) also propose schemes to

achieve fast service discovery. The implementation of the

above two features will be taken as our future work.

Note that because of the long service discovery time, we

do not implement the designed instant repair schemes in

our current implementation (since it can be expected that

the instant repair time will be long). But, we can still rely

on the designed regular repair mechanisms to maintain the

network.

Table 2 Service discovery time

on finding a specific service

from a specific service provider

(in ms)

Run 1 service 2 services 3 services 4 services

1 11,142 7504 2521 3419

2 6020 2014 1662 1838

3 6012 7001 2548 1847

4 7121 15,246 2573 1711

5 2118 1804 271 4181

6 2103 2096 4682 4221

7 2087 1999 1725 6948

8 4694 2499 1832 5102

9 6701 6550 4038 2723

10 4486 1986 4067 2007

11 2838 2025 1710 2838

12 4611 6989 12,580 4502

13 3651 3783 1871 6896

14 3130 3944 2503 11,066

15 10,626 5044 2561 3503

16 66 8341 2975 6125

17 1923 1796 3025 1896

18 2299 1814 1803 2437

19 5435 1841 4874 5271

20 1859 1822 6514 7075

Averaged discovery time (ms) 4446.1 4304.9 3316.75 4280.3
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5.2.3 Demonstrations

We show our implementation result by a video clip. In our

demonstrations, we use 9 Android smartphones (which are

with several brands and models). The smartphones use the

proposed tree-based and ring-based scheme to distribute

photos. For the demonstration, please refer to https://

www.youtube.com/watch?v=0brPJ0tKP6E.

6 Conclusions

In this paper, we aim to achieve efficient data dissemina-

tion in Wi-Fi P2P networks by unicasting among multiple

Wi-Fi P2P groups. We model the target network scenario

by a WPDD problem and prove the WPDD problem is NP-

complete. Instead of using one Wi-Fi P2P group to connect

all network devices, we propose to form multiple groups in

the network. We then propose a tree-based data dissemi-

nation scheme and a ring-based data dissemination

scheme to solve the problem. The proposed schemes con-

tain related network formation, data dissemination, and

network repair procedures. The designed procedures can be

compatible with the Wi-Fi P2P specification. The simula-

tion results show that compared to other schemes, the

proposed schemes can effectively balance devices’ energy

and reduce data dissemination time. The prototyping

results further indicate that the proposed schemes can

effectively operate on commercial smartphones. In the

future, we are going to apply the proposed designs on

disaster management applications.
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