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Abstract The dynamic spectrum nature of cognitive radio

challenges the connectivity and the stability of cognitive

radio ad hoc networks (CRAHNs). Clustering is considered

as an appropriate technique to overcome these issues.

Various algorithms for clustering formation in CRAHN

have been proposed, in which different system models and

metrics are considered. This paper introduces an extensive

survey of the most important published algorithms. This

survey classifies the proposed algorithms based on their

objectives. Moreover, it presents a detailed description of

their techniques, evaluations of their performance, and

discussion of the features and shortcomings of each algo-

rithm. Furthermore, it provides and discusses the open

issues for future research.
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1 Introduction

Fast growth in wireless communication networks in the last

decade led to a dramatically increasing in demand for

spectrum. Result in severe spectrum shortage. On the other

hand, it has been observed that large portions of the

licensed spectrum are highly underutilized [1, 2]. In order

to tackle the problem of spectrum shortage, the Federal

Communications Commission (FCC) has endorsed the

unlicensed devices to work in licensed frequency bands [1].

Consequently, opportunistic spectrum access (OSA) tech-

niques and cognitive radio are proposed as smart wireless

communication technologies to handle the spectrum inef-

ficiency utilization problem [1, 2].

The idea of cognitive radio was introduced by Mitola III

[3]. Cognitive radio technology is the key technology that

enables a wireless device to utilize or access spectrum in a

dynamic opportunistic manner. In CR networks, there are

two kinds of users: licensed users (also known as primary

users) have full rights to access their appointed spectrum

band whenever there is data to be transmitted and unli-

censed users (also called cognitive radio users or secondary

users) can only access license channels after ensuring the

channel is unoccupied by the primary user [3]. From the

perspective of network structure, CRNs can be classified

into (1) a centralized network, which consists of base sta-

tions and wireless clients and (2) a distributed network (ad

hoc network) which consists of a number of nodes that

directly communicate with each other without any exis-

tence of a fixed network infrastructure such as a base sta-

tion or an access point [4].

For effective operation of an ideal cognitive radio ad

hoc network (CRAHN), many issues need to be tackled,

which include: Spectrum hole detection (Spectrum sens-

ing) conducted individually or collaboratively, MAC pro-

tocol to support cognitive radio based opportunistic

spectrum access, neighbor discovery and topology man-

agement [5]. The topology management of the CRAHNs is

impacted by three main factors: first, a common global

control channel does not exist for the entire network, sec-

ond; the topology of the network varies over time due to

the activities of license users, and finally; for large-size

networks, the volume of routing table will be large, and it

will take a long time for routing information to spread in

the whole network. Hence, a distributed control technique

becomes inevitable for such a network. Clustering is con-

sidered as an effective topology management technique in
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CRAHNs for its capability of guaranteeing system per-

formance by implementing a virtual network backbone and

making the network smaller and more manageable. Clus-

tering partitions network nodes into logical groups named

clusters in order to improve the basic network perfor-

mances such as routing delay, bandwidth consumption, and

throughput [6]. Moreover, clustering may provide a simple

and feasible power control mechanism [7, 8].

Ever since the idea of using clustering as a topology

management scheme for wireless ad hoc networks is

introduced in [9], a tremendous amount of clustering

algorithms for ad hoc networks has been proposed,

whereby different algorithms focus on different aspects.

Therefore, different algorithms are applicable to different

ad hoc network paradigms.

In mobile ad hoc networks (MANETs), the nodes are

characterized by their mobility as well as limited power

resources. Therefore, most of clustering algorithms based

MANET have focused on the mobility behavior and energy

of nodes during clustering formation [10–15]. Typically,

the clustered structure in MANETs has been used to

achieve various goals such as enhancing MAC protocol

performance [16–18], improving and simplifying routing

protocols [19–21], and ensuring network security [22, 23].

For example, in [16] the authors introduce a new MAC

protocol that uses the clustered network coupled with both

lightweight dynamic channel allocation and cooperative

load balancing algorithms, in order to improve the

throughput, the energy consumption, and the inter-packet

delay variation. For the purpose of ensuring the network

security, the authors in [22] introduce a cluster-based cer-

tificate revocation with a vindication capability scheme to

prevent attackers from involving in network activities.

The vehicular ad hoc networks (VANETs) are featured

as dense, an energy-rich and extremely highly mobility

network. Therefore, clustering scheme in VANETs con-

centrated on the vehicle speed during the clustering process

[24–26]. For example, in [25] the authors use the affinity

propagation technique to introduce a mobility-based clus-

tering scheme, which uses the vehicles’ position and

velocity information to form clusters that minimize both

the relative mobility and the distance from each cluster

head to its members in order to improve cluster stability. In

VANETs the dynamic and dense network topology, lead to

routing complexity as well as congestion from flooding,

Moreover, the dense network causes the hidden terminal

problem. Therefore, clustering schemes in VANETs have

been concentrated on developing cluster-based MAC pro-

tocols [27–29], and cluster-based routing protocols

[30, 31].

In energy-limited wireless sensor networks (WSNs), the

emphasis of clustering has been on improving energy

efficiency and prolonging the network lifetime by

minimizing the energy consumption through the data

aggregation [32, 33], and evenly distributing the energy

consumption between all the CR nodes [32–36]. Recently,

breakthrough in wireless power transfer (WPT) techniques

[37] has introduced an alternative solution to the limited

power capacity problem, which allows recharging the node

battery for prolonging the network lifetime. Based on these

techniques, the authors in [38] introduced the definition of

the Wireless Rechargeable Sensor Networks (WRSNs). For

the purpose of enhancing the charging efficiency in

WRSNs, the authors in [39] propose a hybrid clustering

charging algorithm, which organizes the sensor nodes into

clusters based on location relationship, so multiple nodes

can be simultaneously charged.

In CR ad hoc networks, the distinguished feature of CR

nodes is the opportunistic dynamicity of spectrum avail-

ability, in which the spectrum availability of each CR node

is different and it varies based on primary user activities.

This feature has brought additional challenges to clustering

in CRAHNs such as, the lack of a static common control

channel for control information exchange, and spectrum

sensing to avoid causing any interference to the primary

users that have full rights over the channels. Hence, to cope

with these challenges clustering algorithms for CRAHNs

should be a spectrum-aware. Clustering in CRNs has been

investigated in the context of facilitating fundamental CR

network functions such as cooperative spectrum sensing

[40–44], control channel assignment [5, 45–48], multi-

channel MAC protocol implementation [5, 49–52],

dynamic spectrum management [53], and routing

improvement [54–58]. Furthermore, clustering in cognitive

radio sensor networks (CRSNs) has been addressed in the

context of energy saving [59–62].

The main contribution of this paper is to introduce a

comprehensive overview of the different aspects of clus-

tering algorithms in cognitive radio ad hoc networks

(CRAHNs), including, clustering objectives, clustering

attributes such as the approaches (assumptions) for mod-

eling the clustering formation problem, the performance

metrics, the used techniques to fix the problem, as well as

open issues. Specifically, this paper concentrates on clus-

tering formation algorithms, how these algorithms work,

which parameters are used to construct clusters in each

algorithm and the pros and cons of these algorithms. The

application schemes that use the clustered network such as

cluster-based MAC protocols that focus on the improve-

ment of MAC protocol rather than clustering [50], cluster

based cooperative spectrum sensing which their main

emphasis is to enhance the spectrum outcome [44], and

cluster-based routing that concentrate on the enhancement

of routing instead of clustering process [54, 57] are out of

scope of this paper. Also, this paper does not focus on

clustering algorithms for the traditional wireless ad hoc
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network paradigms such as MANETs, VANETs, and

WSNs. Additionally, the contributions are to present the

basic concept of cognitive radio and shows the essential

role of clustering and identifies its functionalities in

CRAHNs.

The rest of the paper is structured as follows: in Sect. 2,

an overview of CRNs is presented. In Sect. 3 the concept

of clustering is explained. The problem of clustering for-

mation in CRNs is discussed in Sect. 4. In Sect. 5, the

classification of clustering algorithms based on their

objectives is presented. The open issues are discussed in

Sect. 6. Finally, Sect. 7 concludes the paper.

2 Cognitive radio network concept

The cognitive radio technology is intended to take advan-

tage of the underutilization license spectrum by easing CR

users to access the licensed band in an opportunistic

behavior. CR technology is built on the basis of Software

Defined Radio (SDR) that was introduced to release

wireless systems from relying on hardware properties such

as frequency bands, channel coding, and bandwidth [63].

SDRs insert software properties to wireless devices,

resulting in their ability to work on various frequency

bands using various modulation techniques. A CR is a

device that can scan the surrounding environment and

dynamically adjust its operating parameters in real-time

through SDR mechanisms. The Federal Communications

Commission (FCC) in 2003 formally defined the idiom

‘‘Cognitive Radio’’ as follows:

A cognitive radio (CR) is a radio that can change its

transmitter parameters based on its interaction with

the environment in which it operates. This interaction

may involve active negotiation or communications

with other spectrum users and/or passive sensing and

decision making within the radio. The majority of

cognitive radios will probably be SDRs, but neither

having software, nor being field reprogrammable are

the requirements of a cognitive radio. [64]

CR users can share the primary user spectrum by using

two different access techniques these are:

I. Overlay, a CR user uses the spectrum that has not been

occupied by primary users when the license user came

back to this unoccupied band the CR user should

immediately vacate it and move to another unoccupied

band.

II. Underlay which authorizes the coexistence of the

license and cognitive users. However, an upper

interference limit is set up for a given spectrum band

in a specific geographic location such that the CR users

are not permitted to transmit above that limit to avoid

cause any detrimental interference to the license user

while using the specific band in the specific area [63].

To detect unoccupied channel CR user scans spectrum

bands at any location periodically. The unoccupied portion

of the spectrum is defined by the idiom spectrum hole or

white space which is a frequency band that is appointed to

a primary user, but in a particular location and time is not

used [66]. This is depicted in Fig. 1.

Based on the network structure (see Fig. 2), CRNs can

be classified as follows:

I. Infrastructure-based CR network, which possesses a

central network entity such as a base station in

cellular networks or an access point in wireless

local-area networks (LANs). An example of infras-

tructure CRN is the IEEE 802.22 standard which

uses white spaces in TV frequency bands.

II. Ad hoc CR network (CRAHNs) is a distributed

multi-hop wireless communication network without

any fixed infrastructure.

III. Mesh network, which is a combination of infras-

tructure and ad hoc [4].

Recently, the cognitive radio ad hoc network has gained

a great popularity since the multi-hop connections become

substantial to provide a high degree of network connec-

tivity and achieve high data rates for large distances.

Moreover, the hardness of establishing a fixed infrastruc-

ture in specific situations such as emergency service

operations, disaster recovery, and battlefield communica-

tion imposes the network to have an ad-hoc structure.

However, the multi-hop nature of the CR network coupled

with the heterogeneous spectrum availability provides

many design challenges such as spectrum access manage-

ment and topology management. Therefore, the clustered

structure has emerged as a good solution to handle these

challenges.

Fig. 1 Spectrum hole concept [4]
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3 Clustering basic idea

Clustering involves organizing network nodes into logical

groups named clusters. Under a clustered network, CR

nodes have a different role, such as cluster head, cluster

gateway, or cluster member. A cluster head (CH) acts as a

coordinator or a temporary base station within its cluster.

Cluster gateway is a node with inter-cluster links, so it can

act as a relay between neighboring clusters. A cluster

member is a normal node without any privileges. A typical

clustering structure is illustrated in Fig. 3.

After the clustering process, two types of communica-

tion channels are created in the network: (1) inter-cluster-

ing link, which deals with communication between clusters

and (2) Intra-clustering link, which deals with communi-

cation between CH and members of the cluster.

Clustering process is summarized into two phases:

I. Cluster formation which handles the distribution of

the CR users into virtual groups and election of

appropriate user to serve as coordinator in every

group.

II. Cluster maintenance, which, deal with the preserva-

tion of the clustering structure as long as possible.

4 Clustering formation in CRAHNs

4.1 Why do CRAHNs require clustering?

Clustering is considered as an effective network topology

management technique which provides some benefits, which

include: (1) Control channel assignment: In spite of spectrum

heterogeneity in CR networks, CR users have high similarity in

their list of available channels with neighbors. By grouping

adjacent CR users having similar spectrum in the same cluster

and using this common channel as the CCC in the cluster,

clustered structure solves the problem of lack of common

control channel [45, 65]. (2) Enhancement of sensing out-

comes: CR users within the same cluster cooperate to decide

which channels are idle.The cluster based collaborative sensing

minimizes the probabilities of miss-detection and false alarm

[40]. (3) Enhances the network stability: a clustered structure

makes the CR ad-hoc network somewhat smaller and more

manageable in the sight of each CR user.WhenCR usermoves

out of its cluster, onlyCRusers belong to that cluster is required

to refresh its information. Therefore, regional variations caused

by spectrum mobility or CR user mobility do not note and

Fig. 2 Architecture of a CRN

co-located with primary

networks

Fig. 3 Clustering architecture
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update by the whole network [68]. (4) Network scalability.

While the flat structure restricts the growth of network because

the control overhead, such as routing establishment messages

consume a large percentage of the bandwidth [69], clustered

structure allows the growth of network asmuch as necessary by

simplifying, routing and reducing the control overhead. This is

because the cluster heads and cluster gateways constitute a

virtual backbone for inter-cluster communication, thus the

generation and dissemination of routing information can be

limited in these nodes [68, 69].

4.2 Clustering formation design

Clustering formation in cognitive radio networks has

additional challenges that distinguish it from the clustering

in traditional wireless networks. Traditional wireless net-

works, even in multi-channel wireless systems usually use

a dedicated channel to exchange control information.

However, it is not the case in the cognitive radio networks

since the available channels dynamically vary over time

and location due to primary user activity. Moreover, the

rapid topology changes not only due to the node mobility

as in mobile ad-hoc networks (MANETs) but also due to

the spectrum mobility. These challenges increase the

complexity of the clustering formation design in of CR

networks compared to conventional wireless networks such

as mobile wireless networks and wireless sensor networks.

To overcome these challenges and ease the cluster forma-

tion design in CRAHNs three attributes must be defined.

These attributes are performance metric which defines the

target objective, the approach (assumptions) for modeling the

problem and the appropriate technique that will be used to fix

the problem. Figure 4 provides an overview of these attri-

butes. There exist several performance metrics for clustering

formation in cognitive radio networks, and these vary based

on the target objectives of each algorithm. Table 1 introduces

these performances metric. Basic approaches for clustering

formation in cognitive radio networks are presented in

Table 2 which briefs the characteristics, pros, and cons of

these approaches. Themost important techniques that are used

for clustering formation and maintenance in CRNs are briefly

presented in Table 3 which gives an abstract of these tech-

niques, listing their characteristics, pros, and cons.

5 Classification of clustering algorithms

Clustering algorithms of CRAHNs can be classified

according to different criteria. For example, depending on

whether a cluster-head is elected first or the cluster is built

first, clustering algorithms can be classified as cluster-head-

first [55, 56, 59, 72, 77, 78] and cluster first [45, 46, 73].

Based on the hop distance between the cluster-head and its

members, clustering algorithms can be divided into 1-hop

clustering [5, 45–48, 56, 71–73, 77] and multi-hop clus-

tering [55, 58, 59]. Based on the nature of the algorithms

itself and how it operates, clustering algorithms can be

classified as a centralized algorithm, a central unit (server

or node) receives information from CRs and makes deci-

sions or distributed algorithm, CRs makes decisions either

as standalone or in cooperation with other CRs. No central

entity exists. In this paper, we classify the clustering

algorithms based on their objectives. Based on this crite-

rion, clustering schemes for CRAHNs can be classified into

five groups, as showed in Table 4.

5.1 Dominating-Set-based

Dominating-Set-based (DS-based) which means that each

CR node is either a cluster head or is within communica-

tion range of a cluster head [5, 70]. The DS algorithm tries

to find a minimum DS for a CRAHNs aiming to reduce the

number of nodes that is engaged in the main network

functions such as resource management, route search, and

routing table maintenance. The results of such a technique

include; simplifying, routing and reducing control

overhead.

5.1.1 CogMesh: a cluster-based cognitive radio network

In [5] Chen et al. proposed a decentralized cluster based

CR network framework to form a large scale network

named Cog-mesh. Cog-mesh introduces mechanisms for

neighbor discovery, cluster formation, and network topol-

ogy management. Clusters are formulated based on the

local spectrum availability. CogMesh consists of two

phases:

Initial clustering setup phase (ICS): In this phase, the

neighbor discovery and cluster formation process are pre-

sented together since they are extremely correlated. Each

CR node listens to one of its idle channels for a given

interval of time, waiting for beacons (messages from

cluster head) on that channel. One of three events happens

during a listening duration: (1) No message arrives: in this

case, the CR node builds a cluster on the listening channel

and becomes the cluster head. (2) A beacon comes in

during the listening interval: in this case, the CR node

requests to join the cluster. (3) No beacon comes but

neighbor messages come: in this case, the node detects

neighbor clusters, to determine if it is 2-hop away from

cluster heads. On verification, the node exchanges neighbor

information with the detected neighbor and moves to the

next channel to listen. If the CR node cannot find a channel

satisfying the first or second case after listening to all

available channels, it builds a cluster on a randomly chosen

channel. A cluster head discovers its neighbor clusters from
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the gathered neighbor information and makes intercon-

nection by choosing gateway nodes. The ICS phase ends

when all CR nodes join clusters, and clusters form

interconnections.

Optimization phase: A cluster merging algorithm based

on a minimum dominating set (MDS) in graph theory is

used to reduce the cluster number. Clusters are merged

based on the constraint, that there is at least one common

idle channel for all CRs in the same cluster.

This algorithm optimizes the cluster number while it

guarantees one CCC in each cluster. Nevertheless, the

merging process incurs large control overhead among

clusters. Moreover, the stability of the cluster is not

counted, and re-cluster is easily caused by variation in

spectrum availability due to the primary user (PU) activity.

5.1.2 Efficient clustering of cognitive radio networks using

affinity propagation

In [70] Baddour et al. introduces a decentralized approach

for the cluster formation process in CRN based on affinity

propagation (AP) message-passing techniques. Clusters are

formed based on graph domination principles, which

implies that each CR is either CH or in the 1-hop neighbor

Cluster formation 
attributes

Techniques

Heuristic

Greedy
Heuristic

Graph Theory

Game Theory

Affinity
Propgation

Performance
Metrics

Cluster Size

No of common
Channel per 

cluster

No of Clusters

CV of cluster size

Network
Connectivity

Energy efficiency

Approaches

Algorithm
operating mode

CCC assignment

Cluster distance

Distributed

Centeralized

No dedicated CCC

Dedicated CCC 

Multi-hop cluster

1-hop cluster

Spectrum Sense 
accurate

Perfect Spectrum 
Sense

Imperfect Spectrum 
Sense

Channel
transmission

range

Homogenous
transmission range

Heterogonous
transmission range

Interference
Model

Interference
Temperature

Interference
Avoidance

Fig. 4 Taxonomy of clustering formation attributes
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for CH. Clusters are formed based on two measures: The

similarity which is computed based on the number of

common idle channels between CRs and the preference

(self-similarity) which impact on the number of cluster

heads.

The AP algorithm is initiated by considering all CRs in

the network as a candidate cluster head.

Then each CR exchange’s messages locally with their 1-

hop neighbors iteratively until a subset of eligible cluster

heads arises. During the iterations, two kinds of message

exchange between the nodes: responsibilities r(i; j) sent

from CRi to nominee cluster head CRj represents the

accumulated evidence for how perfectly CRj is to serve as

the CH for CRi, taking into considering other eligible CH

for CRi. The availability aði; jÞ sent from the nominee

cluster head CRj to CRi represents the accumulated evi-

dence for how perfect it would be for CRi to select CRj as

its CH, taking into considering the support from other

nodes that CRj should be a CH. At the first iteration all

availability is equal to zero. Responsibility and availability

are updated at each iteration using the following equations:

rði; jÞ  Sði; jÞ �max
j0 62j

a i; j0ð Þ þ S i; j0ð Þf g ð1Þ

aði; jÞ  minf0; rðj; jÞ þ
X

i0 62 i;jf g
maxf0; rði0; jÞgg ð2Þ

Sði; jÞ ¼ ci \ cj
�� �� ð3Þ

where Sði; jÞ is similarity between CRi and CRj and Ci, Cj

are the set of available channel for CRi and CRj respec-

tively. Also each CRi computes its preference p(i) as

pðiÞ ¼ S(i; i) ð4Þ

Then each CRi uses its 1- hop neighbor Ni to tune their

preference as

pðiÞ ¼ Sði; iÞ �max
k2Ni

Sðk; kÞ ð5Þ

CR node which has the highest preference among their

neighbors is elected as CH.

The AP algorithm has a hard constraint that forces the CH

to point to itself as CH. This may lead to invalid cluster

configuration if a node chooses another node as a CHwithout

Table 1 Performance metrics for CRAHNs clustering algorithms

Performance

metric

Target objective Issues References

Number of

clusters

Minimize the number of clusters which

improve network performance by

simplifying routing table and reducing

control overhead

Small number of clusters means large

cluster size, which implies a large number

of nodes share the bandwidth for intra-

cluster communication

[5, 40, 46, 56, 59, 70, 72–74]

Cluster size Maximize the number of nodes in the

cluster, which reduce the

intercommunication overhead

If there are no enough channels for intra-

cluster communication. Large size reduces

the QoS performance for the network

significantly e.g. throughput

[45, 48, 74]

Number of CC

per cluster

Maximize the number of CC per cluster,

which allows for agile channel switching

when license user activity is sensed. So

the re-clustering will be avoided. It also

increases intra-cluster communications

throughput

If spectrum availability is highly

heterogeneous between CR users, a high

number of common available channels in

each cluster result in small cluster sizes

and a large number of clusters. Thus, the

inter-cluster communications suffer from

high overhead

[45, 48, 74]

Coefficient of

variation of

cluster size

Minimize the coefficient of variation of the

cluster size which reflects the equality of

the formed clusters in term of number of

nodes in each cluster. A small CV implies

more load balance among clusters

It is difficult to achieve, especially in a

distributed approach

[45, 46]

Network

connectivity

It intended to maintain the network

connectivity by maximizing both the

number of available channels for intra-

cluster and inter-cluster communication

It deals with two contrast objectives so a fair

tradeoff between the number of available

channels for intra-communication and

intercommunication should be done

[46, 60]

Energy efficiency Minimize energy consumption of CRs,

which extend the life of the network

It is difficult to reduce the total network

power without introducing a significant

effect on the network performance e.g.

connectivity and throughput

[56, 59, 60]
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Table 2 Clustering formation approaches

Approach Characteristics Advantages Disadvantages References

Centralized

algorithm

A central unit (server or node)

receives information from CRs

and makes decisions

Optimal global solutions through

the overall view of the entire

network performance. Can

accomplish load balance

between clusters

High signaling between CRs and

the central unit. Unprotected

from central unit failures

[41]

Distributed

algorithm

CRs make decisions either as

standalone or in collaboration

with other CRs. Neighbor CRs

exchange information to

achieve optimum solutions. No

central unit exists

Faster decisions

Quickly adjust to network

changes. Low signaling

overload

It fails to provide global optimal

solutions (only local). Very

hard to get the load balance

among the clusters

[5, 43, 45–48, 52, 56, 58–60, 70, 72–75]

Dedicated

CCC

Assumes the existence of a

predetermined channel for the

control purposes. By utilizing

license spectrum or utilizing an

unlicensed band, such as the

Industrial, Scientific and

Medical (ISM) band, or the

unlicensed ultra-wide band

(UWB)

A simple approach A fixed control channel

apportionment is conflicting

with the opportunistic access

feature. Moreover unlicensed

bands are crowded and exposed

to uncontrollable interference

from other unlicensed users

[41, 48, 52, 56, 58, 60]

No dedicated

CCC

No dedicated CCC for the

interchange of control

information between the CRs.

All available channels can be

used for control purposes

Realistic approach It wastes too much spectrum

resource on the control function

[5, 44, 46, 58, 73, 74]

1-hop Distance between cluster-head

and its members is one hop.

Thus, all the member nodes

remain at most two hops

distance away from each other

within a cluster

Provides a shorter path for intra-

cluster transmission. Also CR

users in same cluster very close

proximity to each other so they

may be affected by the same

PUs activity results in high

similarity between their lists of

available channels

Produces a large number of

clusters compared to multi hop.

High intercommunication

overhead

[5, 43, 45–48, 52, 56, 59, 60, 70, 72, 73, 75]

Multi-hop Distance between cluster head

and its members more than one

hop

Reduce the number of clusters

which reduce the inter-cluster

communication overhead

CR users in the same cluster

locate in a large geographical

area so they may sense different

PUs activities; therefore,

spectrum availability is highly

heterogeneous between them.

As a result, it constructs a

cluster with a large size and

minimum number of idle

channels usually one

[55, 58, 74]

Interference

avoidance

(Overlay)

When the PU came back to

unoccupied band the CR user

should immediately vacate it

and move to another

unoccupied band to avoid

causing interference to PU

When the license user is absent

CR user could use the

maximum transmission range

of idle channel without any

limitation

Does not allow CRs to coexist

with the PUs. Frequent

spectrum handoff

[5, 43, 45, 47, 48, 52, 58, 60, 75]

Interference

temperature

(Underlay)

Allowing the coexistence of

primary and CR users. An

upper interference limit is set

up for a given spectrum bands

in a specific location such that

the CR users are not permitted

to transmit above that limit in

order to prevent any severe

interference to the license user

of that band

Low spectrum handoff Even when licensed users are

absent, CR users cannot

transmit above the interference

limit. Despite doing otherwise

would not cause any

interference

[56]

Perfect

spectrum

sense

Assume that all CR users could

determine its set of idle channel

accurately without any false

alarm (sense occupied while it

is idle) or misdetection (sense

idle while it is occupied)

A simple approach Not realistic [5, 43, 45, 47, 48, 52, 58–60, 70, 75]

Imperfect

spectrum

sense

Spectrum sensing information is

not perfect. There is a

probability of false alarm or

misdetection

Realistic approach More complicated since it

requires techniques to compute

the both the probability of false

alarm and misdetection

[56]
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that node point to itself as CH. The incremental cluster for-

mation scheme is produced to remove the invalid clusters.

This algorithm provides a lower number of clusters but

due to the hard constraint, it involves too many rounds of

message passing for convergence, results in wasting too

much time and bandwidth. Furthermore, the existence of a

CCC cannot be guaranteed in the clusters.

5.2 Common control channel establishment based

The existence of common control channel in CRNs is very

important since it enables CR users to exchange the sensing

data in cooperative spectrum sensing, broadcast routing

information, and coordinate the spectrum’s access. Unfor-

tunately, due to the dynamic spectrum feature of CRNs,

there is no idle channel common to all CRs. However, CRs

in the same geographical area may have high similarity in

their list of available channels. Hence, different control

channels have to be assigned to different neighborhoods.

This leads to dividing the CRN into clusters, whereby the

CRs of a given cluster share a common control channel

[5, 45–48].

5.2.1 Distributed coordination in dynamic spectrum

allocation networks

In [46] Zhao et al. proposed a distributed coordination

protocol to form groups according to spectrum hetero-

geneity in the CR network. In this protocol, CR nodes self-

organize into groups based on the similarity between their

lists of available channels. Only members of the same

group can directly communicate with each other. CR nodes

on the boundary of groups may belong to multiple groups,

and act as relays for inter-group communication.

To build coordination groups, CR users are required to

gather information about its neighbors. This is achieved

through neighbor discovery. After a neighbor discovery,

each CR user has got a table of its neighbors and their idle

channels. Depending on this information, CR users select

their coordination channels. The process of coordination

channel selection is a decentralized elective procedure

where each CR user chooses a channel with the biggest

connectivity degree as the coordination channel. To adapt

the primary user activity, the second largest connectivity

degree channel is chosen as a backup coordination channel.

When the primary user occupies a coordination channel,

CR users migrate to the backup coordination channel.

Before moving to the backup channel, CR users broadcast

the decision on the main channel to notify group members

about the variations.

This protocol provides large-group size while it guaran-

tees one CCC for each group. However, when a license user

uses the CCC, the declaration of newCCC is sent on themain

channel, which causes interference to the license user.

5.2.2 A spectrum opportunity-based control channel

assignment SOC and C-SOC

In [45] Liu et al. proposed two distributed clustering

algorithms named Spectrum-Opportunity Clustering (SOC)

Table 2 continued

Approach Characteristics Advantages Disadvantages References

Heterogeneous

channel

transmission

range

Various channels may be situated in vastly

isolated frequencies with various

bandwidths, and various propagation

characteristics. Furthermore, Federal

Communications Commission (FCC)

regulations identify different transmission

power for different frequency bands.

Consequently, various channels have

various transmission ranges

More realistic

approach

More complicated [55]

Homogenous

channel

transmission

range

Assume that all channels have the same

transmission range

A simple

approach

The use of the lower channel range as the

common range decreases the network

connectivity by reducing the number of

neighbors, therefore increasing the number

of clusters in the network

On the other hand, choosing the highest a

transmission range increases the number of

neighbors, but creates aggressive

interference and also wastes the power.

Moreover, it’s contrary to FCC regulations

[5, 43, 45, 47, 48, 52, 58, 60, 70, 74, 75]
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and Constrained-SOC (C-SOC) to fix the problem of con-

trol channel assignment in cognitive radio networks. In

these algorithms, the clustering is formulated as a

maximum edge biclique construction problem. Similar

concept also has been used in [70–73]. The SOC algorithm

aims to make a fair balance between two conflicting

Table 3 Design techniques used for clustering

Technique Characteristics Advantages Disadvantages References

Heuristics Generally speaking, heuristic

means to learn or to find out by

trial and error. Iterative

algorithms, used to find a good

feasible solution that is at least

close to being optimal

Simplicity, easy

implementation. Have

acceptable time and

space complexity

Most of developed approaches

are designed to fit a specific

problem and cannot be used for

other problems. Obtain local

optimum solution, not the

global optimum solution. There

is no analytical model for

studying their convergence

[47, 56, 58]

Greedy

Heuristic

A step-by-step formula for

solving a problem. A potential

solution is constructed

iteratively. At each iteration;

the superior element is added

into a partial solution, until a

full solution is constructed. It

implies that, for a specific

problem, one has to identify a

solution as a set of elements.

This set is sorted based on a

greedy function that computes

the gain of choosing each

element

They are easy to

implement, they require

less computing

resources, they are

much faster to execute

Greedy algorithms usually fail to

achieve the globally optimal

solution, because they do not

work comprehensively on all

the data. They make obligations

to specific options too early

(During the search for the

solution they take the best

element next without regard for

the rest of the solution) which

stop them from achieving the

best full solution later

[43, 45, 48, 60, 75]

Graph theory CRNs are visualized as

undirected graphs, where the

vertices represent the CR nodes

and edges represent the links

between CR nodes

Simplified assumptions

Use existing solutions of

graph theory such as

minimum dominating

set (MDS), bipartite and

biclique graphs

The computational problem of

finding a minimum dominating

set and the maximum edge

biclique of a bipartite graph is

NP-complete problems, which

mean that no polynomial time

algorithm can guarantee an

optimal solution

[5, 43, 45, 47, 52, 70, 75]

Game theory Game theory is a theory of

decision making under

conditions of uncertainty and

interdependence. Clustering is

modeled as a game where the

CRs are the players. Solutions

are found through Nash

equilibrium

A very effective

analytical tool for

studying and predicting

the manner of

reasonable and selfish

entities

Complicated. Hard to construct

the game in a manner that

assure equilibrium is always

accomplished. The time of

convergence to Nash

Equilibrium, even under the

best response moves of the

players, can be very high

[48]

Affinity

propagation

(AP)

AP is a clustering technique

based on the concept of

message passing between data

points. It accepts as input

measures of similarity between

pairs of data points which are

selected based on application

demands and the aim of the

grouping procedure. The AP

algorithm is initiated by

considering all data points as

potential exemplars. Real-

valued messages are

interchanged between data

points until a high-quality set of

exemplars and corresponding

clusters gradually emerges

More accurate and

efficient compared to

other clustering

techniques

It needs too many rounds of

message passing for

convergence, results in wasting

too much time and bandwidth

[70]
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factors, the cluster size and the number of common chan-

nels in the cluster. While C-SOC algorithm aims to create

clusters with maximum cluster size while keeping the

number of common idle channels in a cluster equal to or

greater than a predefined value. SOC and C-SOC consist of

three steps: maximum edge biclique computation, updating

cluster membership information and finalizing cluster

membership.

Step 1: Maximum edge biclique computation. A greedy

heuristic algorithm is used to compute the maximum

edge biclique as following: Each CRi individually

determined its set of idle channel Ci. After neighbor’s

discovery, each CRi knows its one-hop neighbors CRj

and their idle channels list Cj; 8CRj 2 Ni as is shown in

Fig. 5. Then each CRi uses this information to construct

a bipartite graph.

A graph g V;Eð Þ is a bipartite graph if the set of vertices

V can be divided into two separate sets A and B with

A [ B ¼ V such that every edge in E links a vertex in A to

a vertex in B. For CRi, set Ai represents its neighbor set Ni

plus CRi itself (Ai ¼ Ni [ CRi), while Bi ¼ Ci. an edge (x,

y) exists between vertices x 2 Ai and y 2 Bi if y 2 Ci.

Using its bipartite graph, each CRi builds the maximum

edge biclique graph which contains its cluster membership

information. A bipartite graph Q V ¼ X [ Y;Eð Þ is a

biclique if for each x 2 X and y 2 Y there is a link

between x and y. For CRi a biclique graph Qi Xi; Yið Þ is
extracted from its bipartite graph gi. This biclique repre-

sents a cluster of nodes Xi that have channels Yi � Ci in

common. Figure 6(a) displays the bipartite graph built by

CRa from the Fig. 5. The set of vertices Aa represents the

set of one hop neighbors Na ¼ b; c; d; ef g [ a, while the set

of vertices Ba represents the available channels set of CRa,

which is Ca ¼ 1; 2; 3; 4; 6; 7; 8f g: Here, CRa is connected

to all vertices in Ba. The maximum edge biclique graph for

CRa is shown in Fig. 6(b).

Step 2: Updating cluster membership information: Each

CRi broadcast the computed maximum edge biclique to

its one-hop neighbors. Each CRi compare its biclique

with the neighbor’s bilique in terms of channel number

and cluster size to check if there is one provides better

clustering and update accordingly. New biclique is

rebroadcasted.

Step 3: Validating cluster membership: Each CR tests

the cluster membership to ensure the cluster validation.

After the clusters are constructed a CR with 1-hop

neighbor to all cluster members elected as CH.

This algorithm uses the hopping sequence on the com-

mon idle channels in a cluster as CCC of the cluster, results

in making the cluster more robustness to primary user

activities since the cluster preserves until all common

channels are unavailable. However, the hopping needs a

perfect synchronization between the cluster members.

The main criticism of the SOC scheme comes from its

tendency to create clusters with a high variance in the size;

many clusters may have only one member. Furthermore,

the C-SOC scheme may lead to invalid clustering config-

uration if the constraint threshold is high.

5.3 Stability based clustering

The principal drawback of clustered network comes from

the needs for additional message interchange between CR

nodes for repairing the cluster structure. CR network

topology varies rapidly not only due to CR node’s

mobility, but also due to spectrum mobility, causing

repeated cluster structure changes. Subsequently, control

overhead for cluster repairing grows significantly. Thus,

the clustering structure may waste a huge amount of

network bandwidth and deplete CR node’s energy fast

[67]. Hence, it is needful to minimize the communication

overhead resulted from cluster repairing. Almost all the

Table 4 Summary of five clustering schemes

Category Objectives

DS-based clustering Identifying a minimum DS for a CRAHN aiming to reduce the number of nodes that take part in the main

network functions such as resource management, route search and routing table maintenance

Common control channel

establishment based

Assigning local control channel. Due to the dynamic spectrum feature of CRAHNs there is no common

global control channel among CR nodes in the entire network. However, CRs do share significant

spectrum with local neighbors. Hence, by dividing the CRAHN into clusters and associate neighbors node

in the same cluster, a common control channel could be assigned for each cluster

Stability based clustering Improving the stability and the robustness of clustering by making tradeoffs between cluster size, Number

of common idle channels per cluster and number of common idle channels between the neighbor clusters

Energy-efficient clustering Eliminating needless energy consumption or equalizing energy consumption for CR nodes in order to

extend the lifetime of the network

Cooperative spectrum sense based Improving the outcome of spectrum sensing by decreasing the probabilities of miss-detection and false

alarm caused by propagation effects such as fading and shadowing

Wireless Netw (2018) 24:1451–1475 1461

123



stability based clustering algorithms in CRNs intend to

produce a steady cluster structure by improving intra-

cluster and inter-cluster connectivity, resulting in

decreasing the re-affiliation rate and reducing re-cluster-

ing cases [45, 48, 52, 55, 58, 74, 75].

5.3.1 ROSS (robust spectrum sharing) algorithm

In [48] Li et al. proposed an algorithm to address the

problem of how to group CR users into clusters and pre-

serve the connectivity of the CRN. ROSS forms clusters

based on one hop neighborhood. ROSS forms a spectrum-

aware cluster based on the game-theoretic framework.

ROSS algorithm consists of two phases: Phase I: cluster

formation and Phase II: membership determination.

Phase I: Cluster formation has two steps:

Step 1: Determining cluster heads: After spectrum

sensing and neighbor discovery, each CR computes

two values: spectrum connectivity degree, which is the

number of links between CR and its neighbors and local

connectivity degree, which is the number of common

channels between CR and its 1-hop neighbors. A CR

node which has the least spectrum connectivity degree

among its neighbors is selected as a cluster head.

Step 2:Cluster Formation:whenCRnode being the cluster

head, it builds the initial cluster, including all 1-hop

neighbors. Initial clusters may have no common idle

channels. This fixed by eliminating nodes from the cluster

until there is at least one common channel in each cluster.

Phase II: Membership determination: In this phase, over-

laps nodes join one cluster and dissociate from the other

clusters. Each overlapped node determines its membership

with the aim of increasing the number ofCCC in each cluster.

ROSS authors presented an algorithm that takes the

connectivity between clusters (inter-cluster communica-

tion) as the main objective and this affected on important

parameters such as a common idle channel per cluster and

cluster size, which are considered as secondary issues.

5.3.2 COMBO algorithm

In [74] Asterjadhi et al. proposed a distributed algorithm

(Combo) which aims at creating non overlapping clusters

of a given size (in the number of hops) that takes into

account the number of common available channels among

CRs when making decisions. COMBO provides mecha-

nisms for K-hop neighbor discovery and cluster formation.

After the neighbor discovery, all CRs run the clustering

algorithm independently as follows: Each CR computes a

weighted priority key based on the number of common

channels between the node and its k-hop neighbors, k-de-

gree of connectivity (the no of its k-hop neighbors) and the

ID of the node. Then each CR node broadcast its weighted

priority value to its k-hop neighbors. A CR node whose has

the biggest weighted priority key in their neighborhood

creates a cluster and broadcast a join message to their

neighbors. Nodes that receive the message join the cluster,

else, if they do not receive a message from any cluster

head, they declare themselves as cluster heads. The algo-

rithm ends when all nodes have been associated with a

cluster as a cluster head or normal node.

In this algorithm, a reasonable number of common idle

channels are ensured in each cluster. However, since the

number of intra-cluster common channels is favored in the

optimization, the size of created clusters is tending to be small.

5.3.3 Stability based clustering for high-mobility multi hop

cognitive radio networks

In [55] Huang et al. proposed spectrum-aware clustering

algorithm, which aims to create two hop cluster in high-

mobility, multi-hop, and heterogeneous CRN environ-

ments. In this scheme, a novel metric named a node

importance degree di;c is introduced which is defined as

Fig. 5 Connectivity graph of a

cognitive radio network with

available channels set [71]
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di;c ¼
ni;c

1þ 1
ni;c

Pni;c
j¼1 Hij þ 1

ni;c

Pni;c
j¼1 Swij

ð6Þ

where ni;c equal to the number of two hopneighbors ofCRi on

channel c,Hij is the hop count betweenCRi andCRj j 2 ni and

Swij is channel switch count between CRi and CRj 2 ni
Initially, each node broadcasts its idle channel set, loca-

tion, speed, best position, andmobility characteristics in each

available channel. Thus, each node gets the information about

its one hop and two-hop neighbors. Then, each node com-

putes its node importance degree in each available channel by

using Eq. (6) and chooses the largest one as its importance

degree. The node with the highest importance degree among

its two-hop neighbors is selected as the CH. Then it chooses

the channel that has the largest importance degree as the intra-

cluster control channel. Each non-cluster head node selects

the cluster head with the largest node importance degree

within its two-hop neighborhood as its CH.

This algorithm tends to produce stable clusters with large

cluster size results in low intercommunication overhead.

However, the intra-communication may suffer from serious

delay due to the intra-cluster distance (two hops between CH

and its members and more than two between the members

themselves) and the channel switching due to the lack of

common channel between the cluster head and the members

of the cluster.

5.3.4 CMCS: a cross-layer mobility-aware MAC protocol

for cognitive radio sensor networks

In [52] the authors proposed a distributed clustering algo-

rithm for CRSN. The proposed clustering mechanism

divides the network into clusters based on three values:

spectrum availability, node power level, and node speed. In

this algorithm, a novel metric named CHEV is used to select

the cluster head. This algorithm has two steps as follows:

Step 1: Maximum vertex biclique graph construction:

After the neighbor discovery, each CR node builds its

own neighbors list. Using this information each node

constructs its own undirected bipartite graph, which is

used to create the maximum vertex biclique graph. This

is done in the same way as in [44].

Step 2: Cluster head election: The cluster head election

process is interpretedas amaximizationproblemas follows:

CHj ¼ max
ij

CHEVij ; 1� ij�CMj ð7Þ

where CHj and CMj are the cluster head and the cluster

member for cluster j respectively. Here, the maximiza-

tion problem is solved by using the descending sorting

algorithm. The factor CHEV is calculated by each CR

independently. After the maximum vertex biclique graph

construction, each CRij uses the maximum vertex bicli-

que graph information, coupled with its energy and

speed information to calculate its CHEV as follows:

CHEVij ¼ log Wij � N
chij
ij

� �
ð8Þ

Wij ¼
cijP
ij
cij

where cij ¼
Ea
ij

V
b
ij

and 0\a; b� 1

ð9Þ

Nij;chij ;Eij and Vij are the numbers of neighboring nodes,

the number of common channels the energy and the

speed for node ij respectively, and a; b are determined

based on the application requirement. The idea behind

the calculation of CHEV factor using the above equa-

tions is to give the preference for the CRi node with the

highest number of common channels, the highest num-

ber of neighbors, the highest energy, and the lowest

speed in its neighborhood to be the cluster head.

In this algorithm, the authors present the cluster head

selection process, but how the clusters are constructed is

not clearly mentioned.

5.3.5 SMART (A SpectruM-Aware ClusteR based routing

scheme for distributed cognitive radio networks

In [58] Saleem et al. proposed a distributed clustering

scheme for CRAHNs named a SpectruM-Aware ClusteR

Fig. 6 a Bipartite graph

constructed by node a,

b maximum edge biclique graph

of node a [71]
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based routTing (SMART). SMART allows CR nodes to

organize into clusters and enables each CR source node to

identify a route to its destination CR node in a clustered

network. SMART uses an artificial intelligence

scheme named reinforcement learning (RL) to assist CR

nodes to make right decisions on routing. Clearly, SMART

is routing based clustering algorithm. Here, our concern on

the clustering algorithm rather than routing protocol.

SMART introduces new metric to measure the channel

quality called the channel capacity metric. This metric is

used by CR nodes to rank the available channels in the

clustering and routing processes, and it is defined as the

probability of the channel being in off state at time t. The

channel capacity metric for channel k at time t (ut
k) is

computed as follows:

ut
k ¼

kkON;j
kkON;j þ kkOFF;j

þ
kkOFF;j

kkON;j þ kkOFF;j

 !

� e� kkON;jþkkOFF;jð Þt
� �

ð10Þ

where kkON;j and kkOFF;j are rate parameters of the expo-

nential distribution for Primary user j. A channel k assigned

to PU j has the higher ut
k is considered as a better channel,

and so it gave a higher rank.

In order to maximize the cluster stability, SMART has a

constraint value for the minimum number of common

channels per each cluster, which is verified by the cluster

heads. SMART consists of two phases cluster formation

and cluster maintenance.

Phase I: Cluster formation: It has three steps as follows:

Step 1: Cluster head election step: The CR node with the

highest number of available channels in its neighbor-

hood declares itself as cluster head by sending cluster

head information message (CHinfo) in its all available

channels. This CHinfo message includes the cluster head

information such as ID, available channels, the main

channel, and backup channel.

Step 2: The node joining step: Node joining is the

process of associating a non-clustered CR node with a

cluster. It is interaction process between the cluster

heads and non-clustered nodes. In this process, each CR

node scans all of its available channels in a sequential

manner, and each channel is scanned for a specific

duration. During scanning duration, if CR node receives

CHinfo message, it stores the ID of the sender and the

respective information in its neighbor information table.

At the end of scanning duration, there are two possible

cases in which the CR node chooses to join a cluster.

First, CR node has received CHinfo message from only

one cluster head, and so it chooses its cluster. Second,

CR node has received more than one CHinfo messages

from different cluster heads, then it ranks these cluster

heads based on their main channel capacity metric. The

cluster heads are ranked such that the higher the main

channel metric has the higher rank. Then, the CR node

chooses the cluster head with the highest rank. After

that, the CR node sends joining request message to its

selected cluster head and waits for its response for a

specific duration. Also here, there are two cases: CR

node receives an acceptance message from its selected

cluster head and joins it as a member. Otherwise, the

next highest rank cluster head is chosen. This continues

until each CR node joins a cluster. From the cluster head

viewpoint, once it receives joining request, it sends back

acceptance message if the number of common channels

with the requested node satisfies the threshold for the

minimum number of common channels in a cluster.

Otherwise, it sends a rejection message to the requested

CR nodes.

Step 3: Gateway election step: After cluster formation,

neighboring clusters may have a different main channel

(operated channel), this may cause a problem in the

inter-cluster connectivity. Particularly, because the clus-

ter heads do not switch from their main channel. Hence,

the need for relay node between neighboring clusters

arises. Therefore, each member node periodically scans

each of its available channels in order to detect

neighboring clusters. If it receives CHinfo message

from any neighboring cluster, it sends gateway role

request to its own cluster head. The cluster head accepts

its member request to act as a gateway if it has no

gateway to that cluster or the requested node has lesser

number of hops to that cluster than the existed gateway.

If the requested node and the existed gateway have the

same number of hops to the adjacent cluster, the tie is

broken by selecting the node with the highest number of

available channels.

Phase II: Cluster maintenance phase: It consists of cluster

merging and cluster splitting

Clustering merging: is the process of merging to adja-

cent clusters into one cluster. This is done only if the

number of common channels between the two merged

clusters satisfies the threshold for the minimum number of

common channels per cluster.

Cluster splitting: is a process of dividing one cluster into

two. This happens only when the cluster head detects that the

number of common channels in its cluster does not satisfy the

threshold for the minimum number of common channels per

the cluster. Hence, the cluster head defines two sets of

common channels for the new created clusters. Then, it

associates its own member nodes to these clusters based on

their list of available channels. Finally, it elects a cluster head

for each of the clusters and quits its role as a cluster head.
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This algorithm tries to form large stable clusters in order

to minimize intercommunication overhead and short rout-

ing path. Therefore, it forms the clusters in a way that CR

nodes are associated with same cluster as long as they fulfil

the constraint of the number of common channels. How-

ever, this algorithm ignores the fact that there is an inverse

relationship between the cluster size and number of com-

mon channels per cluster. As a result, it creates a

stable small size cluster or large unstable clusters based on

the value of common channels threshold.

5.3.6 Graph cut based clustering for cognitive radio ad

hoc networks

The authors in [75] proposed a distributed spectrum-aware

clustering algorithm, which aims to create clusters in a way

that maximizing the common channels per clusters and

minimizing the common channel between neighboring

clusters. Maximizing the common channels per cluster lead

to increase the cluster immunity against PU activity. While

minimizing the common channels between adjacent clus-

ters reduces the interference between them. The proposed

algorithm defines a new hybrid metric to measure the

similarity between CR nodes, which is used to model the

CR local topology as a simple weighted graph. The simi-

larity metric based on two parameters:

I. The ratio of common channels (RCC), measures the

degree of overlap between CR nodes channel

availabilities. It is computed by

RCCij ¼
CT
i � Cj

M
ð11Þ

where Ci,Cj are the available channels for CRi and

CRj respectively, and M is the total number of

channels

II. Relative position similarity (RPS), represents the

relative position between two CR nodes. It is

estimated based on the relative distance, which is

computed based on received signal power as follows:

dij ¼ 10
RSSI0�RSSIij

10�a ð12Þ

PRSij ¼ 1� dij

dmax
ð13Þ

where a is the propagation path loss exponent and

RSSI0 is the received signal strength at 1m of dis-

tance from CR node.

Based on these two parameters, the similarity metric

ðSijÞ between CRi and CRj is computed as

Sij ¼
RCCij þ PRSij

2
: ð14Þ

This algorithm consists of two phases:

Phase I: Initial cluster formation: In this process, first,

each CRi constructs a weighted graph G Ni;Ei; Sð Þ where Ni

is the CRi neighbors set, Ei is the CRi link set, and S

(similarity metric) is the weight of link set. Using its

weighted graph each CRi formed its own cluster. Thus, the

clustering problem is modeled as a graph cut problem,

where the graph cut of G for CRi is Xi; �Xið Þ and Xi � Vi are

CR nodes in the same cluster with CRi and �Xi are the

excluded CR nodes. Due to the fact that, the clustering goal

is to maximize the intra-cluster and to minimize inter-

cluster, the graph cut Xi; �Xið Þ should minimize cut Xið Þ and
maximize U Xið Þ. Therefore, the graph cut is interpreted as

the following optimization problem:

min cut Xið Þ � U Xið Þð Þ ð15Þ

given cut Xið Þ ¼
X

j2Xi;k2X�i

Sjk andU Xið Þ ¼
X

j2Xi

Sij þ
Y

j2Xi

Cj

ð16Þ

where cut Xið Þ and U Xið Þ are the cut cost and the utility of

cluster Xi respectively, and Cj is the channel availability

vector for CRi

Phase II: Cluster synchronization: is the process of syn-

chronization the independently formed clustering. Thus, all

CR nodes have consistent clustering information. This

process contains three steps as follows:

Step 1: Broadcasting cluster membership: Each CRi

node broadcasts its constructed cluster Xið Þ in its

available channels using hoping sequence.

Step 2: Updating cluster membership: Each CRi com-

pares its cluster with received clusters. If there is a

cluster with better cluster utility and contains CRi, CRi

replaces its cluster with it, and informs its neighbors with

the new clustering membership X0i .

Step 3: Validating cluster membership: Each CRi checks

if there is CRj 2 X0i and CRi 62 X0j , then CRj is removed

from X0i to have the final cluster X00i .

This algorithm tends to create clusters with a reasonable

number of common channels in each cluster. However, this

is achieved at the expense of the cluster size. Moreover,

decreasing the number of common channels between the

adjacent clusters may lead the network to be disconnected,

specifically in the case of the high primary user’s activities.

5.4 Energy-efficient clustering

In energy efficient based clustering CR nodes form clusters

with the aim of getting rid needless energy consumption or
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equalizing energy consumption for CR nodes in order to

prolong the lifetime of the entire network. This can be done

by reducing the transmission power, intra-cluster distance,

and the Euclidean distance between the cluster head and its

member nodes [76]. Furthermore, since a cluster head

works as a local coordinator, it has extra tasks compared to

normal nodes so it dies early because of extravagant energy

consumption, the role of the cluster head is rotated among

all nodes in a cluster in order to avoid node failure and

achieve equalized energy consumption among nodes

throughout the entire network [58, 75]. Furthermore, since

the cluster formation and maintenance consumes energy,

temporal event-driven clusters are formed between event

and sink when an event is detected in CRSN [60, 61].

5.4.1 Event-driven spectrum-aware clustering (ESAC)

protocol

In [60] Ozger et al. proposed event-driven spectrum-aware

clustering (ESAC) protocol for cluster formation in CRSNs

which aims to minimize energy consumption. ESAC builds

a temporal one hop cluster on the basis of event detection.

Clusters are formed only in the area between event and sink

and are no longer available after the end of the event. This

avoids the energy consumption required to unnecessary

cluster formation and maintenance. ESAC protocol con-

sists of two phases: Phase I Determination of eligible nodes

for clustering and Phase II Cluster formation.

Phase I: Determination of eligible nodes for clustering

The event, detecting nodes become eligible for cluster-

ing directly. Eligible nodes send Eligibility for Clustering

REQuest (EFC REQ) messages to their 1-hop neighbors

through the common control channel. Nodes that receive

this message become eligible nodes for clustering only if

they locate closer to the sink and farther to the event than

the EFC REQ sender. The new eligible nodes send eligi-

bility for clustering REQuest (EFC REQ) messages to their

non-eligible 1-hop neighbors, and the process repeats until

EFC REQ reaches the sink.

Phase II: Clusters formation: Cluster formation has two

steps

Step 1: Determining cluster heads: After determining of

eligible nodes for clustering, each eligible node is

assigned a weight which is calculated based on the

number of available channels, the eligibility degree and

the distance between the node and the sink as follows:

Wi ¼ Cij j � De
i þ 10� di;sink ð17Þ

where Wi is the weight, Cij j the number of available

channels, and De
i = eligible node degree for CRi

respectively. di;sink is the Euclidean distance between

CRi and sink.

A CR node which has the highest weight among its

neighbors is elected as a cluster head.

Step 2: Cluster Formation: After becoming cluster head,

CR node forms cluster by finding the maximum products

of the three terms Ni1j j � Cicj j � Ni2 as follows: Firstly

cluster-head CRi determine the weight of every channel

in Ci which is the number of one- hop neighbors that CRi

can reach through that channel. Secondly, the channel

j 2 Ci that has the highest weight is added to Cic and the

nodes that have this channel in their available channel

list are added to Ni1 and the two- hop neighbors that can

reach through this channel are added to Ni2. If two or

more channels have the same weight, the tie is broken by

choosing the lowest ID one. This process repeats until

the list of available channels of CRi are all added in Cic

or Ni1j j is equal zero. After each iteration, the weight is

calculated as the Ni1j j � Cicj j � Ni2. Finally, cluster-head

i constructs its cluster by Ni1 and Cic of the iteration,

which has the highest weight.

where Cic is common channel list between CRi and its

neighbors, Ni1j j ¼ The number of 1-hop neighbors of

CRi that they have the channels in Cic in their available

channel list, and Ni2j j ¼ The number of two hop

neighbors of CRi that they have the channels in Cic in

their available channel list.

The event-driven approach has been demonstrated to

provide lower energy consumption. Moreover, it tried to

make a compromise between cluster size, common chan-

nels per cluster and two hop neighbors that can be reach-

able by cluster-head through its members.

5.4.2 Mobility-aware Event-to-sink Spectrum-Aware

Clustering (mESAC)

In [61] Ozger et al. proposed a Mobility-aware Event-to-

sink Spectrum-Aware Clustering (mESAC), which is a

mobility, enhanced version of their previous clustering

protocol (ESAC) in [60]. Same as in [60] clusters are built

only in the corridor between event and sink and are no

longer exist after the end of the event. mESAC consists of

two phases. An eligibility corridor determination phase

which aims to find the eligible nodes for clustering using

the same procedure as in [60], and the cluster formation

phase which includes two steps cluster head determination

and cluster member’s determination.

Step 1: Determining cluster heads: In this step, each

eligible node CRi computes its weight value Pi based on

the eligible node degree Di, the number of available

channels ci, distance to the sink di;sink, remaining energy

Ei, and the node speed vi as follows
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Pi ¼ w1 Dij j þ w2 cij j þ w3 Eij j þ w4 di;sink
�� ��þ w5

1

vi

����

����

ð18Þ

For each parameter there exists a corresponding weight

value wj which is assigned according to system

requirements and the sum of the weight of the parame-

ters is 1. Thus

X5

j¼1
wj ¼ 1 ð19Þ

The election process is executed at each eligible node in

a distributed iterative way such that an eligible node CRi

decides its own role (cluster-head or potential member)

depending only on the decision of its neighbors with the

bigger weight value. Thus, at each iteration, only those

eligible CRs with the biggest weight in their neighbor-

hood becomes cluster-heads. These cluster heads and

their one hop neighbors are removed from the eligible

nodes list. Hence, the set of eligible node is updated after

each iteration. Then, the remaining eligible nodes again

execute the election process. This process continues until

all eligible nodes being either a cluster-heads or a

potential cluster member.

Step 2: Cluster member’s determination: Each cluster

head checks if there is available channel common

between itself and all other eligible neighbors. If there

is at least one common channel, then the cluster head

sends cluster request message to all its eligible one-hop

neighbors. If there is no common channel among the

eligible one-hop neighbors, the cluster head finds the

channel with the largest number of eligible one-hop

neighbors and defines it as the favorite cluster channel.

Then, the cluster head sends cluster request message to

the eligible one-hop neighbors which are having that

channel in their channel availability list. If there is more

than one channel have the same number of one-hop

eligible neighbors, the tie is broken by selecting the

channel with smaller channel ID as the favorite cluster

channel. After receiving the cluster request message

from their neighbor cluster heads, each potential member

node sends a reply message to its cluster head. If the

potential member has received more than one cluster

request messages from multiple neighboring cluster

heads, it sends the reply message to the cluster head

with smallest weight. This is done to reduce the load of

the cluster-heads with bigger weight due to the assump-

tion that the cluster heads with bigger weight have a

greater number of potential members.

The mESAC has been demonstrated to provide a lower

energy consumption. However, in the presence of high

primary user activity, one common channel per cluster may

cause frequent re-clustering. Consequently, a significant

amount of saving energy may consume in cluster mainte-

nance. Moreover, it may suffer from the delay caused by

the spontaneous cluster formation.

5.4.3 A spectrum-aware cluster-based energy efficient

multimedia (SCEEM) routing protocol

In [56] Ghalib et al. proposed a spectrum-aware cluster-

based energy-efficient multimedia (SCEEM) routing pro-

tocol for CRSN. In SCEEM, a clustering process begins

with spectrum scanning on the potential list of frequency

bands. After that, information sharing phase starts in which

each CR node exchanges its available channel, mean

available time of each of the available channels, which is

computed based on the past channel statistics and its

residual energy. This is achieved by a broadcast Info

message on a predefined common control channel. Then

each CR node calculates its spectrum energy rank as

follows:

Let’s Vi tð Þ be the channel availability matrix of CRi at

time t for M channels Vi tð Þ ¼ vi1vi2vi3. . .viM½ 	 where

vic ¼
1 if channel c is available for CRi

0 otherwise

�
ð19Þ

Likewise, Ti tð Þ the expected channel availability vector

for CRi which is an average available time of each avail-

able channel and is represented as Ti tð Þ ¼ Ti1Ti2Ti3. . .TiM½ 	.
CRi Computes the associated channel availability matrix

Aij with CRj that permits them to access the channels

between them as Aij ¼ Aij1Aij2Aij3. . .AijM

� �
where

Aijc ¼ vic � vjc
� 	

�min Tic; Tjc
� 	

ð20Þ

Then CRi computes the relative spectrum availability

rank Yij with neighboring CRj as

Yij ¼
1

M
ðAij � IÞ ð21Þ

where I ¼ I1I2. . .IM½ 	T and Ic ¼ 1. Finally CRi calculates

its spectrum energy rank Yi using Eq. (11)

Yi ¼
X

j2Ni

Yij �
Ei

max
8k2Ni

Ekf g ð22Þ

where Ei is residual energy for CRi

CRi compares its rank value with all the neighbors’

values, and if it has one of the top three ranks, it considers

itself as a potential cluster head. Then each potential cluster

head runs a random timer and waits. If it does not receive

any CH message until its timer expired, then it declares

itself as CH and the broadcasts CH message to inform the

neighbors to join its cluster as normal nodes. Else, if it

receives a cluster head declaration message from one of its
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neighbors before its timer expires, then it clears its timer

and associates to that cluster as a normal node.

If a non-cluster head node receives more than one join

messages, it decides to join the CH which has the highest

rank.

5.4.4 Distributed Spectrum-Aware Clustering (DSAC)

protocol

In [59] Zhang et al. proposed Distributed Spectrum-Aware

Clustering (DSAC) protocol, which forms one hop clusters

in static cognitive radio sensor networks. DSAC forms a

cluster with a goal to reduce energy consumption by

minimizing the distance between member nodes and their

respective cluster heads and by achieving the optimal

number of clusters in the network. Furthermore, since the

cluster head depletes its energy quickly compared to nor-

mal nodes, the cluster head role is shifted among all nodes

in a cluster with equal probability to equalize the energy

consumption within a cluster. DSAC forms a cluster under

the spectrum-aware constraint which is considered as a

groupwise constraint. The main idea of DSAC is to set each

node as a separate cluster at the start and then combines

two closest clusters, which have at least one common

channel. This process is repeated until the cluster number

reduces to the optimal number. The optimal cluster number

that can minimize the network energy consumption is

calculated by the following equation:

Kopt ¼
N

R�p3� q
þ 0:5 ð23Þ

where N is the number of nodes in the network, R is the

transmission range of CR node and q is the node density.

Equation (22) is shown that the optimal number of clusters in

DSAC is dependent on the number of nodes in the network,

node density, and the maximum transmission range.

5.5 Spectrum sense improvement based

Spectrum sensing is the process of sensing the primary user

activities in order to detect the idle channel.Many techniques

are introduced for an individual CR user to sense the license

user activities such as energy detection, matched filter

detection and cyclostationary feature detection [77].

Unfortunately, an individual CR user cannot always make

accurate decisions, whether the primary users are present or

not, due to multipath fading or shadowing. Therefore,

cooperative spectrum sensing has been introduced to

enhance the sensing outcome. In traditional cooperative

spectrum sensing systems, each CR user makes spectrum

detection individually, and then sends its sensing outcome to

the coherence center through a specific channel named

reporting channel. At this coherence center, a decision on,

whether the spectrum is idle or not is made. However, this

reporting channel may suffer from the channel congestion

problem when a large number of nodes access the reporting

channel.Moreover, this channel has no immunity against the

propagation effects. Beside that if all CR nodes involve in the

sensing process of all PUs channels, this means even the CR

nodes that are allocated outside the detection range of PU can

cooperate in sensing its channel, which in turn, causes a

negative effect on the sensing outcome [43]. To overcome all

these issues and enhance sensing outcome a cluster-based

cooperative spectrum sensing scheme is introduced [40–44].

5.5.1 Cooperative spectrum sensing with cluster-based

architecture in cognitive radio networks

In [41] Guo et al. proposed a cluster-based cooperative

sensing scheme to reduce the overhead and delay of

sensing. In this scheme CR, users are grouped into different

clusters based on geographical location. The network

consists of a base station (BS), leader and normal nodes. To

obtain accurate decisions on sensing outcomes the leader

analyzes the received signal power of its members and

takes a decision depending on the highest strength among

them. Leaders forward their decisions to the BS. BS makes

a global decision, whether the spectrum is available or not

and broadcasts the decision to the leaders. In this scheme, a

fair balance between communication overhead and sensing

accuracy is done to get the optimum cluster size.

The clustering technique in this scheme is to group CR

users according to their geographical locations so CR users

who lay in the same area are associated with the same

cluster. It has two stages: cluster head selection and cluster

construction.

Stage 1: leader selection: the leaders are chosen by BS in a

centralized manner as follows: Firstly, cognitive BS com-

putes the Euclidean distance between it and all nodes.

Secondly,BSnominates nCRnodeswithminimumdistance

as potential leaders. It then arbitrarily chooses half of themas

leaders. Finally, BS disseminates the selection outcomes to

all CRnodes. The disseminationmessage includes the IDs of

selected leaders and the cluster size. The cluster size is

predetermined to avoid the congestion in one cluster.

Stage 2: cluster construction. Clusters are built in a

decentralized manner as follows:

Every leader sends a beacon to normal nodes, instructing

them to choose him as a cluster head. When CR node

receives the beacons, it measures the strength of the

received signal power (RSP) of each beacon and chooses

the leader, which its beacon has, the highest received

signal power, as its favorite leader (FL). The rest of

cluster heads are considered potential leaders (PL). Then

each CR node sends an associate message to its FL
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consisting of the node ID and RSP. After receiving

associate messages from normal nodes, the leaders put

nodes in a pool in descending order based on their

received signal powers and count the number of nodes. If

the number of demanding node is less than or equal the

maximum cluster size (let it equal z), the leader approves

all demands and sends an ACK to all demanding nodes.

Else, the leader sends ACK to the first z nodes in the

pool and sends a NACK to the rest of the nodes. If the

normal node gets the ACK from its FL, it marks the FL

as its leader and associates into this cluster. Otherwise,

the node chooses the leader with the highest received

signal power from its PL list as FL. This procedure ends

when all normal nodes associate into the cluster.

5.5.2 Cluster-based CSS (cluster-based cooperative

spectrum sensing)

In [43] the authors proposed a cluster-based CSS to

improve spectrum utilization by reducing the false alarm

and misdetection of spectrum availability. This is achieved

by allowing only the CR nodes that are allocated in the

detection area of a specific primary user to corporate in the

sensing process of its channel. In this scheme, the clusters

are built in a way that, CR nodes are associated with the

same cluster as long as they locate within the detection

range of the same set of PU channels. Therefore, in each

cluster, all its members cooperate in sensing the same set of

PU channels. Hence, clusters are created in a way that

maximizing the total throughput for all clusters while

keeping the number of CR nodes in each cluster is equal to

or greater than a predefined value. The threshold value of

the number of CR nodes in each cluster (cluster size) is

determined in a way that keeps the corporative detection

probability above a given threshold. Thus, for each channel

j the cooperative detection probability Dd;j

Dd;j ¼ 1�
YS

i¼1
1� Pd; i;jð Þ
� 	

 !

Dth ð24Þ

where Pd; i;jð Þ is the detection probability for channel j at

CRi, and Dth is the corporative detection probability

threshold.

This is done to provide a sufficient protection to the

primary user. Thus, the desired minimum cluster size ð�SÞ is
calculated as follows:

S
 log 1� Dthð Þ
log 1� Pmin

d;j

� � ¼ �S ð25Þ

Considering that the detection probability is monotoni-

cally increasing with respect to the SNR for a fixed sensing

time, thus

Pmin
d;j ¼ min Pd; i;jð ÞjSNRmin

j

� �
¼ min

1� i� S
SNRi;j


 �� �
ð26Þ

where z is the ceiling function, which returns the smallest

integer not less than z, and Pmin
d;j is the minimum detection

probability for channel j among all the cooperative CR nodes.

The total throughput for each cluster k is given by

Rk Sk;CHkð Þ ¼
X

j2CHk

T � s
T
� qidle;j � Cj

� 1� Qk
f ;j Sk;CHkð Þ

� �
ð27Þ

where Tis the length of a time slot, s is the total sensing

time, qidle;j:Cj are the idle probability and the capacity for

channel j respectively, and Qk
f ;j is the false alarm proba-

bility for channel j when it sensed by cluster k members Sk.

A greedy heuristic algorithm is used to construct the max-

imum-weight one-sided biclique as follows: Each CRi node

measures the received signal strength for all the PUs. If the

received signal strength for primary user j PUj

� 	
is above a

predefined threshold,CRi is located inside the detection range

of PUj. Then, each CR node broadcasts its received signal

strength information. Then, each CRi node constructs its own

weighted bipartite graphGi X [ Y;Eð Þ, vertex setX represents

the CR nodes in the network, set Y includes the sensed PU

channels, and E is the set of existing edges. An edge exists

between x; yð Þ; x 2 Xandy 2 Y if and only if the SUx iswithin

the detection range of the PU channel y. Each edge is associ-

ated with weight equal to the throughput of the PU channel.

Considering the cluster size threshold and the throughputofPU

channels, eachCR node uses its own bipartite graph to form its

maximum-weight one-sided biclique Q�k Sk;CHkð Þ, which

contains the cluster membership information.

After CR nodes organize into clusters, in each cluster

one of CR nodes will be chosen as a cluster head. There-

after, each CR node individually performs spectrum sens-

ing and sends the decision results to its cluster head. Then,

the cluster head combines all decision results and makes a

final decision and then inform the channel availability to all

its cluster members.

All the clustering formation algorithms addressed in this

paper are tabulated in Table 5. In the table, the classified

type, the algorithm operating behavior in terms of being

distributed or centralized, CCC assignment method, and

the cluster distance are listed for each clustering formation

algorithm. In addition, the used, interference model and

whether the spectrum sense accurate perfect or not are

listed next. The next three columns indicate whether the

proposed algorithm, consider the challenges of channel

heterogeneity in terms of transmission range, load balance,

and robustness to PU activity. The last column shows the

used techniques.
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6 Open issues

In spite of the previous research which, addressed clus-

tering techniques from different point of views, it is clear

that numerous issues still remain open and need to be

handled in the future works.

A. Simple assumptions

Almost all clustering algorithms in previous works

have been designed using a network model with simple

assumptions. However, these assumptions may not be

suitable in a practical environment; therefore, they

should be reconsidered in future work. This includes:

i. Quasi-static network, such as node mobility,

spectrum availability change at a relatively slow

rate or even static during the duration of cluster

formation. Herein, clusters are formed based on

static and the latest information. However, this is

not applicable in real scenarios. Since CR

network is characterized as an extremely

dynamic network. Designing Adaptive cluster-

ing algorithms is an open issue that needs to be

investigated.

ii. Heterogeneity of channel transmission range

Practically in CR networks the channel homo-

geneity assumptions are overridden since differ-

ent channels may be located on vastly separated

frequencies with different bandwidths, and dif-

ferent propagation characteristics. Moreover,

Federal Communications Commission (FCC)

regulations may define different transmission

range for different channels. As a result, differ-

ent channels correspond to different transmis-

sion ranges [78].

iii. Fixed common transmission range for CR nodes

Considering a common fixed transmission range

are not acceptable for two reasons. First, the

common transmission range in for CR nodes

will neutralize the unique feature of CR which

its capability to interact and adjust with the

surrounding environments. Second, the value of

the radio transmission range effects in the

network connectivity and energy consumption

significantly. Using a common large transmis-

sion range increases the connectivity of the

network by increasing the number of direct

links. However, this is at the expense of high-

energy consumption. Moreover, CR nodes can-

not use any arbitrarily high level of transmission

power in all channels, because the transmission

power for each spectrum band is restricted

identified by FCC regulations to prevent

interference to other users. In contrast, using a

short transmission range considerably reduces

the power consumption as well as the interfer-

ence but, at the expense of network connectivity.

Consequently, a new approach that exploits the

capability of CR to adapt its transmission

parameters based on the operating environment

must be considered in clustering formation.

B. Cluster maintenance

Almost all of existing works focused on the clustering

formation. However, as mentioned earlier, clustering

consists of two processes, cluster formation, and

cluster maintenance. An open issue is the design of

accurate clustering maintenance algorithms that

address the migration of cluster head, cluster merging,

cluster splitting, member node joining and member

node leaving.

C. Load balance per cluster

The uniformity of the constructed clusters in terms of the

number of nodes per cluster is an important factor. On

one hand, an extremely large cluster size may impose a

heavy load on the cluster heads, causing a cluster head to

become the bottleneck of CRAHNs and reduce network

throughput. Moreover, cluster heads with overload

members deplete their energy fast result in the entire

network might be disconnected. On the other hand, a

small cluster size, mean a large number of clusters and

thus increase the length of hierarchical routes, causing

large control overhead and high end-to-end delay.

D. Performance metric

Most of the previous work evaluated only the cluster-

ing algorithms in terms of the number of clusters,

cluster size, and number of common channels per

cluster. These metric do not reflect the effect of

clustering in the overall network performance. There-

fore, newer performance metrics that clarify the

enhancement of network performance such as through-

put and delay should be used for evaluating the

clustering algorithms.

E. Design techniques

Most of the reviewed algorithms based on heuristic and

greedy heuristic algorithms, which obtain a local

optimum solution rather than the global optimum

solution so more intelligent techniques such as meta

heuristic algorithms and artificial neural network

should be used in future work.

F. Analytical evaluation

The performance evaluation of the reviewed clustering

algorithms is evaluated using a simulation tool such as

C??, Matlab, and NS2. Nevertheless, there is no

analytical evaluation of these algorithms; having such
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evaluation will help in verifying the simulation results

of these algorithms.

G. Security

The CR ad hoc network is a self-organized network

without any centralized control. Which means, the

nodes in the CR ad hoc network has no central

authorities, so they have no immunity against attacks.

Despite this fact, all previously proposed cluster

formation algorithms assume that the CR nodes are

trustworthy. This assumption may lead to the election

of a compromised or malicious node to be the cluster

head. Having a malicious cluster-head badly jeopar-

dizes the security and usability of the network.

Developing of security based clustering algorithms

remains an open issue for future research.

7 Conclusion

Clustering in CR networks eases the network functions in

various network layers such as allowing CR users to decide

the spectrum availability in a collaborative manner, coor-

dinate the spectrum’s access and simplify routing table.

Nevertheless, the foremost challenge in clustering forma-

tion is how to build a stable cluster when it is influenced by

license user activity. In this paper, we presented an over-

view of several clustering formation algorithms in cogni-

tive radio networks. First, we presented fundamental

concepts about cognitive radio networks, including the

definition of CRN, its architecture, and its main functions.

Next, we displayed the essential idea of clustering,

including the definition of cluster and clustering, the

importance of clustering for a large CRHAN, the basic

approaches for modeling clustering formation problem, the

performance metric and the techniques that are utilized for

clustering. Finally, we categorized the proposed clustering

algorithms into five groups according to their main objec-

tives and outlined open issues which research should focus

on addressing.
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