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Abstract Recently, Multi-sink Wireless Sensor Networks

(WSNs) have received more and more attention due to their

significant advantages over the single sink WSNs such as

improving network throughput, balancing energy con-

sumption, and prolonging network lifetime. Object track-

ing is regarded as one of the key applications of WSNs due

to its wide real-life applications such as wildlife animal

monitoring and military area intrusion detection. However,

many object tracking researches usually focus on how to

track the location of objects accurately, while few resear-

ches focus on data reporting. In this work, we propose an

efficient data reporting method for object tracking in multi-

sink WSNs. Due to the limited energy resource of sensor

nodes, it seems especially important to design an energy

efficient data reporting algorithm for object tracking in

WSNs. Moreover, the reliable data transmission is an

essential aspect that should be considered when designing a

WSN for object tracking application, where the loss of data

packets will affect the accuracy of the tracking and location

estimation of a mobile object. In addition, congestion in

WSNs has negative impact on the performance, namely,

decreased throughput, increased per-packet energy con-

sumption and delay, thus congestion control is an important

issue in WSNs. Consequentially, this paper aims to achieve

both minimum energy consumption in reporting operation

and balanced energy consumption among sensor nodes for

WSN lifetime extension. Furthermore, data reliability is

considered in our model where the sensed data can reach

the sink node in a more reliable way. Finally, this paper

presents a solution that sufficiently exerts the underloaded

nodes to alleviate congestion and improve the overall

throughput in WSNs. This work first formulates the prob-

lem as 0/1 Integer Linear Programming problem, and

proposes a Reliable Energy Balance Traffic Aware greedy

Algorithm in multi-sink WSNs (REBTAM) to solve the

optimization problem. Through simulation, the perfor-

mance of the proposed approach is evaluated and analyzed

compared with the previous work which is related to our

topic such as DTAR, NBPR, and MSDDGR protocols.

Keywords WSNs � Object tracking � REBTAM � Data
reporting � Energy balancing � Reliability � Congestion
control

1 Introduction

A Wireless sensor network (WSN) is a wireless network

consisting of large number of small size, inexpensive, and

battery operated sensor nodes which are densely deployed

in ad-hoc manner. Such nodes are essential for monitoring

physical or environmental conditions such as temperature
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and humidity, perform simple computation, and commu-

nicate via wireless multi-hop transmission technique to

report the collected data to sink node [1].

Multi-hop WSN with single sink has been developed

over a long period, but possible architectures are limited

by the need for robustness, scalability and reliability

since single-sink large-scale WSNs depend entirely on

the single sink. While the energy consumption rate of the

sensor nodes around the sink is much higher than that of

the remote one, resulting in highly unbalanced energy

consumption which causes energy holes around the sink.

As a result, the sink might be isolated from the WSN

and loses its functionality. Moreover, the invalidation of

the sink node will inevitably lead to the failure of the

whole network. All of these limitations make the use of

WSN with single sink infeasible in practice. Therefore,

the multi-sink WSN architecture has been proposed

[2, 3].

The multi-sink wireless sensor network is a WSN with

multiple sink nodes. Multi-sink topology has significant

advantages over single sink topology. Firstly, multi-sink

usage can balance the energy consumption of the whole

network and relieve the energy hole problem. Secondly,

deploying more sink nodes in the network relieves the

traffic congestion problem to a certain extent. Finally,

multi-sink usage reduces the average distance from sensor

nodes to sink nodes, resulting in more energy saving and

thus extends the network lifetime [4, 5].

One of the fundamental design challenges in designing a

WSN is to maximize the network lifetime, as each sensor

node of the network is equipped with a limited energy

resource [6]. In WSNs, communication has been recog-

nized as the major source of energy consumption and costs

significantly more than computation [7]. Consequently,

most of the existing routing techniques in WSNs attempt to

find the shortest path to the sink to minimize energy con-

sumption. As a result, highly unbalanced energy con-

sumption causes energy holes around the sink and

significant network lifetime reduction. Therefore, design-

ing energy-balanced routing technique plays a crucial role

in WSNs [8, 9].

In event-driven sensor networks, e.g., those used in

detection and monitoring applications, nodes normally

operate under low or idle load states. When events occur,

these nodes suddenly become active, resulting in a part of

the network becoming overloaded and causing congestion

in some areas. Due to memory constraints on sensor nodes,

congestion in WSNs can lead to buffer overflow. There-

fore, such a buffer overflow problem may result in loss of

critical information, wastage of resources, and delay due to

the retransmission of the same packets thus limiting net-

work’s lifetime and efficiency. Consequently, it is a highly

needed to consider buffer space when designing routing

protocols in WSNs to spread data traffic away from the

congested areas [10, 11].

Providing reliable and efficient data transmission is one

of the major technical challenges in WSNs [12–14]. The

loss of important information due to unexpected node

failure or dynamic nature of wireless communication link

[15] prevents the sensor network from achieving its pri-

mary purpose which is data transfer. Hence, routing tech-

niques should give priority to reliable transmission. At the

same time, it is critical to reduce packet loss in WSNs

which will improve the network throughput and energy-

efficiency.

Although there are many limitations on wireless sensor

nodes as described above, it has been used in many

applications including military, health care, environmental

monitoring, and security. One of the major applications in

WSN is object tracking due to its wide real-life applica-

tions such as wildlife animal monitoring [16, 17] and

military intrusion detection [18]. The object tracking pro-

cess consists of two critical operations. The first operation

is monitoring, in which the movement states of the mobile

object is detected and tracked by the sensor nodes. The

second operation is reporting, where nodes detecting the

object report their observations to the sink node [19].

Many object tracking researches focus on how to track

the location of objects accurately and do not consider many

other parameters such as reliable data reporting [19–23],

nodes energy consumption, congestion control, and nodes

energy balancing. Therefore, in this paper, these parame-

ters collectively are taken into consideration. We believe

that considering such parameters will enhance the overall

performance of the WSNs as well as advance the object

tracking operation.

Furthermore, as the size of WSNs increases, it becomes

inefficient to collect all information with single sink. The

paper handles multi-object tracking; in addition, due to the

multi-object tracking several nodes will report the detected

objects in which it might overwhelm the network in case of

multi-hop WSNs. Therefore, our paper deals with multi-

hop networks not a centralized network. However, our

proposed algorithm is even suitable in the centralized

networks. So, WSN with multi-sink has been considered in

our proposal. To do so, our contributions in this paper

focus on: (1) formulating the object tracking problem in

large scale multi-sink WSN into 0/1 integer programming

with previously mentioned parameters, (2) reducing energy

consumption in reporting operation for WSN lifetime

extension, (3) balancing of energy consumption among

sensor nodes to maintain and balance of residual energy on

sensor nodes as well, (4) enhancing data reliability where

the sensed data can reach any sink node in a more reliable

way, (5) Reducing the probability of buffer overflow by

taking into consideration the sensors buffer space to reduce
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the number of dropped messages, (6) introducing the

principle about selecting the optimal sink for data trans-

mission, and (7) introducing a new algorithm in title

REBTAM for data reporting taking into consideration

Reliability, energy balancing, and traffic awareness.

The rest of this paper is organized as follows: The

related work is discussed in Sect. 2. Following this, the

problem description is introduced in Sect. 3. Then, Sect. 4

describes the problem formulation. In addition, the solution

approach is described in Sect. 5. The simulation results are

depicted in Sect. 6. Finally, the conclusions are presented

in Sect. 7.

2 Related work

This section focuses only on the most related work to the

proposal of this paper. It starts by explaining the work

presented in [24, 25, 27] which are the more related work

to our proposed approach followed by the differences from

our proposal.

The work in [24] presents a Dynamic Traffic Aware

routing algorithm (DTAR) that provides traffic balancing

in multi-sink WSNs by detecting congested areas along the

route and distributing packets along paths that have idle

and under loaded nodes. The underlying concept of this

algorithm is the construction of a gradient field using three

factors: number of hops, number of packets at one-hop

neighbours and the minimum number of packets at two-

hop neighbours. The number of hops is used to find the

shortest paths for packets. The second and third factors

address the queue length at neighbouring nodes that may

become the next forwarder.

Although this scheme [24] is presented for multi-sink

WSNs, it doesn’t consider the principle about selecting an

optimal sink for data transmission which considered the

first step for the selection of the optimal routing path.

Furthermore, it is found out that some issues are not con-

sidered. First of all, the reliable data transmission which

becomes one of the most essential issues in WSNs is not

considered. Indeed, ignoring such issue might increase the

packet loss as well as can cause more energy consumption

due to packet retransmission as a result of unstable paths

which inevitably affects the network efficiency. Secondly,

the approach suffers from energy unbalancing. This might

cause an energy hole problem, where the sensor nodes

closer to the sink will drain their energy faster than others.

Therefore, this uneven use of energy leads to a significant

network lifetime reduction.

In NBPR (multi-sink probabilistic routing algorithm

based on Naive Bayesian Classification model) [25], a

multi-sink routing algorithm is presented. It takes the

advantage of the Naive Bayesian Classification model to

select the optimal routing in multi-sink sensor networks by

means of probabilistic routing method. When the source

node needs to transmit data to the sink, first of all, it selects

the optimal sink by means of Naive Bayesian Classification

model mainly taking the transmission energy consumption

and residual energy into account. The energy consumption

of data transmission is represented by hop count. The

residual energy refers to the total residual energy of the

nodes in a certain hop around one sink. Once the optimal

sink is selected, the source node selects the forwarding

node by probability which depends on the residual energy

in the forwarding nodes. Furthermore, the forwarding node

must choose the node whose hop count is smaller than that

of the forwarding node in order to avoid forming a loop.

Meanwhile, the analysis of NBPR algorithm [25] shows

that some issues are not considered which are reflected as

drawbacks. Firstly, the network reliability (reliability is

calculated as the ratio of the number of packets correctly

received at the sink node to the total number of packets

sent by source nodes), as discussed above, this might

increase the packet loss and packet retransmissions which

affects the network efficiency. The second is the queue

buffer size in which it has directly impact on network

throughput and lifetime. Finally, node load which is an

influential factor in the energy balance among sensor nodes

from our point of view. In other words, if the more sensor

nodes choose the same node to relay their messages, the

more energy should be reserved for this node with heavier

load. Therefore, taking residual energy and node load into

consideration can balance residual energy among sensor

nodes efficiently as proposed in [26]. Moreover, it selects

the optimal sink by a probability depending on the total

residual energy of the nodes around each sink where, a part

of energy resources at these nodes is used for sending this

kind of information to each sink. This might affect the

energy efficiency of the network.

Multiple Sink Dynamic Destination Geographic Routing

(MSDDGR) algorithm based on greedy forwarding has

been given in [27]. When any node needs to send its data

packet, it first chooses the nearest sink as the current des-

tination. Then, it transmits the packet to the next hop node

using greedy forwarding algorithm. In addition, if any

intermediate node sees another sink is nearer to it, the

current destination node will be changed to the new

selected sink. However, MSDDGR algorithm doesn’t

consider some critical issues such as a drawback. The first

is energy balancing, as described above; this might lead to

unbalanced energy consumption in the network which

causes energy holes around the sink and significant net-

work lifetime reduction. The second issue is the network

reliability which is one of the key issues in WSNs due to

the high dynamics, limited resources, and unstable channel

conditions. Thus, this might deteriorate the network
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performance as mentioned above. Finally, the packet buffer

capacity of sensor nodes. As described above, this might

increase the packet loss and packet retransmission which

inevitably affects the network efficiency.

In [28], the authors proposed an improved novel routing

algorithm based on the concept of buffer length. In this

algorithm, the buffer length of each neighbour node is used

to make routing decision in order to reduce congestion. A

congestion avoidance protocol is proposed in [29] based on

the lightweight buffer management. However, they deal

with single sink and our work in this paper deals with

multi-sink problem.

The proposed approach, firstly, formulates the object

tracking problem in multi-sink WSNs as into 0/1 integer

programming for optimal solution. Then, it develops a

heuristic algorithm to construct an efficient object tracking

in multi-sink WSNs. It proposes a novel protocol based on

energy reduction, reliability, and energy balance routing in

multi-sink WSNs for object tracking. The proposed pro-

tocol consists of two steps which are the selection of the

optimal sink and the selection of the relay nodes. The

selection probability of the optimal sink depends on the

transmission energy consumption and residual energy as

the previous work in [25]. In the proposed model, the

energy consumption of data transmission is represented by

hop count as in [25], where the less hop count implies the

less energy consumption at a fixed transmission range.

In our work, instead of the total residual energy of sink

node neighbours that used in [25] to reflect the residual

energy around each sink, the minimum residual energy of

sensor nodes on the paths used for a certain time interval to

route data to each sink node reflects the residual energy on

the routing paths to that sink. The maximum minimum

residual energy means the maximum residual energy on the

routing paths to that sink. Moreover, in the selection of the

relay nodes, unlike the previous work in [24, 25, 27], we

consider the end-to-end reliability of a multi-hop route

based on the PRR which is one of the most commonly used

reliability metrics [30]. In the proposed model, the work

analyses the reliability of the whole path from the next hop

node to the chosen sink, and then chooses the relay node

with the best PRR which results in high reliability instead

of dropping packets.

Furthermore, the proposed approach considers a con-

gestion control mechanism as in [24] and unlike the pre-

vious work in [25, 27], but it utilizes the current normalized

buffer space at one-hop neighbours only to avoid congested

areas or overloaded nodes and thus reducing the number of

dropped packets and energy consumption due to retrans-

mission the of the lost packets as a result of buffer over-

flow. In addition, unlike the previous work in [24, 25, 27],

the proposed protocol can balance residual energy con-

sumption among sensor nodes evenly as much as possible

through new effective function between nodes’ residual

energy and weight. In addition, it can effectively alleviate

buffer overflow by integrating the normalized buffer space

into routing choice.

3 Problem description

Consider a multi-sink WSN deployed in a field for the

purpose of object tracking. Our objective is to propose a

data reporting model for this kind of service. To consider

reliable object tracking taking into consideration nodes

energy consumption, the energy balancing, and buffer size.

The object tracking problem is modelled as a graph based

on the nodes location in the monitored environment and

their characteristics. The efficient object tracking in WSNs

problem can be modelled as a simple undirected graph,

G(V,L), where V is the set of sensor nodes in the network

distributed in a two-dimensional plane and L is the set of all

links (i, j) where, i; j 2 V Link (i, j) = 1 if and only if

j 2 NEBi, where NEBi is the set of neighbours of node

i. Assuming that multiple objects are moving in the envi-

ronment, they will be detected by some sensor nodes which

are denoted by source nodes. The frequency of object

movement at each source node differs according to the

number of objects that are within the sensing range of each

source node. The information about the presence of the

detected objects at each source node should be reported to

one of the sink nodes.

In order to select the optimal sink for each source node,

it should satisfies two constraints, (1) the sensor nodes on

the routing paths to that sink should have the maximum

residual energy to achieve balanced energy consumption,

(2) low transmission energy consumption. In our model,

the minimum residual energy of sensor nodes on all paths

that used to send messages from the source nodes to a

certain sink during a certain time interval is used to eval-

uate the residual energy toward that sink. The maximum

minimum residual energy of sensor nodes toward a certain

sink means the maximum residual energy toward that sink.

In addition, hop count is used to represent the energy

consumption of data transmission in our model where, the

less hop count implies the less energy consumption at a

fixed transmission range.

Once each of the source nodes select the optimal sink,

its information should be sent to the chosen sink through

intermediate sensor nodes which acts as a relay nodes. The

chosen path from each source node to the chosen sink

should be the best path which satisfies some constraints

including (1) low communication cost, (2) its reliability

greater than or equal target value, (3) at the same time,

sensor nodes on that path should have the maximum value

resulting from our equation between the residual energy
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and weight compared with their neighbours to balance

energy among sensor nodes, and (4) as well, sensor nodes

should have a buffer space greater than or equal message

size to reduce number of lost packets and energy con-

sumption due to retransmission of the same packets as a

result of buffer overflow.

4 Problem formulation for optimal solution

Based on the previous modelling to the object tracking

problem, the problem can be solved optimally. In this

section, the problem is mathematically formulated using

Integer Linear Programming (ILP); then solved by any of

the selected solver. This solution is used to guarantee the

optimal solution, if any, to the previously described prob-

lem. However, due to the complexity of the problem and its

constraints, it is expected and it is well known from the

previous experiences in similar problems [31, 32] that no

optimal solution could be found in some cases of the

problem representation. Therefore, the mathematical for-

mulation is used to solve small-scale problems as well as it

is designed to fully understand the problem with its major

constraints. In addition, the optimal solution for small-scale

problems could be used to measure the quality of any given

heuristic that might be used to solve the same problem. Up

to our knowledge, this is the first ILP for the multi-sink

object tracking problem using WSN. In fact, in the next

section, the paper explains a REBTAM solution to the

optimization problem. This solution is used for large-scale

problems.

To simplify the description of the problem and its for-

mulation, the notations used to model the problem are

given in Table 1.

The residual energy has been utilized by many of the

researchers and prototypes; for instance, in [33] used the

residual energy to balance energy consumption among

sensor nodes. The authors in [34] also used the residual

energy to balance energy consumption and maintain cov-

erage and connectivity. In addition, the presented protocol

in [35] used the residual energy to balance data traffic

among the nodes and improve the network lifetime. So, it is

not that hard to get at least some knowledge about the

residual energy of a node especially with new smart

sensors.

Similar to the previously stated researchers, our pro-

posal in this paper is to use the residual energy to balance

energy consumption among sink nodes and among sensor

nodes. Our algorithm avoids the energy consumption due

to exchanging energy among the nodes in a distributed

network by limiting the energy exchange to nodes’

neighbours as given in [33–35]. Therefore, nodes need only

to know their neighbours energy. In addition, an event-

based approach is used for nodes’ energy update in which,

no periodic messages will be sent between the neighbours

unless there is a need for that; again, this saves the nodes’

energy, avoids nodes congestion, and nodes interference

will be limited.

Now, let’s start with the selection of the optimal sink

for each source node which depends on the minimum

residual energy of sensor nodes located in the direction to

that sink. When the message sent from any source node s

to a certain sink along the path p, the minimum residual

energy of the relay nodes on that path is included in the

energy field in the data message, there is no new message

for it. If any relay node finds that its residual energy is

less than that in the energy field, it will be changed to the

new value in the data message. Such energy information

is recorded at the sink node if its value is less than the

previous one. Therefore, every certain time interval Ts,

each sink node broadcasts a message contains the mini-

mum residual energy toward that sink to all of the sensor

nodes. The minimum residual energy is defined by

Eq. (1).

MREsi ¼ min Esi
minpn

n o
n ¼ 1; 2; . . .;N ð1Þ

where, Pn is the set of all paths used by the source nodes to

send their data to the sink node si during time interval Ts
while Nis the number of these paths.Esi

minpn
is the set of the

minimum residual energy of the sensor nodes on all the

paths Pnto sink node si during a certain time interval Ts.

Due to the use of multi-hop routing technique, the

information about the detected objects at each source node

should be transmitted as messages to the chosen sink si
through the relay nodes. Since the energy resource is

limited on such nodes, it is highly needed to achieve energy

balanced routing. The node with heavy weight and low

residual energy should be prevented from being selected as

a next hop. So, the proposed algorithm considers the

selection of the relay nodes based on the value of a new

proposed function. This function enables the selection

decision according to the residual energy and weight of

nodes. The computation of the weight of each node j is

defined by Eq. (2) as follows:

wej ¼
P

i2NEBj

Mesi if dissi
j
\dissi

i

0 otherwise

(
ð2Þ

Since the objects in the monitored environment are

distributed non-uniformly, node’s weight can be defined as

the total number of messages at the object’s neighbour

nodes. Equation (2) means that packets are not allowed to

be transmitted backward to the neighbours with higher hop

count. This strategy ensures that the packets are forwarded

closer toward the sink and prevents forming a loop.
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Table 1 Our model notations

Notation Description

Given parameters

S The set of all sensor nodes that in sensing or sensing-relaying state

R The set of all sensor nodes that in relaying state accept sink node

Si The set of all sink nodes

L The set of all links, ði; jÞ 2 L and i 6¼ j

C The set of transmission cost C(i,j)associated with link (i, j)

PRR The set of packet reception ratio PRR(i,j)associated with link (i, j)

Q The target end-to end success probability

Ds The set of all messages corresponding to the detected objects at each source node s, 8s 2 S:

Ts Time interval

MREsi The minimum residual energy toward each sink node si during a given time interval, 8si 2 Si

mhcssi The minimum hop count from each source node s to each sink node si, 8si 2 Si;8s 2 S

dissii The Euclidean distance from node i to the sink node si, i 2 S [ R; si 2 Si

REj The residual energy of each sensor node j, j 2 NEBi;NEBi 2 S [ R

seði;jÞ The energy required to do single hop transmission from i to j, ði; jÞ 2 L

Mesi The number of messages at node i, i 2 S [ R

wej The weight of a neighbour j, j 2 NEBi;NEBi 2 S [ R

Ewrj The relation between the residual energy and weight for each neighbour node j, j 2 NEBi;NEBi 2 S [ R

pz The packet size

Brj The ratio between buffer space and packet size

bsj Buffer space at node j

bmj The number of messages that can be received by node j without buffer overflow.

NREj The ratio between REj and se(i,j) for each neighbour node j, i 2 NEBi;NEBi 2 S [ R

ENCj The energy consumption for each neighbour node j, j 2 NEBi;NEBi 2 S [ R

Ps
si

The set of all candidate paths between any pair (s, si), 8s 2 S;8si 2 Si

PRRPs
The set of PRR for all candidate paths between any pair (s, si), 8s 2 S;8si 2 Si

NEBi The set of neighbours of node j, j 2 S [ R;NEBj 2 S [ R:

Indicator parameter

dpj The indicator function which is 1 if node j is on path p and 0 otherwise

Decision variables

tsdði;jÞ 1 if the source node s uses the link (i, j) to transmit message d through it to sink node and 0 otherwise, 8d 2 Ds;8s 2 S; and ði; jÞ 2 L:

bsdsi
1 if the sink node si has the minimum load compared with the other sink nodes and 0 otherwise, 8s 2 S; si 2 Si; and 8d 2 Ds:

hssi 1 if the sink node si has the minimum hop count compared with the other sink nodes and 0 otherwise, 8s 2 S; si 2 Si:

gsdsi
1 if the source node s uses the sink node si to report its message d to it and 0 otherwise, 8s 2 S; si 2 Si; and 8d 2 Ds:

zK 1 if the difference between the load of sink node K and si is less than zero and 0 otherwise, 8si 2 Si;K 2 Si � fsig:
Usd

ði;jÞ 1 if the sensor node i uses node j to relay message d of the source node sand 0 otherwise,

8d 2 Ds;8s 2 S; i 2 S [ R; j 2 NEBi; and NEBi 2 S [ R

xsdp 1 if the source node s select the path p to send message d to sink node and 0 otherwise, 8s 2 S; p 2 Ps; and 8d 2 Ds:

zN 1 if the difference between Ewrj of sensor node j and EwrN of sensor node N is less than zero and 0 otherwise,

8j 2 NEBi;N 2 NEBi � fjg; and NEBi 2 S [ R:

mj 1 if the sensor node j has a maximum residual energy to weight ratio compared with other neighbours and 0 otherwise,

8j 2 NEBi; and NEBi 2 S [ R:

bj 1 if the total number of messages that can be received by node j without buffer overflow greater than zero and 0 otherwise,

8j 2 NEBi; and NEBi 2 S [ R:

ksdp 1 if the selected path p for each source node s and message d has PRR greater than or equal to the target end-to-end success probability

and 0 otherwise, 8s 2 S;8d 2 Ds; and p 2 Ps:
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In addition, the new function that combines residual

energy and weight for each node j at time t is defined by

Eq. (3) as follows:

where, IEj is the normalized initial energy of node j which

is the ratio between the initial energy of node j and the

energy required to do single hop transmission and recep-

tion and NREj is the normalized residual energy of node

j which is the ratio between the residual energy of node

j and the energy required to do single hop transmission and

reception.

In event-driven sensor networks such as those used in

object tracking application, nodes normally operate under

low or idle load states. When events occur, these nodes

suddenly become active; resulting in a part of the network

becoming overloaded and causing congestion in some

areas. Since the sensor nodes have limited memory, it is

impossible to buffer a large number of packets. Conse-

quently, the buffer of the relay node may start overflowing;

this may result in loss of important packets and more

energy consumption due to the retransmission of the lost

packets [10, 11, 36]. In order to avoid congestion or

overloaded nodes, the normalized buffer space is integrated

into routing choice. The normalized buffer space is defined

as the ratio between the buffer space and packet size. It is

used to express the number of packets that can be received

by every sensor node without it starting buffer overflowing

at a certain time. The normalized buffer space of node j at

time t can be defined as follows:

bmjðtÞ ¼
bsjðtÞ
pz

if bsjðtÞ� pz

0 otherwise

8<
: ð4Þ

Dijkstra algorithm has been used to compute the

shortest path from the source node to the sink nodes to

get the solution set of hssi

n o
and the shortest path from

the source node to the chosen sink to get the solution set

of xsdp

n o
; the objective in these cases is to minimize

communication cost. To fit the Dijkstra algorithm into

our formulation, the algorithm is represented mathemat-

ically as follows [37]:

The sensor nodes are being processed according to their

order. The sensor nodes that are yet to be processed

denoted by U, initially U 2 S [ R. When a sensor node i is

processed, the following task is performed:

FðjÞ ¼ minfFðjÞ;Dði;jÞ þ FðjÞg; for all j 2 NEBi;NEBi

2 U

ð5Þ

where F(j) denotes the length of the shortest path

from node i to node j which initially equal to zero for

the first processed node. When the sensor node i is

processed, the {F(j)} values of its neighbours that have

not yet been processed are updated in accordance with

Eq. (5).

To complete the informal description of the algorithm, it

is only necessary to specify the order in which the nodes

are processed. The next node to be processed is one whose

F(j) value is the smallest over all the unprocessed nodes as

follows:

i ¼ argminfFðjÞg; j 2 U ð6Þ

Recalling that U denotes the set of unprocessed nodes,

Thus after node i is processed it is immediately deleted

from U, where, U = U - {i}

The total communication cost for a graph G and object

tracking tree T is defined as the sum of the individual

contributions of all source and relay nodes in G:

Total communication cos tðG; TÞ ¼
X
s2S

X
d2Ds

X
ði;jÞ2L

tdsði;jÞCði;jÞ

ð7Þ

Based on these computations the problem is formulated

as follows:

The objective function:

ZIP ¼ min
X
s2S

X
d2Ds

X
ði;jÞ2L

tdsði;jÞCði;jÞ ðIPÞ

Subject to:X
si2Si

hssi ¼ 1 8s 2 S ð8Þ

X
K2Si� sif g

zK MREsi �MREKð Þ\0 8si 2 Si ð9Þ

EwrjðtÞ ¼ exp NREjðtÞ � wejðtÞ
� ��

IEj

� �
� NREjðtÞ

1þ IEj � NREjðtÞ
� �

 !
if wej 6¼ 0

0 otherwise

8><
>:

ð3Þ
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2�
X

K2Si� sif g
zK ¼ bsdsi þ 1 8si 2 Si; 8s 2 S; 8d 2 Ds

ð10Þ
X

K2Si� sif g
zK � 1 8si 2 Si ð11Þ

X
si2Si

bsdsi ¼ 18s 2 S; 8d 2 Ds ð12Þ

X
si2Si

hssib
sd
si
� gsdsi 8s 2 S; 8d 2 Ds ð13Þ

X
p2Ps

si

xsdp ¼ 1 8s 2 S; 8d 2 Ds; si 2 Si ð14Þ

X
i2S[R

Usd
ði;jÞ ¼ 1 8s 2 S; 8d 2 Ds; j 2 NEBi;NEBi 2 S [ R

ð15Þ
X

N2NEBi�fjg
zNðEwrj � EwrNÞ\0 8j 2 NEBi;NEBi 2 S [ R

ð16Þ

3�
X

N2NEBi�fjg
zN ¼ mj þ 1 8j 2 NEBi;NEBi 2 S [ R

ð17Þ
X

N2NEBi�fjg
zN � 1 8j 2 NEBi;NEBi 2 S [ R ð18Þ

X
p2pssi

ksdp PRRp �Q 8s 2 S; 8d 2 Ds;PRRp 2 PRRpssi
; si

2 Si

ð19Þ

ksdp þ 1� xsdp þ 1 8p 2 Ps; s 2 S; d 2 Ds ð20Þ
X

j2NEBi

bjbmj [ 0 NEBi 2 S [ R ð21Þ

X
p2Ps

X
j2NEBi

dpj x
sd
p mjbjk

sd
p �Usd

ði;jÞ 8s 2 S; 8d 2 Ds; i

2 S [ R;NEBi 2 S [ R ð22Þ
X

j2NEBi

mj � 1 NEBi 2 S [ R ð23Þ

X
j2NEBi

bj � 1 NEBi 2 S [ R ð24Þ

X
ði;jÞ2L

tsdði;jÞ � 1 8s 2 S; 8d 2 Ds ð25Þ

zK ¼ 0 or 1 K 2 Si � sif g ð26Þ

bsdsi ¼ 0 or 1 8s 2 S; 8d 2 Ds; si 2 Si ð27Þ

hssi ¼ 0 or 1 8s 2 S; ; si 2 Si ð28Þ

gsdsi ¼ 0 or 1 8 s 2 S; 8d 2 Ds; si 2 Si ð29Þ

zN ¼ 0 or 1 N 2 NEBi � jf g ð30Þ

xsdp ¼ 0 or 1 8s 2 S; 8d 2 Ds; p 2 Ps ð31Þ

Usd
ði;jÞ ¼ 0 or 1 8s 2 S; j 2 NEBi;NEBi 2 S [ R; 8d 2 Ds

ð32Þ
mj ¼ 0 or1 8j 2 NEBi;NEBi 2 S [ R ð33Þ

ksdp ¼ 0 or1 8p 2 Ps;8s 2 S; 8d 2 Ds ð34Þ

tsdði;jÞ ¼ 0 or1 8s 2 S; 8d 2 Ds; ði; jÞ 2 L ð35Þ

bj ¼ 0 or1 8j 2 NEBi;NEBi 2 S [ R ð36Þ

To simplify the description of the formulation the con-

straints are divided into sets and each set is recognized by

its functionalities as follows:

4.1 Routing constraints

The routing constraints involve constraints 8, 13, 14, 15,

22, 23 and 24.

Constraint (8): It is used to guarantee that any source node

s must choose only one sink node.

Constraint (13): Once the sink node si is selected, and it

has the maximum minimum residual energy compared with

the other sink nodes. Then, the decision variable gsdsi must

be enforced to 1.

Constraint (14): It is used to guarantee that any source

node s must choose only one path to the chosen sink.

Constraint (15): To avoid cycle, the use of any node j as a

relay node for the same source node sends a message d is

equal 1, except the sink node.

Constraint (22): once the path p is selected and the PRR of

that path is greater than or equal the target end-to-end

success probability. As well as, the node j is on the path

and has the highest residual energy to weight ratio com-

pared with other neighbour nodes. In addition, the node j

can receive the message without buffer overflow. Then the

decision variable Usd
ði;jÞ must be enforced to equal 1.

Constraint (23–24): They are used to guarantee that any

node i must choose only one node j from its neighbours.

4.2 Energy constraint

The energy constraints contain constraints 9, 10, 11, 12, 16,

17, and 18.

Constraint (9–12): they are used to balance energy con-

sumption of the whole network. Any source node s must

choose only one sink node si to report its message d to it.
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The chosen sink should have the lowest load compared

with the other sink nodes.

Constraint (16–18): they are used to maintain higher and

balance residual energyonnodes.Anynode imust choose only

one node j from its neighbours which have the highest residual

energy to weight ratio compared with other neighbour nodes.

4.3 Reliability constraint

The reliability constraints contain constraints 19 and 20.

Constraint (19–20): It is used to guarantee that the selected

path p for the source node s and message d has a PRR greater

than or equal the target end-to-end success probability.

4.4 Buffer constraint

The buffer constraint contains constrain 21.

Constraint (21): It is used to prevent buffer overflow. Any

node i must choose only one node j from its neighbours

which can receive its message without buffer overflow.

4.5 Decision variables

The decision variable constraints are composed of con-

straints 26through 36.

Constraint (26–36):

tsdði;jÞ; zK ; gy; b
sd
si
; hssi ; x

sd
si
; zN ; x

sd
p ;U

sd
ði;jÞ;mj; bj; and ksdp

equal 0 or 1.

4.6 Redundancy constraint

The redundancy constraints include only constraint number

25.

Constraint (25): For all
P

ði;jÞ2L
tsdði;jÞ must be greater than or

equal to 1.

5 The proposed solution

This section describes the second solution approach for the

reliable object tracking problem which is divided into two

steps as described below.

1. The selection of the optimal sink by a probability

which depends on the residual energy and the energy

consumption of data transmission.

2. The selection of the relay nodes depends on the node cost

which takes residual energy, weight, and buffer space of

the relay nodes into account. As well as, the energy

consumption and reliability of data transmission.

5.1 Initialization

During the initialization phase, each sink node broadcasts a

control message to all 1-hop neighbours with a hop count

field initialized to ‘‘0’’. Each node receiving the message

updates its hop count (increments the value by 1) and

rebroadcasts the control message to its 1-hop neighbouring

nodes. If any node receives the control message from the

node whose hop count is lower or equal its hop count. Then

the sending node is considered as the next hop candidate

node; otherwise, the control message is discarded. This

process repeated until all the nodes are initialized.

5.2 Data transmission

Once the source node detects an object, the process of

selecting the optimal sink node for data transmission is star-

ted. The selection of the sink node is related to the sink node

cost. The sink having themaximum cost is to be considered as

the optimal sink node. Our model takes the residual and hop

count into account. When a message sent from any source

node to a certain sink, the minimum residual energy of the

sensor nodes on the routing path will be reported to that sink

and then updates its residual energy information which rep-

resents the least received value at this sink. Such information

is used to evaluate the residual energy of the sensor nodes

located in the direction to a certain sink. That’s to say, the

higher residual energy means the greater sink cost. In this

way, the energy balance factor is taken into consideration.

Hop count is used to represent energy consumption of data

transmission where, at a fixed transmission range the less hop

count means the less energy consumption. The cost of a sink

node si at the source node s is determined as follows:

Prs s; sið Þ ¼ MREsi

mhcssi
ð37Þ

After the source node selects which the sink the data

will be sent to, the process of selecting the relay nodes for

data transmission is started. The selection of the relay node

is related to the node cost. The node having the maximum

cost is to be considered as the next hop node. Whenever, a

given node i have data to send, it calculates the value of

NCj associated for each neighbour node j. Then, it sends its

data over the neighbour node having the greater value of

NCj which is calculated as follows:

NCjðtÞ ¼ ðejðtÞ þ hdijðt) þ NbsjðtÞÞ � rijðtÞ ð38Þ

where

ejðtÞ ¼
EwrjðtÞ

min EwrjðtÞ
� � ð39Þ
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rijðtÞ ¼ PRRij
�
max PRRij

� �� �

þ PRRij � PRRsi

� �
� PRRsi

� �
ð40Þ

hdijðtÞ ¼ ðhci � hcjÞ þ 1
� �

� disi
�
disj

� �
ð41Þ

NbsjðtÞ ¼
buffer space� packet size

buffer size
ð42Þ

where, PRRsi represents the PRR of the path from the

source node s to the node i.

The major issues to be tackled by the routing protocols

for WSNs comprises of providing reliability and conges-

tion control mechanisms while being energy efficient. Both

of the two factors help in reducing packet loss, which

results in an energy efficient network operation that is a key

factor in increasing network lifetime.

Therefore, Nbsj(t) and rij(t) are used in the calculation of

NCj which enables decision making according to the buffer

space on the neighbour nodes and reliability of the wireless

links.

As in Eq. (39), ej(t) is related to the proposed relation

between residual energy and weight. Ewrj(t) is used in

order to distribute traffic loads as evenly as possible across

the network with an aim to balance energy consumption

among the nodes and improve network lifetime.

One of the main challenges in WSN is to maximize

network lifetime by conserving energy. Consequentially,

choosing the paths with minimum length for data trans-

mission is required to minimize energy consumption and

conserve much more energy as possible. Therefore, the use

of hdij(t) function in the calculation of NCj allows the

REBTAM algorithm to be energy-efficient.

In order to collect the information required to calculate

the value of ejðtÞ; rijðtÞ; and NbsjðtÞ, the node i broadcasts

the next hop selection message to its 1-hop neighbours. On

receiving the reply, if the Euclidean distance from the

neighbour node to the chosen sink is found to be greater

than that of the node itself, the message is discarded. Then

this neighbour node is removed from the routing calcula-

tion. Once the reply message is received, the node i calcu-

lates the link cost using Eq. (38) and selects the neighbour

node having the maximum cost.

6 Performance evaluations

The performance of the proposed approach for multi-sink

WSNs is evaluated through comparison with sophisti-

cated algorithms designed for multi-sink WSNs such as

DTAR [24], NBPR [25], and MSDDGR [27].The reason

of selecting DTAR to compare with is that it is one of

the most recent work that deals with multi-sink problem

and unfortunately till writing this paper, up to our

knowledge, there is no routing algorithm taking into

consideration all used, in our paper, parameters together.

The section starts by describing the performance metrics

followed by simulation environment and finally simula-

tion results.

6.1 Performance metric

For a comprehensive performance evaluation, several

quantitative metrics considered are defined below.

1. Network Lifetime [8]. It is defined as the time duration

from the beginning of the network operation until the

first node exhausts its battery.

2. Energy Imbalance Factor (EIF) [8]. It is defined to

quantify the routing protocol energy balance charac-

teristic which defined formally as the standard variance

of the residual energy of all nodes. The EIF was

calculated during running time (simulation time) to

quantify the routing protocol energy balance charac-

teristic.

EIF ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðREi � REavgÞ2
s

where n is the total number of sensor nodes, REi is the

residual energy on node i, and REavg is the average

residual energy of all nodes.

3. Throughput Ratio (TR) [38]. This metric is defined as:

TR ¼ Number of packets received by the sin k

Number of packets sent by source nodes

4. Average End-to-End Delay (Seconds) [39]: It is

defined as the average time a packet takes to travel

from source node to the sink node. This includes

propagation, transmission, queuing, and processing

delay. The processing delay can be ignored as a result

of fast processing speed [40].

6.2 Simulation environment

In this work, the sink node, and sensor nodes are stationary

after being deployed in the field. All the later experiments

are done for both homogeneous and heterogeneous node

energy distributions on a custom Matlab simulator. Data

traffic is generated according to a Poisson process of

intensity k packets per second. In addition, we choose a

harsh wireless channel model, which includes shadowing

and deep fading effects, as well as the noise. The simula-

tion parameters are listed in Table 2 according to
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TDA5250 datasheet [41]. The energy consumption model

used in this paper is according the TDA5250 radio energy

model. The proposed MAC protocol is inspired by IEEE

802.11 MAC protocol.

6.3 Simulation results

In this section, a variety of experiments are conducted to

evaluate the performance of the proposed REBTAM

approach for multi-sink WSNs compared with DTAR [24],

NBPR [25], and MSDDGR [27] in terms of network life-

time, network throughput, average end-to-end delay, and

energy balance for homogeneous and heterogeneous net-

works. In all later experiments, each node is assumed to

have an initial energy of 500 mJ for homogenous network,

while it is between 500 and 450 mJ randomly for hetero-

geneous network. The same proposed scheme for selecting

the optimal sink is used with the DTAR algorithm in all

later experiments, since it doesn’t consider the principle

about selecting sink node.

6.3.1 Optimal and REBTAM approaches performance

In these set of experiments, we evaluate and analyse the

performance of the ILP optimization approach compared to

swarm solution. In order to verify the success of the pro-

posed REBTAM intelligence approach, it should be com-

pared with the results obtained from optimization approach

using the same network characteristics. Two sets of

experiments are conducted with the same network param-

eters. The first set of experiments assumes that a single

object has been moved in the environment and detected by

the three source nodes which denoted by S1 and S2. The

second set of experiments assumes that multi-objects have

been moved in the environment and detected by the same

source nodes. The two experiments are conducted with

different target reliabilities, 0.5, 0.6, 0.7, 0.8, and 0.9 as

given in Table 3.

As can be seen from the simulation results in Table 3,

when the target reliability increases, the ILP approach

cannot find a solution. Unlike REBTAM solution which it

finds a solution with reliability close to the target value. It

is worth mentioning that in small size problems like the one

presented in Table 3, the obtained reliability by the

REBTAM solution is very close to the ILP approach

gained reliability.

The simulation results for the second set of experiments

are shown in Tables 4, and 5.The detected objects for each

source node are denoted by ob1… etc. As can be seen from

the simulation results in Tables 4 and 5, ILP approach

cannot find a solution for all detected objects. In addition,

when the target reliability increases, the ILP approach,

unfortunately, cannot find a solution due to the required

memory and long-time taken. On the other side, the pro-

posed REBTAM approach was able to find the second

optimal path as in Table 5. For instance, when the target

reliability equal 0.5 ILP approach find a solution for only

the first detected objects at each source node but cannot

find the solution for other detected objects. Unlike

REBTAM approach which find a solution for all detected

objects close to the target value.

6.3.2 Network lifetime evaluation for homogenous

and heterogeneous networks

In this set of experiments, the performance of the proposed

REBTAM approach is evaluated in terms of network life-

time for both homogenous and heterogeneous networks

compared to DTAR [24], NBPR [25], and MSDDGR [27].

6.3.2.1 Network lifetime evaluation with different number

of sink nodes These experiments study the impact of

varying the number of sink nodes on the network lifetime

for homogeneous and heterogeneous networks as shown in

Figs. 1 and 2 respectively. In these experiments, 100 sensor

nodes are randomly deployed in an area of

1000 m 9 1000 m square, while increasing number of

deployed sink nodes starting from one sink to three sink

nodes. The number of source nodes that can detect the

objects in the environment and the average traffic rate k are

fixed to 10 and 5 packets per seconds respectively.

As depicted in Figs. 1 and 2, deploying more sink

nodes prolong the network lifetime. This happens

because, as the number of sink nodes increases, nodes

have more choices among the sink nodes to route the data

packets which reduce the number of nodes that participate

in the routing of data packets, and thus reduce the number

Table 2 Simulation environment parameters

Parameters Values

Node distribution Random

Maximum number of retransmission 4

Packet size 64 byte

Buffer size 128 byte

Frequency 869 MHz

Transmission power 9 dBm

Maximum transmission range 200 m

Radio data rate 64 Kbps

Path loss exponent 2.7

Shadow fading variance 2

Noise power -96 dBm

Reference distance 1 m

Weights (a, b, c, k, and /) 0.016/0.154/0.3/0.05/1.1

q 0.65
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of exhausted nodes in the network which in turn prolong

the network lifetime. Meanwhile, with more sink nodes in

the network, the probability of having a sink in the

proximity of a sensor increases, thus less hops would be

crossed to reach a sink and the overall energy consump-

tion would be reduced. Even though more sink nodes save

more energy, the number of sink nodes should be limited

as the sink nodes’ cost is usually much larger than sensor

nodes’ cost.

However, it is evident that the proposed REBTAM

approach achieves longer lifetime even while increasing

the number of sink nodes as compared with the others. This

can be justified as follow. The proposed REBTAM

approach can balance the energy consumption and traffic

loads efficiently across the network. At the same time, it

improves the packet delivery against unreliable links and

Fig. 1 Network lifetime versus number of sink nodes for homoge-

neous network

Fig. 2 Network lifetime versus number of sink nodes for heteroge-

neous network

Table 3 Single object

detection
Target value Optimization problem REBTAM approach

Obtained reliability Total energy Obtained reliability Total energy

S1 S2 S1 S2

0.5 0.94 0.70 15 units 0.94 0.69 15 units

0.6 0.94 0.70 15 units 0.94 0.69 15 units

0.7 0.94 0.70 15 units 0.94 0.69 15 units

0.8 0.94 – – 0.94 0.69 15 units

0.9 0.94 – – 0.94 0.69 15 units

Table 4 ILP approach multi-objects detection

Q Obtained reliability

S1 S2

Ob1 Ob2 Ob1 Ob2 Ob3

0.5 0.94 – 0.70 – –

0.6 0.94 – 0.70 – –

0.7 0.94 – 0.70 – –

0.8 0.94 – 0.70 – –

0.9 0.94 – – – –

Table 5 REBTAM approach multi-objects detection

Q Obtained reliability

S1 S2

Ob1 Ob2 Ob1 Ob2 Ob3

0.5 0.94 0.94 0.68 0.65 0.75

0.6 0.94 0.94 0.68 0.65 0.75

0.7 0.94 0.94 0.68 0.65 0.75

0.8 0.94 0.94 0.68 0.65 0.75

0.9 0.94 0.94 0.68 0.65 0.75
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buffer overflow, thus saving energy consumption due to the

retransmission of the lost packets.

In the case of MSDDGR algorithm, the node before

transmitting their packets always chooses the nearest sink

node as its current destination. Then it selects a neigh-

bour node nearest to the chosen sink as the next hop.

However, balancing loads among sink nodes and bal-

ancing the loads among sensor nodes situated on the

routes to reach sink nodes are not taken into account.

Therefore, messages sent to an overloaded sink may keep

using the same relay nodes and as a result depleting their

energies, subsequently affect the network lifetime. As

well as, it doesn’t consider the reliable message delivery

and congestion control mechanism for data transmission

leading to a lot of lost packets and thus causes a large

amount of energy consumption due to the retransmission

of the lost packets.

DTAR algorithm spreads traffic over underloaded paths

to reduce congestion and buffer overflow unaware of

residual energy distribution in the network and the relia-

bility of the routing paths. This readily leads to energy

imbalance and more energy consumption due to the

retransmission of the lost packets as a result of unreliable

wireless links.

The NBPR relies on the residual energy to balance loads

among sink nodes and to balance loads among sensor

nodes situated on the routing paths to reach sink nodes.

However, it is not sufficient to achieve effective energy

consumption balance across the network. In addition, it

doesn’t consider how to alleviate congestion and how to

avoid unreliable wireless links, which diminish the network

throughput resulting in more energy consumption due to

the retransmission of the lost packets.

6.3.2.2 Network lifetime evaluation with different average

traffic rate These simulation experiments evaluate the

performance of the proposed REBTAM approach with

respect to the average traffic rate k for homogeneous and

heterogeneous networks as shown in Figs. 3 and 4

respectively. In these experiments, a random topology is

built in a 1000 m 9 1000 m area with 100 sensor nodes

and a 2 sink nodes placed at (1000 m, 0 m) and (1000 m,

1000 m).

It can be seen from the figures, the network lifetime

decreases, as the traffic rate increase due to two reasons.

First, when the traffic increases, the packet delivery ratio

reduces due to collision leading to more retransmission

times and thus causes the waste of energy. The second

reason is that the relay load of nodes increases with

increasing traffic rate.

However, the proposed REBTAM approach achieves

the improvement on the network lifetime as compared with

that proposed for single sink. The reason of this improve-

ment can be explained by the fact that the multi-sink

topology can balance energy consumption and effectively

solve the energy hole problem more than single sink, which

extends the network lifetime. In addition, multi-sink usage

reduces the distance a data packet has to travel to reach a

sink, resulting in more energy saving and longer lifetime. It

can be seen also from the figures that the performance of

the proposed REBTAM approach outperforms the DTAR,

NBPR, and MSDDGR schemes designed for multi-sink

WSNs, irrespective of the average traffic rate. This is

because; the proposed REBTAM approach balances the

energy consumption throughout the network and saves

energy consumption due to the retransmission of the lost

packets effectively more than the others.

Fig. 3 Network lifetime versus traffic rate k for homogeneous

network
Fig. 4 Network lifetime versus traffic rate k for heterogeneous

network
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6.3.3 Network throughput evaluation for homogenous

and heterogeneous network

In this set of experiments, the performance of the proposed

approach is evaluated in terms of TR for both homogenous

and heterogeneous networks compared to the DTAR [24],

NBPR [25], and MSDDGR [27] for homogeneous and

heterogeneous networks.

6.3.3.1 Network throughput evaluation with different

number of sink nodes These experiments study the impact

of varying the number of sink nodes on the network

throughput for homogeneous and heterogeneous networks

as shown in Figs. 5 and 6 respectively. For testing this

variation, the number of sink nodes is increased from 1 to 3

in a network of 100 sensor nodes randomly deployed in a

field area of 1000 m 9 1000 m square. The number of

source nodes and the average traffic rate k are fixed to 10

and 5 packets per seconds respectively.

It can be observed that the network throughput increases

with increasing the number of sink nodes, because the

average distance from sensor nodes to sink nodes is

decreased. However, the proposed REBTAM approach

outperforms the other algorithms. This happens because the

proposed REBTAM approach improves the packet delivery

ratio by selecting the more reliable paths and spreading data

traffic over underloaded nodes as much as possible to reduce

congestion and buffer overflow. But, the DTAR reduces the

number of lost packets due to buffer overflow by preventing

nodes with overloaded buffers from joining in routing cal-

culation, while the packet losses due to the unreliable

wireless links are not taken into account. The NBPR and

MSDDGR protocols don’t consider reliable message

delivery and congestion control mechanism for data

transmission.

6.3.3.2 Network throughput evaluation with different

average traffic rate The simulation experiments study the

variation in the network lifetime with respect to the aver-

age traffic rate k for homogeneous and heterogeneous

networks as shown in Figs. 7 and 8 respectively. These

experiments started with increasing the average traffic rate

k in a network from 3 to 7 packets per second with 100

sensors randomly deployed in a square area of

1000 m 9 1000 m with 2 sink nodes placed at (1000 m,

0 m) and (1000 m, 1000 m).

In general, as the average traffic rate increases, the

traffic load in the network increases. Since the traffic load

increases, a larger number of packets are pushed into the

network. This causes areas of congestion, leading to more

packet losses and therefore a decrease in the network

throughput.

Fig. 5 Network throughput versus number of sink nodes for homo-

geneous network
Fig. 6 Network throughput versus number of sink nodes for hetero-

geneous network

Fig. 7 Network throughput versus traffic rate k for homogeneous

network
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However, it can be seen from the figures that when the

average traffic rate increases, the network throughput of the

proposed REBTAM approach is slightly decreased.

Meanwhile, the proposed REBTAM approach achieves

further improvement in the network throughput compared

with DTAR, NBPR, and MSDDGR algorithms even while

increasing the average traffic rate in the network. The

reason for such results is that the proposed REBTAM

approach can effectively recover from congestion and

buffer overflow as much as possible even in cases of high

traffic by spreading traffic over underloaded paths, as well

as avoid the unreliable paths as compared to DTAR,

NBPR, and MSDDGR algorithms.

6.3.4 Energy balancing evaluation for homogenous

and heterogeneous networks

In this experiment, the performance of the proposed

approach is evaluated in terms of energy balance for both

homogenous and heterogeneous networks compared to the

DTAR [24], NBPR [25], and MSDDGR [27] for homo-

geneous and heterogeneous networks. The EIF was cal-

culated during running time to find the network’s balance

efficiency. these simulation experiments are conducted in a

network of 100 sensor nodes distributed randomly in a two

dimensional simulation area of size 1000 m 9 1000 m

with 2 sink nodes placed at (1000 m, 0 m) and (100 m,

1000 m). The number of source nodes and the average

traffic rate k are fixed to 10 nodes and 5 packets per sec-

onds respectively.

Figures 9 and 10 present the variation of EIF over

simulation time for homogeneous and heterogeneous net-

works respectively. It is clear from the figures that EIF

increases with more running time. Indeed, in random

topologies, some sink nodes are deployed in highly dense

areas while the others are not. Since these areas are not

necessarily overlapping, some sensor nodes are obliged to

bind exclusively to certain sink nodes, subsequently

enforcing an unbalance in the distribution of sensors

among the sink nodes. Undoubtedly, it has a negative

impact on the variance of residual energy across the net-

work. It reveals the reason behind the augmentation of the

EIF with more running time.

However, it is obvious that the EIF of the proposed

scheme can balance energy consumption efficiently more

than that of the proposed scheme for single sink. This is

due to the fact that multi-sink usage can balance energy

consumption of the whole network and relieve the energy

hole problem more than single sink. Also, it can be seen

from the figures that the EIF of the proposed approach is

less than that of the others. This is happens because, in the

Fig. 8 Network lifetime versus traffic rate k for heterogeneous

network
Fig. 9 The EIF versus simulation time for homogeneous network

Fig. 10 The EIF versus simulation time for heterogeneous network
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case of MSDDGR scheme, there is no notion of residual

energy distribution, since any node has a packet waiting for

transmission always chooses the nearest sink as its current

destination, then it selects a neighbour node nearest to the

chosen sink. Therefore, messages sent to an overloaded

sink may keep using the same relay nodes and as a result

depleting their energies, leading to an unbalanced distri-

bution of residual energy.

NBPR scheme balance the load among sink nodes and

balance the load among the sensor nodes situated on the routes

to reach sink nodes based on the residual energy. The residual

energy of sensor nodes is not sufficient to achieve effective

energy balance across the network.DTARscheme spreads the

data traffic away from congested areas unaware of residual

energy distribution, leading to unbalanced energy consump-

tion in the network. But the proposed scheme balances the

load among sink nodes depending on the least residual energy

of sensor nodes that situated on the routes toward those sink

nodes. As well as, it balances the load among sensor nodes

depending of the energy weight cost presented in Sect. 4,

which provides more efficient energy balance than that

depending on the residual energy only.

6.3.5 Average end-to-end delay evaluation

for homogenous and heterogeneous networks

In this set of experiments, the performance of the proposed

REBTAM approach is evaluated in terms of end-to-end

delay for both homogenous and heterogeneous networks

compared to the DTAR [24], NBPR [25], and MSDDGR

[27] algorithms.

6.3.5.1 Average end-to-end delay evaluation with different

number of sink nodes These experiments study the impact

of varying the number of sink nodes on the end-to-end

delay for homogeneous and heterogeneous networks as

shown in Figs. 11 and 12 respectively. These experiments

were conducted in a network of 100 sensor nodes randomly

deployed in a 1000 m 9 1000 m square region, while

varying the number of sink nodes from 1 to 3. As well as,

the number of source nodes and the average traffic rate k
are fixed to 10 nodes and 5 packets per second respectively.

As can be seen from the figures, the average end-to-end

delay decreases with increasing the number of sink nodes,

because the average distance from sensor nodes to sink

nodes is decreased.

However, it is clear from the figures that the proposed

REBTAM approach has the lowest end-to-end delay

compared with the others, irrespective of the number of

sink nodes. This can be justified as follow. The proposed

REBTAM approach sends packets over the least conges-

tion areas and avoids the unreliable wireless links, leading

to reduced end-to-end delay in the network. On the con-

trary, the NBPR and MSDDGR can’t prevent packets from

going to heavily congested regions and can’t avoid the

unreliable data transmission and therefore an increase in

the end-to-end delay due to the retransmission of a lot lost

packets. The DTAR algorithm prevents packets from going

to possible congested areas, while the reliable data trans-

mission is not taken into account, which causes more

packet losses and thus increasing the end-to-end delay.

6.3.5.2 Average end-to-end delay evaluation with different

average traffic rate These simulation experiments study

the variation of the end-to-end delay with respect to the

average traffic rate k for homogeneous and heterogeneous

networks as shown in Figs. 13 and 14 respectively. These

experiments started with increasing the average traffic rate

Fig. 11 Average end-to-end delay versus number of sink nodes for

homogeneous network
Fig. 12 Average end-to-end delay versus number of sink nodes for

heterogeneous network
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k in a network from 3 to 7 packets per second with 100

sensors randomly deployed in a square area of

1000 m 9 1000 m with 2 sink nodes placed at (1000 m,

0 m) and (1000 m, 1000 m).

The results show that the end-to-end delay increases with

increasing the average traffic rate. The reason why the end-

to-end delay is increased in this case is because the network

traffic is increased with increasing the average traffic rate k
causes an increase in the queuing delay. It is evident that the

end-to-end delays of the proposedREBTAMapproach lower

than that of the proposed approach with single sink. This is

due to the fact that in multi-sink topology, the average dis-

tance from sensor nodes to the sink nodes is decreased, which

implies that the end-to-end delay decreases.

However, the proposed REBTAM approach performs a

smaller end-to-end delay than the others. This can be

justified as follow. Compared with NBPR and MSDDGR

algorithms, the proposed REBTAM approach reduces the

number of packets dropped and packet retransmissions by

avoiding the unreliable paths and the heavily congested

areas or overloaded nodes. On the other hand, the DTAR

algorithm can’t avoid the packet loss and packet retrans-

missions due to unreliable wireless links, leading to

increased end-to-end delay.

7 Conclusions

In this work, an efficient data reporting method for object

tracking in multi-sink WSNs is proposed. In data reporting

phase, the proposed approach not only reduces the energy

consumption but also balanced the loads among sink nodes

and among sensor nodes to extend the network lifetime. At

the same time, the sensed data delivered to the chosen sink

with the highest possible reliability and minimum buffer

overflow. A new scheme for selecting the optimal sink for

data transmission is proposed. This work formulates the

problem as 0/1 integer programming problem, and then

proposes REBTAM approach for solving the optimization

problem. Experiments have been carried out to evaluate

and analyse the performance of the proposed REBTAM

approach compared to the previous work such as DTAR,

NBPR, and MSDDGR protocols. Simulation results

showed that the proposed approach is robust; achieve

longer lifetime, and giving lower end-to-end delay com-

pared to the previous works for both homogenous and

heterogeneous networks.
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