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Abstract In the wireless sensor networks, sensor deploy-

ment and coverage are the vital parameter that impacts the

network lifetime. Network lifetime can be increased by

optimal placement of sensor nodes and optimizing the

coverage with the scheduling approach. For sensor

deployment, heuristic algorithm is proposed which auto-

matically adjusts the sensing range with overlapping

sensing area without affecting the high degree of coverage.

In order to demonstrate the network lifetime, we propose a

new heuristic algorithm for scheduling which increases the

network lifetime in the wireless sensor network. Further,

the proposed heuristic algorithm is compared with the

existing algorithms such as ant colony optimization, arti-

ficial bee colony algorithm and particle swarm optimiza-

tion. The result reveals that the proposed heuristic

algorithm with adjustable sensing range for sensor

deployment and scheduling algorithm significantly increa-

ses the network lifetime.

Keywords Scheduling � Sensing range � Sensor
deployment � Target coverage � Wireless sensor networks

1 Introduction

A sensor is a small, low cost and low power operating

device which is capable of sensing, processing and trans-

mitting the sensed data through wireless network. Wireless

Sensor Networks (WSN) plays a vital role in many appli-

cations such as security, battlefield surveillance, air traffic

control, biological detection, environment monitoring,

industrial automation, smart grid etc., [1, 2]. To monitor

such applications, the environment requires a bunch of

sensors to be deployed. The area that the sensor can

monitor or sense is called as coverage of the sensor [3]. A

sensor can monitor one or more targets within its sensing

range. Due to the small size of the sensor and deploying it

in inaccessible regions, replacing or charging of the battery

is impractical [4]. Hence, increasing the network lifetime is

one of the significant issues in WSN. Optimal deployment

of sensors [5–7], sleep scheduling (i.e.) switching the

sensors between active and sleep modes [8–11], and load

balancing [12] are the major factors that must be consid-

ered to increase the network lifetime.

In general, sensor node deployment can be categorized

into two types: random deployment and deterministic

deployment [13, 14]. Random deployment is highly suit-

able for the unknown region or inaccessible region. The

drawback in random deployment or un-deterministic

deployment is that the placed node may or may not cover

the target. The nodes which are not deployed near the

target might not able be to capture the useful information.

In order to overcome this problem, the node must be

moved towards the target after deployment. Since the

region is inaccessible the node must have the ability to

move by itself. Whereas in the deterministic deployment,

regions are well known to place the sensors. In such sce-

narios, the sensor network lifetime can be extended either
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in the deployment phase or in scheduling phase. In

deployment phase, the sensor nodes are placed in the

optimal locations to increase the network lifetime with

guaranteed coverage [15]. To achieve the optimal node

placement there are some bio-inspired algorithms, namely,

ant colony optimization (ACO), particle swarm optimiza-

tion (PSO), artificial bee colony (ABC) algorithm, genetic

algorithm, etc,.

Sensor coverage can be classified into area coverage and

target coverage. If the sensor network covers or senses the

entire region, then it is called as area coverage. If the

sensor senses the definite target (point) in the specified

region, then it is called as target coverage or point coverage

[4]. Target coverage can be categorized as simple cover-

age, k-coverage and Q-coverage. In simple coverage each

target is monitored by at least one sensor node. In case of

sensor node failure the target remains uncovered. To

overcome this problem, in k-coverage the target is moni-

tored by at least ‘k’ number of sensors. In Q-coverage, a set

of targets are monitored by a set of sensor nodes (i.e.) ‘n’

number of targets may covered by ‘q’ number of sensors.

The energy available in the sensor nodes are limited and

so the WSN devices are called as energy sensitive devices

[16]. So, in order to use the energy efficiently, scheduling

the sensor nodes to monitor the target is necessary. While

scheduling the sensor nodes, network congestion and

packet retransmission can be avoided, which drastically

reduces the usage of extra energy for communication in the

network. Scheduling the sensors for target coverage

increases the network lifetime. Instead of monitoring a

single target with number of sensors, number of targets can

be monitored by limited number of sensors in groups in a

round robin scheme [17, 18]. Number of sensors can be

grouped into sets where the sets may or may not have

duplicates. When a set is active, its element sensor nodes

will be in either idle or active mode, while all the other

sensors which are the elements of other sets will be in sleep

mode.

Load balancing is an other important factor to achieve

maximum network lifetime. The available energy of each

sensor varies drastically depending on its sensing range,

sensor’s distance from base station and the amount of

transmission power consumed by the sensor. Depending on

the available residual energy, the load can be balanced

between the sensors.

The main contribution of this paper are summarized as

follows:

• A new heuristic algorithm is proposed for sensor

deployment with automatic adjustment of sensing

radius.

• Optimization algorithms are employed for performance

analysis on the network lifetime of WSN.

• A novel sensor scheduling algorithm is designed for

increasing the lifetime of the WSN with a minimum

dominating sets approach.

• Performance analysis to ensure target monitoring,

network connectivity and quality of service in WSNs.

• Simulation results are presented to demonstrate the

efficiency of the proposed technique over the existing

optimization techniques.

The rest of the paper is organized as follows: In Sect. 2, the

related works are discussed. Section 3 explains the proposed

heuristic algorithms for node deployment and optimization

techniques for increasing the network lifetime. In Sect. 4,

sensor scheduling mechanisms are discussed. Section 5

showcases the results and conclusion is presented in Sect. 6.

2 Related work

In WSNs, sensing and target coverage are important met-

rics of quality of service (QoS). Using sensing range slicing

and active node scheduling methodologies, the authors in

[9] dealt with the problem of k-coverage in homogeneous

and heterogeneous WSNs. Two k-coverage protocols (1)

self scheduling driven k-coverage and (2) triggered-

scheduling driven k-coverage are proposed with their per-

formance analysis in this work. However, realistic sensing

model is not considered in [9].

In [19], the authors have used hybrid PSO and differ-

ential evolutionary algorithm to solve the target coverage

problem. In WSNs, a node monitors an event when it

occurs nearer to it. If the event occurs far away from the

node, then the detection accuracy will be less. [20] presents

localized coverage quality algorithm (LoCQAl) to satisfy

the detection accuracy which is based on the mobile nodes.

To extend the network lifetime, the monitoring process is

divided into rounds. In each round, only a set of sensors

will be active while the rest of the nodes would remain in

sleep mode to conserve its energy.

Zorbas et al. [23] deals with energy-efficient target

detection in WSNs with random node deployment. The

work evaluates the probability of missed detection of one or

more incoming targets, delay for detecting a target, latency

of notification transmission and network lifetime. But [23]

does not deal with the deterministic node deployment.

Zhao et al. [24] splits the deployed sensors into number

of sensor sets or groups. Each set monitors the target and

sends the data to sink. The sensor sets are activated

sequentially. Only the sensors which are in active state

senses the targets and relays the data to the sink. All the

other sensors will enter into energy-saving sleep mode. The

authors in [24] developed a heuristic algorithm called

communication weighted greedy cover (CWGC), which

uses a greedy method to select a set of source nodes to
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cover the target. The algorithm couples the communication

cost and the selection of source sets.

Target coverage problem in wireless heterogeneous

sensor networks (WHSNs) is considered in [4]. There are

two heuristic distributed schemes remaining energy first

scheme (REFS) and energy efficient first scheme (EEFS) to

reduce the target coverage problem. REFS considers

remaining energy in each sensor and neighbors decisions to

enable its sensing units to ensure every target being cov-

ered. EEFS considers its sensing capabilities and remaining

energy of its neighbors to make a better decision to turn on

its sensing units and to ensure each target being covered.

In WSN, the sensor must be deployed appropriately to

achieve better system performance. Kim et al. [25] proposes

an effective sensor deployment scheme based on the event

occurrence rate in a particular region. With the help of this

scheme, better surveillance of the targets can be achieved

with the minimum number of sensors. If a region experi-

ences an imperfect event occurrence, then this scheme

would fail to deploy the sensors in an effective way.

Mixed-integer linear programming model is developed

in [26] to maximize the network lifetime. The proposed

method determines the optimal locations for the sensors. It

also schedules the work activity for deployed nodes. When

there is a high data packet generation rate, sensor network

lifetime would get decreased significantly.

The fundamental problem in WSN is minimum latency

data aggregation schedule. It can be solved by adjusting the

transmission radii of the sensors. Hong et al. [27] partitions

the set of sensor nodes into major and minor sets. The

minor set aggregates the data to the major set and the major

set aggregates the data to the base station [27].

In smart grid, the number of active sensors are required

to satisfy the service requests. The main challenge here is

to handle the limited battery energy of sensor node effi-

ciently. To solve this problem, sleep scheduling model is

proposed based on round robin in [28]. Energy efficient

scheduling is considered to minimize the transmission

energy cost. Multi-access scheduling problem is reformu-

lated into job scheduling problem and it is solved by

adopting job scheduling policies [29].

2.1 Preliminaries and definitions

In this section, we have few definitions that help to build a

wireless sensor network.

1. Sensing radius ðsrÞ In the given region R, a sensor si is

placed. si can cover the region (R) from its location

si(x,y).

2. Communication range ðCrÞ Sensor si can communicate

with a Target tj, a sensor node sn or a base station (BS)

in the given region R.

3. Connectivity (C) Sensor nodes can communicate with

other nodes. The packet from a node can be transmitted

to base station either directly or indirectly through

intermediate nodes.

4. Degree of coverage ðDcÞ In a given region R, the

ability of the sensor si to monitor the average number

of targets.

5. Simple coverage (c) In the given region R, a target tj is

monitored by at least one sensor si, where si; tj 2 R.

i.e., Dc ¼ 1.

6. K Coverage (k) In the given region R, a target tj is

monitored by sensor si, where si, tj 2 R. i.e., Dc ¼ k. tj
is monitored by at least k sensor nodes, where k is a

predefined constant and all k number of nodes must be

in active state.

7. Threshold limit (T) The number of targets to be

monitored by a sensor si can be limited. Base station

can be able to set the threshold limit T for Sensor si.

2.2 Upper bound lifetime of a sensor networks

In a given region R, i sensors s1; s2; :::si are deployed to

cover j targets t1; t2; :::tj. The initial power of sensor node is

bi. To check the connectivity, it is assumed that the sensor

can compute the distance of neighbor node and the target to

be monitored. The Euclidean distance [13, 28] between two

points (sensor (x,y) and target (a,b)) within the region R is

defined as

Edðs; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 þ ðy� bÞ2
q

; ð1Þ

where sensor coordinate points are denoted by (x,y) and

(a,b) denotes target coordinate points. To find the distance

between the two objects (sensor and target), Eq. 1 is used.

The distance between a sensor and a target (geometric

object) is like a line in the plane with the minimal distance

Edðs; tÞ. If the distance between the sensor si and target tj is

less than the sensing radius sr, then the coverage matrix

Cmði; jÞ can be given by

Cmði; jÞ ¼
1; if Ed � sr

0; otherwise

8

>

<

>

:

ð2Þ

The lifetime of the sensor is the ratio of the initial battery

power and energy consumption rate. Lifetime of a sensor

battery (lb) can be denoted as

lbðiÞ ¼
bi

ei
; ð3Þ

where bi represents the initial battery power and ei denotes

the energy consumption rate of a sensor si. Cm matrix

contains the information about the wireless sensor network
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coverage. The elements of the matrix Cm are 1 and 0. If the

target is covered by the particular sensor, then the value of

the matrix element Cm½i:j� is 1 else it is 0. The product of

coverage matrix Cm and life time of battery lbðiÞ yields the
network lifetime of the WSN [14, 21, 22]. The theoretical

calculation of upper bound for network lifetime can be

calculated using Eqs. 2 and 3 as

Nlifetime ¼

P

n

i¼1

Cmði; jÞ � lbðiÞ

kj
;

ð4Þ

where kj represents k-coverage with, j ¼ 1; 2; 3; :::n.

2.3 Degree of coverage

The average number of targets that a sensor can monitor in

a region R is termed as degree of coverage Dc. The node

density can be indicated with the help of Dc. In a fixed area,

when the number of sensors increases, the coverage of the

area also increases. Fine grained spatial information can be

gathered with high node density. In general, degree of

coverage is classified into higher degree and lower degree.

Higher degree sensor node are costlier devices which has

high sensing range and provides more reliable communi-

cation between the devices. While lower degree of a sensor

node has low sensing range which are cheaper devices and

provides desirable coverage degree. But it entirely depends

upon the application and the event characteristics.

For better understanding the sensor deployment problem

with the target coverage, the following bio-inspired and

evolutionary existing algorithms are discussed in detail:

• Artificial bee colony algorithm

• Ant colony optimization algorithm

• Particle swarm optimization algorithm

The above mentioned algorithms are deeply analyzed with

their corresponding pseudo codes in Sects. 2.4, 2.5 and 2.6

respectively.

2.4 ABC algorithm for sensor deployment

Using the ABC algorithm, maximizing the lifetime of the

sensor by optimal placement can be achieved [30, 31].

ABC is an optimization technique based on the behavior of

honey bee swarm. The bee colony consists of employer

bees, onlookers and scouts. The employer bee loads its

nectar, arrives to hive from source. After unloading it,

employer bees perform waggle dance which contains the

information about the direction, distance and the quality of

food source [32].

Set the control parameters L and Cs. Limit L for scout

bee is calculated by

L ¼ ðCs � DÞ=2; ð5Þ

where Cs represents the colony size and D represents the

dimensions of the function.

Initialize the position of the targets randomly and

evaluate the objective function using the Eq. 4. To monitor

the selected target, the minimum distance from sensor to

target is the best fitness value of the sensor for deployment.

To obtain a new food source, the following formula is used:

vi;j ¼ xi;j þ Uijðxi;j � xk;jÞ; ð6Þ

where Uijðxi;j � xk;jÞ is a random number in the range [�1,

1]. Compare the obtained new food source information

with the previous food source. If the new solution is better

than the old one, then replace the old food source with the

new one. Calculate the probability value Pi for the obtained

solutions based on the fitness values, by using

Pi ¼
f ðiÞ

P

m

i¼1

f ðiÞ
; ð7Þ

where m is the total number of targets.

The onlooker finds a neighborhood target which is in the

vicinity of Di, by using the following equation

Diðt þ 1Þ ¼ DiðtÞ þ dij � r; ð8Þ

where dij is the neighborhood patch size for j-th dimension

of i-th target and r is a random uniform variate in the range

[�1, 1].

Evaluate new solutions for the onlooker by using the

objective function. If the new solution is better, then

onlooker memorizes it and discards the previous solution.

Repeat the above process until the stop condition is met.

The Algorithm 1 describes the ABC algorithm. When

the distance of transferring the information increases, then

the lifetime of the sensor decreases. But the ABC algorithm

Algorithm 1 ABC Algorithm for Sensor Deployment
1: {Si: Sensor set }
2: {Ts: Set of targets covered by a sensor }
3: {new Sol: Solution from the current iteration }
4: {prvSol: Solution from the previous iteration }
5: {noi: number of iteration}
6: {maxIter: maximum iteration}
7: Initialize population
8: Evaluate fitness
9: do
10: Form new population
11: Search for the new solution in the neighborhood
12: if (newSol is better than prvSol) then
13: Store the new solution
14: Forget the previous solution
15: else
16: Keep the previous solution as it is
17: end if
18: noi = noi+ 1
19: while (noi = maxIter)
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places the sensors optimally in such a way that the distance

between the sensor, target and the base station is small. But

sometimes, finding the new solution using some random

number might not effectively yield a optimum solution.

2.5 ACO algorithm for sensor deployment

Ant colony optimization (ACO) is one of the suitable al-

gorithm for finding the optimal solutions for the broad

range of combinatorial problems. A group of ants com-

municate to find a good solution by depositing the pher-

omone on its way to food source, while searching for it

from their nest [33–35]. The path selection depends only on

the intensity of the pheromone, which was deposited by the

ants during the food search.

Calculate the distance between the sensor and the target

using the Euclidean values d(i,j). Find the best feasible

location to place the sensor for monitoring the targets. The

process is recursively performed until all the sensors find

its best feasible position in the given region. To select the

next target to be monitored by a sensor, the sensor must

select the target based on density of the pheromone which

has the next highest probability.

Pij ¼
sij

P

n

p¼1

sip

;
ð9Þ

where Pij denotes the probability of finding the food source

by an ant, sij is pheromone initialization matrix value, sip is
the total number of pheromone in the pheromone initial-

ization matrix.

The distance between the node and the target is com-

puted and stored. Local pheromone matrix is computed by

pheromðj; pÞ ¼ ð1� qÞ � Ppheromðj; pÞ þ ðrand1 � min1Þ;
ð10Þ

where pherom(j, p) represents the local pheromone matrix

value, q is the control parameter and rand1 is a random

number.

The global pheromone matrix is computed by

phromðf ; iÞ ¼ ð1� qÞ � pheromðf ; iÞ þ ðrand2
þ ð1=ðfbest þ 1ÞÞÞ;

ð11Þ

where phrom(f, i) represents the global pheromone matrix

value, fbest denotes the feasible best value and rand2 is a

random number.

2.6 PSO algorithm for sensor deployment

Particle swarm optimization (PSO) algorithm is based on

the social behavior of a group of birds [13]. The birds or

particles moves in the search space to find the optimal food

source. Typically, the birds would find food by random in

the hyperspace. Then the information from the different

particles about the food sources are collected and evaluated

based on the objective function. The fitness cost of a bird

that is closer to the global solution is lower than the particle

which is farther. Velocity V and position X are updated in

each iteration and the update process is repeated until the

global best is achieved. After finding the best solution, it is

communicated among the particles.

Algorithm 3 PSO Algorithm for Sensor Deployment
1: {Si: Set of sensors }
2: {Ts: Set of targets monitored by a sensor s }
3: {noi: Number of iteration}
4: {maxIter: Maximum number of iteration}
5: Initialize the particles
6: do
7: loop i := 1 to n
8: Evaluate the fitness
9: Identify the local and global best values
10: if (pbest > gbest) then
11: Store the new solution (pbest)
12: Remove the old solution (gbest)
13: end if
14: end loop
15: loop j := 1 to n
16: Update the velocity
17: Update the Position
18: Update pbest and gbest of the particles
19: end loop
20: noi = noi+ 1
21: while (noi = maxIter)

Initially, the sensor positions are randomly generated

and the distance between the sensor and the target cost is

stored in (pbest). The global best sensor locations are

computed and stored in (gbest). The velocity and the sensor

locations are adjusted according to bird’s own flying

experience. The velocity V and the position s are updated

at each iteration using

Vkþ1
i ¼w � Vk

i þ c1 � rand1 � ðpbesti � ski Þ
þ c2 � rand2 � ðgbest � ski Þ;

ð12Þ

skþ1
i ¼ski þ Vkþ1

i ; ð13Þ

Algorithm 2 ACO Algorithm for Sensor Deployment
1: {Si: Set of sensors }
2: {Ti: Set of targets }
3: Initialize: Control parameters (Design variable, pheromone range, number of ants)
4: Initialize: Si, Ti, Pheromone
5: do
6: Calculation of Prob path
7: Path construction
8: Random generation of ants
9: Path identification
10: Evaluate the fitness (objective function)
11: Selection of optimum values
12: Update pheromone values (local and global)
13: Update probability values
14: noi = noi+ 1
15: while (noi = maxIter)
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where w is the weighting function; c1 and c2 are the con-

stants which denotes the weighting factor; rand1, rand2
generates random numbers between 0 and 1; pbest is the

personal best value while gbest refers to global best value;

Vk
i , denotes the velocity of particle i at the iteration k; ski ,

represents the position of the particle i at the iteration k.

3 Description of the deployment heuristic
algorithm

All the sensor nodes are randomly deployed in the given

region R. Network lifetime is computed by considering that

initially every node has equal amount of energy (battery)

and equal sensing range. Using proposed heuristic algo-

rithm, sensing radius adjustment is performed in the sensor

network by assuming every sensor has the tendency to

automatically adjust the sensing range (sr) with the help of

a base station. Base station(BS) also called as data collector

node, is responsible for scheduling activities and assume

that the BS is stuffed with unlimited energy, bandwidth and

coverage in the network. For performance evaluation, the

sensors are deployed with heuristic algorithm [14], ABC

algorithm, ACO algorithm and PSO algorithm. Finally, the

upper bound lifetime of the network is computed before

and after the scheduling the sensors.

3.1 Deployment heuristic algorithm

Algorithm 4 Deployment Heuristic Algorithm
1: {S: Set of sensors }
2: {Si: Number of Sensors in the set S }
3: {Ts: Maximum number of targets covered by a sensor si }
4: {Th: Threshold value or maximum number of targets that a sensor si can monitor }
5: {sr : Sensing radius of a sensor}
6: {Td: Distance of target from sensor }
7: {Dm: Max distance of target from sensor si}
8: Deploy the sensors randomly
9: Compute coverage
10: do
11: if (Ts=Th) and (Td <= sr) then
12: sr = Dm

13: Perform connectivity check
14: Ensure the monitoring
15: Update coverage
16: else
17: if (Ts < Th) then
18: Place sensor to monitor a maximum number of target
19: Shift the sensor to center of the targets
20: Repeat Step 11 to 15
21: else
22: Monitor the targets
23: end if
24: end if
25: while (maxIter = noSen) and (Si covers at least single target)

The deployment heuristic Algorithm 4 places the sen-

sors randomly in the given region. Threshold value for the

sensors is set to cover the number of targets. Each sensor

can monitor more than one target. The Algorithm 4 com-

putes the upper bound lifetime of the network. If the

number of targets covered by the sensor equals the

threshold value, then the sensor si calculates the coverage

distance from i to j for the monitored targets and stores the

values. If the distance between the sensor and the moni-

tored targets is less than sensing radius (sr) then the sensor

(si) can adjust its sensing radius according to the distance

value of monitored target (tj).

S0rðiÞ ¼ SrðiÞ � q; ð14Þ

where s0rðiÞ is the new sensing radius of node i, srðiÞ is the
actual sensing radius of node i and q is the constant dis-

tance which is to be reduced from actual sensing radius.

Because of shrinking the sensing radius of the node, power

consumption rate of the sensor mode will also get reduced.

Proportionately, it will increase the lifetime of the network.

Now the lifetime of the battery (l0b) can be calculated as

l0bðiÞ ¼
bi

e0i
; ð15Þ

where bi denotes initial battery power and e0i denotes the

current energy consumption rate of sensor si.

So the new network lifetime can be recalculated as

N 0
lifetime ¼

P

n

i¼1

Cij � l0bðiÞ

kj
:

ð16Þ

The new network lifetime obtained using Eq. 16 will be

definitely higher than the initially calculated network life-

time which is obtained through Eq. 4. The connectivity

check and target monitoring check must be performed

periodically to ensure the liveliness of WSN. If a sensor

could not monitor any of the targets, then the sensor is

moved to a new location where it can monitor the targets

up to its threshold limit.

4 WSN scheduling

Node scheduling is the second part of the proposed work.

Heuristic algorithm is proposed using the minimum domi-

nating sets approach and the numbers of sensors are divided

into a number of groups based on this approach. Each group

has a number of sensors which ensures the highest degree of

network coverage. Round robin based scheduling mecha-

nism is implemented in [17] that ensures the maximum

obtainable network lifetime in the sensor network.

Thus, after efficient deployment of the sensors, residual

energy of the each sensor is calculated. These sensors are

grouped together based on the target that it is monitoring.

After grouping and ordering the sensor in descending

order, based on the residual energy, sets are formed and

time span for sensing the targets for a set is decided. In
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order to balance the energy and increase the lifetime of the

network sensor set switching is performed. Heuristic

scheduling algorithm is segmented into 4 parts. (A) Resid-

ual energy calculation (B) Grouping sensors (C) Set for-

mation and (D) Sensor set switching.

Algorithm 5 Scheduling Algorithm
I: Residual Energy Calculation
II: Grouping Sensors
III: Set Formation
IV: Sensor Set Switching

4.1 Residual energy calculation

The usable energy available in the sensor is called residual

energy. Sensor can work in three modes. (1) Active mode

(2) Idle mode and (3) Sleep mode. In active mode, sensor

transmits and receives the data, to and from the base station

with its radio on. Timer ticks continuously in all three

modes. In idle mode, the radio is set to idle, where no

communication with other sensors would take place. In

sleep mode, the whole component will be in off mode,

except the timer. The maximum energy can be saved in

these mode. Initially, the residual energy of the sensor Eri

is the same as the total maximum energy Emax available at

the sensor. The total energy consumed by a sensor, Ec, can

be given as the sum of energy consumed by the sensor in

active mode, idle mode and sleep mode. Therefore, the

difference between Emax and total energy consumed will be

the residual energy of the sensor.

I: Residual Energy Calculation
1: {si: Sensor i }
2: {ti: Target i }
3: {Emaxi: Initial maximum energy available at si }
4: {Eri: Residual energy of si }
5: {Ec: Energy consumed by si }
6: {ai: Energy consumption of si in active mode }
7: {ii: Energy consumption of si in idle mode }
8: {sli: Energy consumption of si in sleep mode }
9: Eri = Emaxi
10: loop i := 1 to n
11: Ec= ai + ii + sli
12: Eri = Eri - Ec

13: Send (si, Eri) values to base station
14: end loop

4.2 Grouping the sensors

For M targets, there may be N sensors deployed in the field.

A sensor can sense one or more targets depending on its

sensing range and the number of targets available within that

range. A sensor set is formed for every target. If a sensor can

sense more than one target, then the sensor will be added to

all the target groups. That is, if a sensor can sense 3 targets,

then the sensor will be in 3 groups. The only set, which is in

active mode, is responsible to cover the entire region R,

while the other sets are set to sleep mode.

II: Grouping the Sensors
1: {Ti: Target sensor group/set for the target ti }
2: loop i := 1 to n
3: loopj := 1 to n
4: if Sensor sj Senses ti then
5: Add sj to T i Group
6: end if
7: end loop
8: Order the sensor based on residual energy in decreasing order
9: end loop

4.3 Set formation

Set is formed in such a way that it increases the lifetime of

the network. Considering k coverage, each target should

have k sensors to monitor it. For n targets in a region, a

sensor set Si should have k to k � n sensors where

k ¼ 1; 2; 3; :::n. If a set Si comes into active mode, all the

sensors in the set, senses the target, transmits and receives

message between sensors and base station. Each sensor set

will gets its turn in round robin basis. The other sensors

which does not belong to the active set, must wait for its

turn in sleep mode.

The sensors must be ordered in descending order of

residual energy before selecting the sensors for the sensor

set Si from the target group Ti. For each target, k sensors

are selected in first in first out basis from the target group.

So, the set-1 should have high average residual energy than

the set n. If number of sensor that can sense the target ti
available in set Si is equal to k, then the selection of sensors

for the next target is performed for the same set Si. Else if

the number of sensor (Ns) is not equal to k and can monitor

the target ti, then it must select k - Ns number of sensors

from the target group Ti. By repeating the same process, n

number of sets are formed.

III: Set Formation
1: {Si: Set of sensors that can cover the entire region or every target}
2: {Ti: Target sensor group/set for the target ti }
3: {Sn: Number of sensors that can cover the target ti in the set Si }
4: do
5: Find the number of sensors Sn in the set Si that can sense ti
6: if (Sn = k) then
7: Move to the next target
8: else if (Sn < k) then
9: Select k − Sn sensors for the sensor set Si

10: Remove the selected sensors from target group Ti

11: end if
12: while (The target groups are non-empty)

4.4 Sensor set switching

If there is any change or activity in the target, the sensor

swifts to active mode to sense the activity and to report it to
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the base station. If no activity is detected, the sensor would

remain in idle mode. In addition to it, to increase the net-

work lifetime of a WSN, it is essential to switch the mode

of the sensor between active/idle mode and sleep mode.

But the frequent switching between the modes costs more

energy than a sensor node in the idle mode. So, frequent

switching between the modes must be reduced. The amount

of time, a sensor set S� i to be in active/idle mode, is

calculated based on the average residual energy of the set

S� i. Round robin method is used to select a sensor set to

be in active/idle mode. Only one sensor set Si will be in

active/idle mode at a time, while the other sets will reside

in sleep mode.

Since sensor set-1 has more average residual energy

than the sensor set-n, set-1 is allocated with more sensing

time. This balances the usage of energy and avoids quick

failure of sensors. If any of the sensor set fails, then the set

reformation mechanism is mandatory. During initial net-

work formation stage, computation and communication

cost must be considered.

The starting time to monitor the target, amount of time

the sensor is in active mode and amount of time the sensor

to be in sleep mode are computed at the base station and

the information is sent to the sensors. Since the compu-

tations are performed at the base station which has

unlimited power source, the energy at the sensor node can

be saved.

IV: Sensor Set Switching
1: {Si: Set of sensors that can cover the entire region or every target}
2: {Aei: Average residual energy of the sensor set Si }
3: {Sti: Start time of sensor set Si to switch to active mode }
4: {Mti: Monitoring time of a sensor set Si }
5: {Slti: Sleep time of a sensor set Si }
6: {C: A constant factor to be multiplied with Mti to avoid frequent switching between the modes }
7: Calculate the average residual energy Aei of every sensor set Si

8: St(1) = 0;
9: if any failure of sensor node reported then
10: Perform Set Formation algorithm
11: else
12: loop i := 1 to n
13: Mti = (Aei/Aen)*C
14: Calculate the sleep time Slti for the sensor set Si

15: For every sensor in set Si

16: Send(Sti,Mti,Slti)
17: St(i+ 1) = Sti+Mti //update the start time of the next sensor set
18: end loop
19: end if

5 Simulation results

The simulation setup and test is done in MATLAB. All the

experiments have been performed with more than 5 to 10

test runs and the results are obtained based on the following

configuration parameters:

1. Coverage Region (R) 500 m * 500 m.

2. The number of sensors (S) in the network is 50–250.

3. The number of targets (T) is 25.

4. K coverage implementation, where k = 1 to k = 5.

5. Sensing range is initially fixed as 100 m. It can be

adjustable after successful deployment with the help of

the base station.

5.1 Simple coverage

The main objective of the simple coverage is that, every

sensor can cover at least one target within the given region.

If the sensing range is automatically adjusted by the sensor

with the help of a base station, then the lifetime of the

sensor can be increased. In general, the random deploy-

ment has two drawbacks. First, a target may not be covered

by the sensor. Second, uneven deployment of sensors

where some targets may be monitored by a number of

sensors and some targets do not have any sensor to monitor

them. To overcome these drawbacks during the deploy-

ment of sensors, optimal deployment technique must be

followed.

In Figs. 1, 2, 3, 4, 5, H1 refers to the proposed

deployment heuristic, H2 refers to the existing heuristic

[14], abc refers to artificial bee colony, aco refers to ant

colony optimization, and pso refers to particle swarm

optimization. Similarly, the algorithm name with prefix ‘s-’

refers the above mentioned algorithms after scheduling. for

instance, s-H1 refers to the proposed heuristic algorithm

after scheduling, s-H2 refers to existing heuristic algorithm

[14] after scheduling and so on.

After analyzing the Fig. 1, it can be stated that, the

proposed heuristic algorithm gives better result, in both

cases that is with and without scheduling compared with

the existing heuristic [14] and other optimization algo-

rithms for sensor deployment. From the obtained results, it

can be concluded that, reducing the sensing range would

increase the network lifetime to a certain level in simple

coverage.

5.2 K coverage

The proposed heuristic approach consistently achieves

better results which is shown through Figs. 2, 3, 4, 5 while

comparing it with the existing heuristic and other opti-

mization algorithms.

The number of iterations performed for all the algo-

rithms is 1000. With 25 targets and 50–250 number of

sensors, 10 test runs were carried out for each algorithm in

the simulation setup for analyzing the performance of the

algorithms using k-coverage. Random deployment method

is used to deploy the sensors for analyzing the performance

through Figs. 2, 3, 4, 5 with the k values greater than 2. On

successful completion of the deployment, sensors are

scheduled to increase the network lifetime further. If the

frequency of switching between the active/idle and sleep

modes is high, then the total network lifetime is reduced.

So, the proposed scheduling algorithm reduces the

switching frequency. From the simulation results, it can be

concluded that, the proposed scheduling algorithm

achieves better network lifetime over the other algorithms.
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5.3 Observations

(1) Distance value: The following scenario explains the

effect of the distance between the target and sensor: If the

q value (distance) is high, then the sensor network lifetime

is low and if q value is low then the sensor network lifetime

is high. Thus q is inversely proportional to the sensor

network lifetime. For example, if a sensor monitors 2 tar-

gets with sensing range 100m:

Scenario 1. If both the targets are located far away from

the sensor (greater than 90 m and less than 100 m) then

the network lifetime is low.

Scenario 2. If both the targets are located in equal

distance from the sensor (for example, 40–60 m) then

the network lifetime is average.

Fig. 1 Simple coverage

Fig. 2 K coverage (k = 2)

Fig. 3 K coverage (k = 3)

Fig. 4 K coverage (k = 4)

Fig. 5 K coverage (k = 5)
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Scenario 3. If both the targets are nearer (for example,

less than 20 m), then the sensor network lifetime is

marginally high due to low energy consumption.

Scenario 4. If a target is located nearer (example, less

than 20 m) to the sensor and another target is located far

away from the sensor (example, greater than 80 m and

less than 100 m) then the network lifetime is marginally

below average.

From the above scenarios, there is a trade off between the

distance q and the network lifetime. Hence q plays an

important role in the WSN network lifetime.

(2) Degree of coverage: Higher degree devices are

deployed which by itself have higher target coverage and

network lifetime. By adjusting the sensing radius, network

lifetime can be further improved. But for some cost

effective applications, higher degree devices cannot be

used. In this scenario, to increase the target coverage sensor

node density is increased to some extent. Further, the

sensing radius is adjusted to improve the network lifetime

without adding additional cost.

6 Conclusion

In this work, sensor deployment with target coverage is

considered in order to maximize the network lifetime of the

WSN. The proposed heuristic algorithm is capable of

adjusting its sensing range and location by itself to monitor

more number of targets. Performance evaluation shows

that, the proposed heuristic algorithm has better network

lifetime than the existing algorithms in both simple and

k-coverage scenarios. Scheduling the wireless sensors,

further improves the network lifetime.
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