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Abstract Wireless sensor networks (WSNs) have grown

excessively due to their various applications and low

installation cost. In WSN, the main concern is to reduce

energy consumption among nodes while maintaining

timely and reliable data forwarding. However, most of the

existing energy aware routing protocols incur unbalanced

energy consumption, which results in inefficient load bal-

ancing and compromised network lifetime. Therefore, the

main target of this research paper is to present adaptive

energy aware cluster-based routing (AECR) protocol for

improving energy conservation and data delivery perfor-

mance. Our proposed AECR protocol differs from other

energy efficient routing schemes in some aspects. Firstly, it

generates balance sized clusters based on nodes distribu-

tion and avoids random clusters formation. Secondly, it

optimizes both intra-cluster and inter-cluster routing paths

for improving data delivery performance while balancing

data traffic on constructed forwarding routes and at the end,

in order to reduce the excessive energy consumption and

improving load distribution, the role of Cluster Head (CH)

is shifted dynamically among nodes by exploit of network

conditions. Simulation results demonstrate that AECR

protocol outperforms state of the art in terms of various

performance metrics.

Keywords Network lifetime � Load balanced � Routing
paths � Clustering � Wireless sensor networks

1 Introduction

In recent decades, WSN usually operates in the wide range

of unreliable environments, which comprises of a huge

number of tiny and low powered sensor nodes [1–3] that

have sensing, processing and communication components.

These nodes are randomly deployed in monitoring area and

operate in a self-organized mode with the abilities to

structure the network in an ad-hoc manner. Sensor nodes

are typically disposable and expected to last until their

energy drains. Therefore, energy is a very scarce resource

and has to be managed wisely for prolonging network

lifetime [4, 5]. In addition, to reduce the transmission

power independently on each node, proper resource allo-

cation should be adopted for improving overall network

performance [6]. Due to restricted resources and dynamic

nature of sensor nodes, conventional routing approaches

are not appropriate for sensor based networks thereby it

becomes a demanding task to design a related protocol for

such a distributed environment [7, 8].

In order to deal with network scalability and energy

efficiency, clustering approaches gained more attention

among researchers and may be categorized either in cen-

tralized or distributed methods. Moreover, based on uni-

form time scheduling, sensor nodes switches between

active and resting states on periodic interval [9]. In general,

the working operations of cluster based network are divi-

ded into two main phases i.e. clusters formation and data
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transmission. Firstly, sensor nodes are grouped into multi-

level non overlapping regions called clusters and each

cluster has one leader node called CH. Secondly, all

member nodes sense their target area and send data packets

to associated CH, which performs several functions and

further forwards the aggregated data towards Base Station

(BS) via single-hop or multi-hop communication model

[10]. Recently, several applications of sensor based net-

work require data gathering towards end points with min-

imum delay and high delivery ratio [11–13]. In addition,

most of the existing schemes do not optimize end-to-end

route discovery which results in high communication cost

and energy consumption over network field. Accordingly,

data dissemination in WSN raises a challenging issue due

to constrained resources on the part of sensor nodes [14,

15].

Consequently, utilizing non-optimized routing schemes

lead to early energy depletion among nodes, and constructs

longer paths which results in more re-transmissions and

route breakages. In large scaled network, upon increasing

in nodes density results in high network congestions and

latency [16]. Moreover, nodes proximate to BS consumes

energy resource rapidly due to their responsibility of high

data forwarding. Eventually, this causes hot spot problem

and degrades route lifetime. In such cases, high energy

consumption and low packet delivery ratio might lead to

inappropriate outcomes that potentially offset the aim of

existing data transmission schemes. Although, many pro-

posed schemes for energy constraint networks [17–19]

emphasizes on minimizing the communication overheads

and energy depletion, however, improving data delivery

performance with efficient load balancing among nodes are

unable to prevent completely [20–22].

In this paper, we present an adaptive energy aware

cluster-based routing protocol for WSNs, aims to improve

network lifetime and data delivery performance with

minimum overheads. Unlike the majority of existing work,

our proposed protocol improves energy conservation and

routing information in some facets. In the first phase, based

on network size, the entire sensor field is divided into

balance sized clusters. Next, based on weighted score,

optimized nodes are selected as the set of CHs within the

bounded region thereby decreases network overheads and

energy consumption. In the second phase, multi-hop rout-

ing paths are discovered at both intra-cluster and inter-

clusters levels that shorten the transmission distance,

improved energy conversation with reliable data forward-

ing in entire network field. Finally, at the end, to improve

the network connectivity, the role of CHs is rotated among

competitive nodes on demand basis.

The remainder of this paper is structured as follows.

Section 2 presents the related work. Section 3 describes the

detail of our proposed protocol. Section 4 illustrates the

simualtion setup and performance results to evaluate the

proposed protocol against existing solutions. At the end,

Sect. 5 concludes the paper and suggests future direction.

2 Related work

Unlike other ad hoc networks, WSNs are typically char-

acterized by restricted resources on the part of sensor

nodes. During data gathering and forwarding process, the

limited energy at each node impacts on network lifetime. In

order to optimize the tradeoff between energy consumption

and data delivery performance, appropriate architecture is

required to determine the set of optimal routes for data

dissemination and decreases excessive energy consumption

among nodes [23, 24].

LEACH [25] the first dynamic cluster based routing

approach for WSN and uses the stochastic process to select

the nodes as CHs. Random number is generated by every

node n and it will be elected as CH if random number is

smaller than threshold Tn value as shown in Eq. (1).

Tn ¼

P

1� P � r mod
1

P

� � if n 2 G

0 otherwise

8>><
>>:

ð1Þ

P shows the required percentage of clusters, r is current

round, G is the set of nodes that have been not selected as

CHs in last 1/p rounds. Although, LEACH improved

energy efficiency by arranging the nodes in the form of

clusters, however, randomly selection of CHs causes

uneven energy consumption and decreasing network

lifetime.

Power efficient gathering in sensor information systems

(PEGASIS) [26] proposed greedy approach to form a

chain from farthest node to closest node towards BS.

Each node transmits and receives data from its neighbours

and takes a turn being a leader for transmission towards

the destination. Only one node at a time can send the data

to a destination and closest node towards BS is elected as

chain leader. PEGASIS significantly improved energy

conservation by adopting multi-hop communication

among nodes. However, incurs high transmission delay

with an increase in network size. Moreover, PEGASIS

leads to routing hole problem if any node dies during data

gathering.

LEACH with distance-based thresholds (LEACH-DT) is

a distributed and customized version of LEACH [27], aims

to modify the probability of CH election by incorporating

distance factor. During data transmission, source CH

broadcasts ADV message and based on least distance, the

next-hop is elected. In this way, the shortest multi-hop

route is accomplished towards BS. LEACH-DT improved

1954 Wireless Netw (2017) 23:1953–1966

123



network lifetime as compared to conventional LEACH

protocol, nevertheless, the number of clusters is not uni-

formly distributed over the network field. In addition, the

routing paths are non-optimized which results in high re-

transmissions and further energy consumption among

nodes.

In [28], researchers proposed compressed data aggre-

gation for energy efficient WSN. The target of this

approach is to apply compressed sensing in multi-hop

communication. Firstly, the existing approach minimizes

energy consumption via joint data routing and compressed

information aggregation. Secondly, they gave two solution

techniques to deal with optimal and near-optimal data

aggregation trees. In addition, [29] presents Hierarchical

Data Aggregation using Compressive Sensing (HDACS),

which exploits network hierarchical configuration with

compression sensing. The key idea behind the proposed

approach is to set the multiple thresholds according to

cluster sizes at a different level of the data aggregation tree

for reducing the amount of data dissemination. However,

as nodes density increases, such approaches incur a lot of

messages exchanging and additional overheads for con-

struction and maintenance of data forwarding trees.

Moreover, optimal network partition is overlooked that

may lead to unnecessary energy consumption.

Link-aware clustering mechanism (LCM) [18] aims to

achieve energy efficient routing for WSNs. The major idea

behind proposed scheme is to determine energy efficient

and reliable data forwarding paths. LCM utilizes node

status and link quality factors to compute PTX value for

candidates of CH. In addition, to determine the link quality

for data forwarding, LCM uses bi-directional estimated

transmission count (ETX) metric. LCM improved network

lifetime and reduced network latency, nevertheless, opti-

mized route discovery was not utilized during intra-cluster

communication, which leads to additional energy con-

sumption among member nodes because of one-hop data

forwarding. Besides, LCM periodically performs re-clus-

tering that generates excessive network overheads and

communication cost.

Energy efficient data gathering based on grid chain

(EEGDG) [30] aims to reduce transmission energy and

communication overheads. EEGDG divides the entire

network field into sub-areas and considering the single area

as a cluster with unique area code. EEGDG chooses single

node as grid node (GN) for the purpose of data gathering

and its role is assigned randomly by turns. Next, GNs are

arranged in a form of routing chains and data is forwarded

to adjacent GN in the manner of hop by hop. EEGDG

significantly improved routing performance, however, as

network size increases the length of routing chain is also

increasing, which results in higher data latency. In addition,

when any node in routing chain dies, leads to a high

number of re-transmissions.

3 Proposed adaptive energy aware cluster-based
routing protocol

This section gives a brief overview of proposed AECR

protocol and the detail of its components is presented in

subsequent sections. During network initialization process,

BS divides the entire network field into consistent sized

square partitions based on nodes distribution. The major

aim behind such virtual partitions is to balance the stability

of clusters structure while minimum network overheads.

Moreover, network partitioning based on nodes distribution

achieves efficient load balancing and contributes to net-

work lifetime.

Based on nodes density and their geographical positions,

AECR protocol generates distinct clusters that remain fixed

throughout the network life cycle. Accordingly, reduces

clustering overheads and communication cost by avoiding

frequently re-clusters formation. In addition, to cause fewer

computational overheads and improving energy conserva-

tion, AECR initiates the CH election mechanism within the

boundary of clusters based on composite metrics.

Next, the generated clusters by AECR protocol are used

by route discovery component to determine potential data

forwarding nodes over routing paths. In this stage, opti-

mized relay nodes are determined that guaranteed shortest,

most energy efficient and reliable routing paths. Conse-

quently, significant improvement is made in network con-

nectivity and data delivery performance. Moreover, instead

of performing periodical CHs re-election mechanism that

leads to excessive energy consumption and network over-

heads, AECR protocol dynamically commence the re-

election mechanism based on network conditions. The

operational flow of proposed AECR protocol is illustrated

in Fig. 1. As an incorporated outcome of all the three main

components of AECR protocol contribute to network

Disects the network field into 
square sized partition

Formation of k no. of clusters
& assign unique CLUS-ID

Initiate bounded cluster head 
election

set intermediate nodes for data 
forwarding at both intra and inter-

cluster level

Network partitioning component

Perform re-election by exploiting 
network conditions

Optimized route discovery and on 
demand re-election component

Fig. 1 Operational flow of proposed AECR protocol
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lifetime and data delivery performance in the following

aspects.

• Firstly, it avoids generating sub-optimal clusters that

lead to imbalance energy consumption among nodes

and compromised network lifetime.

• Secondly, appropriate set of intermediate nodes are

determined to construct optimized data forwarding

routes with least communication cost and balanced load

distribution.

• At the end, as CHs are focal points within the range of

their clusters, they deplete their energy quickly as

compared to member nodes. Consequently, by exploit-

ing network conditions, the role of CHs are rotated

among nodes rather than periodically re-clustering

which results in reducing excessive energy consump-

tion and network overheads.

3.1 Network model

Before describing the proposed AECR protocol, it is

valuable to highlight the various assumptions of network

field. We assumed the following network characteristics

that are made about network model.

• Sensor nodes are randomly and densely deployed in the

two-dimensional geographical area.

• Sensor network contains homogenous nodes in terms of

resources and after deployment, all nodes remain static.

• Each sensor node is location aware either by GPS or

position algorithm.

• Nodes can adjust their transmission power based on

receiver distance and sense data at a fixed interval.

• Compare to sensor nodes, BS is rich in resources and

has a long range radio transceiver that covering entire

network field.

3.2 Network partitioning

Most of the existing schemes result in unbalanced clusters

formation in terms of cluster size and number of clusters

that lead to compromised network lifetime. In order to

improve clusters formation, AECR protocol formulates the

virtual network partitioning based on nodes distribution. In

addition, the phase of constructing the virtual partitions

occurs only once in whole network life span. At network

initialization, BS broadcasts control information that con-

tains its ID and position coordinates (x, y). Upon receiving

control information by proximate nodes (one-hop) around

BS, they store the control information details in their

routing tables.

After receiving the control information, packet counter

is incremented by 1 and further broadcast to neighbors.

However, a node might receive information from multiple

sources, in such a case routes with least hop count towards

BS are preferred and recorded in the routing table. In this

way, every node i update its routing table by choosing the

next-hop j for the selected route.

After setup the routing tables, each node sends its

position information via next-hop and this process contin-

ues till BS has a global knowledge of entire network field.

When localization phase is completed, based on node

density (n) that need to be clustered and an optimum

number of clusters (p) as being used in different clustering

based schemes [31, 32], BS dissects the entire network

field into a number of square sized virtual partitions by

using Eq. (2), where k is considered as a squared number.

Accordingly, unlike static network partitioning, where a

number of clusters are predefined, AECR protocol

dynamically adjusts the number of clusters based on net-

work size.

k ¼ n � p ð2Þ

In addition, the majority of the existing works initially

select CH randomly thereby resulting in sub-optimal

clusters that incur energy consumption in an unbalanced

manner. Such unbalanced energy depletion potentially

offsets the benefits of clustering and, therefore, compro-

mising network lifetime. After the construction of virtual

infrastructure, AECR protocol segments the nodes into

geographically based clusters. To initiate the clusters for-

mation, BS computes a centre point (cp) for each virtual

partition ki based on the positions of nodes located within

the virtual partition. Afterwards, according to received

node’s location and the computed set of cp values, for each

virtual partition BS generates a cluster of the set of nodes

which are relatively closer to its centre point. In addition,

BS assigns each cluster a unique CLUS_ID. This procedure

is continued until all nodes are grouped into non-overlap-

ping k clusters. The main aim behind such clustering

mechanism is to uniformly distribute nodes among clusters

and achieve optimal load balancing. In addition, the

chances of two immediate nodes to be selected as CHs are

avoided by AECR protocol.

The procedure of network partitioning into balance sized

clusters is governed by Algorithm 1.
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Algorithm 1: Clusters formation

1. Assume N, p and NDim are known

2. for each node i  [1: N]
3. do

4. sends ( ) via upstream node j

5. endfor

6. /* initiate the partitioning process*/

7. Determine K the required number of partitions based 

on N and p

8. if entire sensor field in not partitioned then

9.  Set partition_size←  NDim /K 

10. endif

11. procedure CLUSTERS FORMATION (K) 

12. for each partition i  [1: K]
13. do

14. CP = compute central point (i)

15. LCP [ i ] = CP;

16. end for

17. for each node i  [1:N] 

18. do

19. distance to CP = compute distance(i x,y, LCP) 

20. i.joins to nearest cluster (distance to CP) 

21. end for 

22. end procedure

After rationing the network structure into balance sized

non-overlapping clusters, AECR protocol initiates the

process CH election with each cluster region. CH being a

central point and over loaded with abundant data traffic,

it’s appropriate selection performs a critical role for

improving network lifetime. Most of existing CH election

mechanisms generates extra communication overheads as

they execute the election mechanism over the entire net-

work field, which results in electing non-uniformly dis-

tributed CHs i.e. might be located at the boundary of

network field. Unlike existing schemes, AECR protocol

localized the election process among each cluster mem-

bers. The basic aim behind AECR protocol is to determine

the only limited number of nodes for participating in CH

election mechanism thereby results in lower energy con-

sumption and communication overheads.

The process of CH election executes in distributed

manner and utilizes weighted metric that takes into account

of node’s residual energy, distance and adjacencies factors

as shown in Eq. (3). In election mechanism, the node that

optimizes the weighted metric is considered as a suit-

able candidate to be selected as CH.

wi ¼ aresei þ b
1

disti

� �
þ cdegi ð3Þ

a; b; c are the weighted factors for remaining energy, dis-

tance and number of adjacencies respectively. The weights

a; b; c are assigned in such a way that aþ bþ c ¼ 1

whereas 0� a� 1; 0� b� 1; 0� c� 1. The proposed

CH election mechanism imposes least computational

overheads, as nodes require only local information to

compute their weights.

Firstly, each node determines its distance disti towards

centroid of cluster by using Euclidean distance formula as

shown in Eq. (4). Thus, shorter the distance implies that

node is relatively closer towards mid-point of cluster and

has higher chance to be chosen as CH. Secondly, each

node keeps track of its energy status, thus the nodes with

sufficient energy resources are considered for CHs

selection. Thirdly, all nodes maintain a neighbor table for

keeping their adjacencies information with other nodes

within the cluster. Thus node with higher number of

connections represents its optimal position inside the

cluster where several nodes are dispersed. Once the dis-

tance, residual energy and adjacencies are determined;

these values are summed up in weighted manner to esti-

mate the score for CH selection, as shown in Eq. (3). At

last, the nodes with least distance to centre point, with

most energy reserves and highest number of neighbor-

hood adjacencies are potential candidates to be elected as

CHs.

disti ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj
� �2þ yi � yj

� �2� �r
ð4Þ

Next, each selected CH floods its local cluster by

sending an ADV message. The message comprises of

elected CH identity (ID), its geographical position and

CLUS_ID in which it resides. Member nodes upon

receiving the message further forwards it among their

neighbors till all the nodes in the cluster are informed

about CH position. The ADV message is ignored by

nodes if their cluster ID is different. Afterwards, based on

a number of member nodes within the each cluster,

associated CH schedules the transmission period into

fixed time slots. In order to save the energy constraint

among nodes, the radio transmission power of each node

is turned to switch off except its data dissemination

process. Algorithm 2 governs the CHs selection and nodes

association mechanisms.
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Algorithm 2: CHs election with nodes associations

1. for each clusteri [1: K]

2. do

3. cluster_ member_pos = get_member_position(i)

4. clusteri.centroid=mid_point (cluster_ 

5. member_pos)

6. ListCentroid [i] = clusteri.centroid

7. end for

8. for each clusterj [1:K]

9. for each cluster_nodei,j [1: clusterj_members]

10. do

11. Lwj[i] = weight ( )

12. end for

13. CH[ j]= highest weight (Lwj)

14. end for

15. for each node i CHs
16. do

17. i. send ( ADV) 

18. for each node j cluster (i)
19. do

20. j.responsed (CH[ i])

21. end for

22. i. send ( schedule time slots)

23. end for

24. end procedure

3.3 Dynamic routes discovery

In large scaled WSNs, data routing is one of the main issue

due to limited resources on the part of sensor nodes.

Moreover, the random and dynamic structure of network

topology leads to unbalanced traffic distribution among

nodes and decreases data delivery performance. AECR

protocol supports to improve tradeoff between energy

consumption and data delivery performance over the entire

network field. In addition, AECR protocol provides optimal

data forwarding routes for both intra-cluster and inter-

clusters levels thereby results in improved network lifetime

and throughput.

After the completion of clusters formation by exploiting

network partitioning algorithm, the next phase is to

establish adjacencies among neighbor clusters. BS broad-

casts route discovery packet that comprises of ID and

location information. Nodes upon receiving such beacon

message record the information and inform their respective

CHs via neighbor node with least hop count. Furthermore

to share the BS-discovery information with other CHs, the

host CH floods its cluster till the BS discovery-packet is

received by nodes along the boundary of the cluster. Nodes

along the boundary of cluster send the BS discovery-packet

to those neighboring nodes which belong to other clusters.

Accordingly those boundary nodes whose cluster-ID is

different from the host CH inform their respective CHs.

This process continues till all the CHs receive the BS

discovery-packet. During this process, the CHs also

establish a reverse path back to BS that is used for sub-

sequent inter-clusters data communication. Figure 2 illus-

trates the association among neighbor clusters after the

network partitioning.

Fig. 2 Association among neighbor clusters
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Subsequently, AECR protocol commences the neighbor

discovery process among the member nodes to determine

nearly optimal intra-cluster data routing paths. To achieve

intra-cluster route discovery, each node floods HELLO

packet among its cluster’s members. On getting a request

packet, neighbors respond with their residual energy and

position coordinates. Each node constructs a local

table that comprises of energy and distance of all its

neighbors. In addition, each node calculates ETT value by

using Eq. (5) by utilizing expected transmission count

(ETX), the size of the packet (S) and link capacity (B).

Each communication link with neighbors is given a weight

based on its calculated ETT value. The given weight is

recorded in the constructed local table by a source node. In

order to reduce communication cost, the procedure of

constructing local table occurs only once at the beginning

of data transmission phase and updates when needed.

ETTi ¼ ETXi � S=B ð5Þ

When initialization process is over, each node has suffi-

cient information to calculate the forwarder score (FS) of

its neighbors that will be exploiting as a selection criterion

for the selection of next-hop during data transmission. On

determining the neighbor’s FS value, each source node

selects an appropriate neighbor with the highest FS value

as its next-hop. Subsequently, source node unicasts route

request (RREQ) message towards the selected next-hop.

On reception of RREQ message, the selected next-hop first

verifies whether the destination node is among its neigh-

bors. In the case of finding a match, selected current node

sets the next-hop flag directly towards the destination.

Otherwise, the current node will select a new appropriate

next-hop based on computed FS values and further unicasts

RREQ message. This procedure continues until a multi-hop

route is established towards associated CHs within clusters

region.

On the other hand, CHs are highly consumed their

battery power because of longer transmission distance

towards BS. Thus, to decrease the excessive energy con-

sumption during inter-clusters communication and

improving data delivery performance, AECR protocol

adopts multi-hop based hierarchical structures. BS floods

its ID over the network field. On receiving the BS route

discovery information, CHs that are the one-hop distance

from BS send their ID’s toward BS with their default

transmission power. Consequently, CHs with one-hop

distance from BS are capable of direct transmission

towards BS thereby constructing level-1 of the hierarchical

structure. In order to keep on the formation of CHs hier-

archical structure, CHs at level-1 further disseminate the

information about BS and determine their next hop CHs.

Upon reception of BS message from level-1, next-hop

CHs form the level-2 and send their ID’s towards BS via

level-1 CHs. This same practice is repeated until all

undiscovered CHs become a part of the particular level of

hierarchical structure based on hop count as shown in

Fig. 3. It might happen that CHs receive multiple dis-

seminated messages with different hop counts, in such

case; the minimum hop-count is elected as an upper level

for data routing. In this manner, multi-hop routes towards

BS are constructed that are utilized for consequent data

transmission. The main aim behind construction of hier-

archical structure is to decrease the transmission power of

appointed CHs while data transmission towards BS.

Accordingly, data packets from lower levels can be for-

warded towards BS over parallel paths across the different

levels that improve data delivery performance and give the

fair distribution of energy consumption over the entire

network field.

Once, all the declared CHs are structured into different

levels, the following set of rules are imposed on CHs while

data forwarding.

Fig. 3 Hierarchical structure among different clusters based on levels
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Rule 1 On receiving the data packets, if BS is positioned

at the next-hop of source CH then aggregated sensory data

will be transmitted directly to BS.

Rule 2 During data transmission process, CHs at a lower

level are not allowed to directly forward data towards BS.

Instead, they have to use upper level CHs for data for-

warding. In this manner, every downstream CH consumes

less transmission power while delivering data.

Rule 3 It might be a case that there are multiple CHs in

the upper level, candidate CHs is identified by comparing

their residual energy to a certain threshold. Afterwards, the

ETT value of candidate CHs is computed, and finally, CH

with the lowest ETT value is elected as next-hop.

3.4 Cluster head re-election mechanism

CH being a central point in clusters management and

continuously performing a role in routes re-adjustment are

exposed to high energy consumption thereby its role should

be shifted in network field. AECR protocol keeps track of

residual energy of elected CH for ensuring that it does not

fall down a certain threshold. Upon reaching the threshold,

the elected CH changes its next-hop flag to false and quit

from relaying data. In addition, it initiates a re-election

process within the region of clusters.

Current CH computes a threshold distance (Dthreshold) by

exploiting its own distance from the centre of the cluster and

floods the region bounded by Dthreshold requesting the nodes

to respond with their residual energy and distance. Nodes

that are positioned at the threshold distance, respond to CH

with their residual energy and distance. In addition, nodes

that are located within the Dthreshold further forward the CH’s

request with their neighbors till it is discarded by nodes

outside the threshold distance. If current CH does not receive

any response from its member nodes within the predefined

time interval (Dt), it assumes that no qualifying nodes can be

found within the computed Dthreshold and accordingly grad-

ually increases the Dthreshold to expand the search zone.

In re-election process, the residual energy of qualified

nodes is given high priority as compare to their distance from

the centre of the cluster. Among candidate nodes those nodes

are identified whose residual energy is greater than the

threshold and then elects a relatively nearest node towards

the centre of a cluster as a new CH. Subsequently, the new

appointed CH floods its cluster by sending ID and position

information in order to update the transmission schedule and

nodes association. Accordingly, all the member nodes

transmit their sensory data towards a newly selected CH.

AECR protocol localized the CH rotating process within the

restricted region that greatly decreases overheads in re-

election process. Algorithm 3 is used to carry out optimized

route discovery and re-election mechanism of CHs.

1. procedure Intra-clusters routes discovery

2. for each node m [1: ]
3. do

4. broadcast beacons to 

5. = the number of received beacon 

6. messages by 

7. sent to 

8. calculates forwarder score of      

9. neighbors

10. end

11. while (y!= destination ) 

12. selects which has maximum FS 

13. creates RREQ and send to 

14. Reply to 

15. = 

16. end while

17. end procedure

18. procedure Inter-clusters routes discovery

19. BS broadcast ID to in network field

20. for each node on receiving BS_ID

21. do

22. If ( .Id = = CH id) && 

.next-hop = = BS_ID) 

Record the BS_ID and send 

response 

23. else if ( .Id = = CH id) && 

.next-hop != BS_ID) 

24. record BS_ID, 

25. further propagates the BS_ID

26. else if ( node Id! = CH id)  

discard the BS_ID 

27. end if

28. end procedure

29. procedure head_rotation

30. floods request message within 

31. if (there exists node )

32. send information towards 

33. else

34. adjust value

35. end if

36. for each node 

37. do

38. if > threshold then

39. if pos( ) – centroid < 

40. then

41.

42. end if

43. end if

44. end for

45. return

46. end procedure

Algorithm 3 An Optimized Route Discovery and 
Re-election Mechanism of CHs
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4 Simulation model and performance analysis

In this section, the performance of AECR protocol is

evaluated via simulation experiments with respect to

varying nodes density and data generation interval. In this

regard, we used NS-2.35 [33] and compare the results of

AECR protocol based on different performance metrics

against existing schemes. We considered the squared size

network field of 100 9 100 m2 dimension and nodes are

randomly deployed. The transmission range of all nodes is

set to 25 m. Initially, nodes are given 2 J of energy and

remain static in network lifetime. We run the simulation for

1000 s and time interval for each round is set to 20 s. To

expose more balanced contribution, the weighting factors

are set to uniform values (a ¼ b ¼ c ¼ 0:33, whereas

aþ bþ c ¼ 1). We considered the energy model as being

adapted in [25, 34]. Assume that d is a distance between

two nodes i and j. The energy consumption during trans-

mitting and receiving k data bits is shown in Eqs. (6) and

(7).

ETrðk; dÞ ¼
Eelect � k þ k � Efs � d2; if d� dt
Eelect � k þ k � Eamp � d4; if d[ dt

	
ð6Þ

ERx kð Þ ¼ Eelect � k ð7Þ

Eelect is per bit energy dissipation during sending and

receiving. The amplifier’s energy consumption is shown by

Efs � d2 or Efs � d4 which is selected on the basis distance

from source to destination. Distance threshold is given by

dt, if d� dt then free space model is used else multi-hop

fading model is employed. Table 1 shows the summary of

the all simulation parameters.

4.1 Simulation results

The subsequent sections illustrate the performance evalu-

ation of AECR protocol against LEACH-DT, LCM, and

EEGDG schemes. We used five different criteria under

same network dynamics to measure the performance of

AECR protocol against existing work: network lifetime,

average energy consumption, network throughput, network

delay and packet delivery ratio. The network lifetime is

measured in seconds and termed as time elapsed after the

dispersion of nodes in sensor field till the first node dies

because of energy consumption. Average energy con-

sumption in measured in joules and determines how much

energy is being depleted by nodes during network opera-

tions. Network throughput measures the aggregated data

rate in Kbit/s towards destination over the entire network

field. The network latency determines an end to end delay

in seconds while receiving of data packets from source

nodes. The data delivery ratio measures the percentage of

successful data packets that are obtained at end points.

4.1.1 Impact of varying nodes density

In this section, we assess the performance of our AECR

protocol with respect to a different number of nodes.

Network size is varied from 50 to 300 nodes to accomplish

result analysis in a dynamic and scalable environment.

Figure 4 illustrates the network lifetime of AECR protocol

against existing schemes. Simulation experiment demon-

strates that our AECR protocol improved network lifetime

by 13, 22.5, and 29 % respectively. This is due to balanced

size clusters generation and optimized CHs election

mechanism within the cluster region instead of entire net-

work field. Moreover, AECR protocol selects shortest,

most energy efficient and reliable routing paths for data

dissemination.

Figure 5 shows the average energy consumption at

varying number of nodes. It is observed that AECR

Table 1 Simulation parameters

Parameter Value

Sensor field 100 9 100 m2

Eelect 50 nJ/bit

Eamp 10 nJ/bit/m2

Efs 0.0013 pJ/bit/m4

Packet size, k 512 bits

Initial energy 2 J

Simulation time 1000 s

Round period 20 s

Node’s transmission range 25 m

a, b, c 0.33 ,0.33, 0.33
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protocol extensively reduces the overall energy consump-

tion by 12.5, 16, and 20.4 % respectively as compared to

existing schemes. In particular, AECR initiates the CHs

election mechanism in the restricted region which results in

fewer computational and network overheads. In addition,

using the set of data forwarding rules proposed by AECR,

only limited number of CHs is selected for inter-cluster

routes adjustment process that significantly reduced the

overall network energy consumption.

Figure 6 depicts the network throughput as a function of

varying number of nodes. It is seen that throughput produced

by AECR protocol is 11.9, 20.7, and 23.3 % higher than

existing schemes. Existing schemes highly reduce the

achievable network throughput due to low flexibility against

nodes failure, which results in lower overall network perfor-

mance. On the other hand, AECR protocol improved network

throughput for both intra-cluster and inter-clusters transmis-

sion by electing the longer lifetime routes for data forwarding.

The utilization of multi-hop routes within intra-cluster and

inter-clusters not only reduces the transmission distance and

saves energy, but also supports parallel data forwarding that

leads to increasing data delivery performance.

Figure 7 demonstrates average end-to-end delay under

varying network sizes. AECR protocol achieved lower

average end-to-end delay by 16.9, 22.8, and 25 % respec-

tively as compared to existing schemes. Existing schemes

exhibit a higher end-to-end delay in data forwarding

because of constructing non optimized routing paths.

Consequently, such schemes incur higher routes failure

probability and re-transmissions. Moreover, AECR proto-

col constructs the routing paths for both intra-cluster and

inter-cluster communication based on composite criteria,

which reduces the possibility of routes instability.

Figure 8 depicts the packet delivery ratio with respect to

varying nodes density. It is seen that packet delivery ratio

produced by AECR is 13.8, 17, and 19.5 % higher than

existing schemes. Unlike existing schemes that determine

non-optimized routing paths that lead to frequently route

breakages and incur high data lose ratio. On the other,

AECR incorporates multi-facet routing function for data

forwarding at both intra-cluster and inter-clusters level.

The exploitation of such multi-hop routing paths optimizes

the selection of data forwarder nodes in terms of distance,

energy and link quality metrics which significantly reduces

packets drop ratio.
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4.1.2 Impact of varying data generation interval

In this section, to analyze the impact of different data

generation interval on AECR protocol against existing

work, numerous simulation experiments are conducted.

During experiments, in order to determine the reliability of

routing performance, the data generation intervals are

varying from 5 to 30 s.

Figure 9 presents network lifetime with respect to dif-

ferent data generation interval. Obviously, employing

longer data generation interval reduces network traffic and

increases network lifetime. AECR protocol improved net-

work lifetime by 11.5, 16.6 and 20.5 % correspondingly as

compared to existing schemes. This is due to avoiding

random clusters formation and based on network size the

number of clusters is generated. In addition, the role of

CHs is rotated dynamically among specified search zone

rather than re-clustering the entire network field, which

contributes to balanced energy consumption among nodes

and increases network lifetime.

In terms of energy consumption against different data

generation intervals, AECR protocol improved the perfor-

mance by 9, 12, and 13.8 % respectively as illustrated in

Fig. 10. The reason for consuming less energy by AECR

protocol is to achieve efficient load distribution among

clusters and localized the CHs election mechanism within

the boundary of clusters. In addition, utilizing the hierar-

chical structure of appointed CHs for inter-clusters routing

contributes to a reduction in energy consumption among

nodes. Moreover, instead of direct transmission within

clusters, multi-hop routes are constructed based on com-

posite factors which notably decrease overall energy con-

sumption among member nodes.

Figure 11 demonstrates the outcome of varying data

generation interval on network throughput. In fact, higher

data generation interval results in less network traffic and

congestion, which leads to increasing data delivery per-

formance. It is seen that AECR protocol improved network

throughput by 11.6, 14, and 17.8 % respectively as com-

pared to existing work. The reason behind this to exploiting

multi-hop optimized routing paths at both intra-cluster and

inter-clusters levels. Moreover, considering energy con-

sumption in discovering of routing paths increases the

reliability of such routes. In addition, link quality metric

decreases the number of re-transmissions which has a

critical effect on network throughput.

Figure 12 depicts the average end-to-end delay during

different data generation intervals. Observably, higher
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generation intervals result in less data traffic which reduces

network congestion and end-to-end delay. AECR protocol

decreases the network delay by 23, 29.7, and 34 %

respectively as compared to existing schemes. This is due

to the construction of more consistent routes in terms of

energy level and link quality as compared to existing

schemes. In addition, during routes construction, only that

nodes are selected those shorten the data forwarding delay

by minimizing re-transmissions while conserving energy

resources of nodes.

Figure 13 illustrates the outcome of different data gen-

eration intervals on packet delivery ratio. Basically, higher

data generation interval results in less traffic load and

congestion that directs to increasing packet delivery

performance. AECR improved the packet delivery ratio by

11, 14.7 and 19.1 % as compared to existing schemes. This

is due to exploit of optimized multi-hop intra-cluster and

inter-clusters data forwarding routes. Moreover, by taking

into account of energy and link quality factors while

determining of routing paths increases the reliability of

such routes as nodes have sufficient energy with better link

condition are selected as intermediate nodes.

5 Conclusion

In this research paper, AECR protocol structures the dis-

persed sensor nodes into uniform sized non-overlapping

clusters based on network size. Consequently, random

clusters formation is avoided and the role of CHs is dis-

tributed evenly over the entire network field. In addition,

by adopting weighted metrics for CH election process

within each cluster region leads to least computational

overheads and energy consumption. Moreover, AECR

protocol discovers optimal multi-hop data delivery routes

that achieve shortest, most energy efficient and reliable

data transmissions. Furthermore, to balance the load dis-

tribution, AECR protocol shifts the role of CHs based on

network conditions rather than performing re-clustering

frequently. Experimental results demonstrate that AECR

protocol significantly improved different evaluation met-

rics as compared to existing solutions. In future work, we

will further analyze the performance of AECR protocol by

considering heterogeneous data generation traffic.
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