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Abstract Cooperative communication has emerged to

reap the benefits of spatial diversity. To fully exploit

cooperative diversity, we propose a medium access control

and routing enabled cross-layer cooperative transmission

(MACR-CCT) protocol for improving the performance in

multi-hop wireless ad hoc networks (MWAN). Different

from previous cooperative protocols that determine a

receiver in one hop according to a non-cooperative routing

protocol first and then select a cooperative relay, MACR-

CCT selects the cooperative relay together with the recei-

ver in one hop to exploit fully cooperative diversity, so that

the receiver is selected for higher cooperative gain and

closer distance to destination, and the relay is selected to

achieve the better throughput performance while consid-

ering transmission error. Furthermore, considering that

there are multiple source–destination pairs in MWAN,

MACR-CCT takes interference mitigation into account to

further improve network throughput when selecting the

cooperative relay. Besides, we propose a theoretical model

to analyze the throughput performance. Finally, we take

advantage of simulation results to validate the effectiveness

of our analytical model and show that our proposed

MACR-CCT protocol can significantly outperform existing

packet transmission mechanisms in terms of throughput

and delay under the multi-hop multi-flow network scenario.

Keywords Cooperative diversity � Cross-layer � Multi-

hop � Wireless networks

1 Introduction

In this paper, we investigate the design problem of the

cross-layer protocol that spans physical, medium access

control (MAC) and routing layers for exploiting coopera-

tive diversity in multi-hop wireless ad hoc networks

(MWAN). In cooperative communication system, two

stages are always needed to obtain cooperative diversity.

Data packets are broadcasted by the transmitter in the first

stage, which can be overheard by the receiver and coop-

erative relays simultaneously. Then, data packets are for-

warded to the receiver by the relays in the second stage. By

this kind of cooperative, network performance can be

significantly improved as comparison to the traditional

non-cooperative schemes when the direct link quality is

poor.

Up to now, much research has been conducted on

cooperative MAC and routing protocols (see Sect. 2),

respectively. However, these cooperative MAC and routing

protocols are designed separately, and do not adopt the

cross-layer approach that incorporates the MAC and rout-

ing layers to improve the performance in multi-hop wire-

less networks. More specifically, (1) when designing the

cooperative MAC protocol, it is assumed that the receiver

in transmission path has been pre-determined by a certain

routing protocol (such as DSR or AODV), and (2) when

designing the cooperative routing protocol, it is assumed

that there is a certain MAC protocol to select the cooper-

ative relay and coordinate among the transmitter, relay and

receiver.
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Although there is limited research on cross-layer design

(see Sect. 2) in MWAN, it does not solve the problem that

the cooperative relay and receiver in one hop should be

jointly considered for exploiting fully cooperative diver-

sity, instead of determining the receiver first. As shown in

Fig. 1, when sender S transmits a data packet to destination

D, there may have three cooperative links CLi (S, Hi, Ri)

(1 B i B 3) or even more for S to complete the transmis-

sion, where Hi and Ri (1 B i B 3) denote the cooperative

relay and receiver, respectively. If we would determine R1

as the receiver according to a non-cooperative routing

protocol, the cooperative link CL1 (S, H1, R1) (the coop-

erative relay H1 can be replaced according to a relay

selection method) will be used to transmit data packets.

However, it is very possible that CL1 (S, H1, R1) is not the

best one to reap the performance benefits (such as

throughput and delay, etc.) among three cooperative links.

The reason is that the receiver R1 is determined first,

without considering R2 and R3 as the potential receiver.

Therefore, for exploiting fully cooperative diversity in

MWAN, the cooperative relay and receiver in one hop

should be jointly considered to obtain the performance

benefits. That is our starting point in this paper.

In this paper, we propose a medium access control and

routing enabled cross-layer cooperative transmission pro-

tocol (MACR-CCT) to improve the performance in multi-

hop wireless networks. In MACR-CCT protocol, the

cooperative relay and receiver in one hop are jointly con-

sidered to exploit fully cooperative diversity, which means

that multiple potential receivers in one hop and the corre-

sponding relays are considered to construct multiple

potential cooperative links. As a consequence, the best

cooperative link will be selected so that the receiver is

determined for higher cooperative gain and closer distance

to the destination, and the cooperative relay is determined

to achieve the better performance of throughput with

considering transmission error. Interference has an impor-

tant impact on system performance in wireless networks

[1–3]. Therefore, considering that there are multiple

source–destination pairs in MWAN, MACR-CCT takes

interference mitigation into account to further improve

network throughput when selecting the cooperative relay.

In addition, we derive saturation throughput based on an

analytical model and conduct simulation to validate the

effectiveness of our analytical model. Finally, we carry out

extensive simulations to investigate the performance of

MACR-CCT protocol with comparisons to the existing

cross-layer protocol and two packet transmission mecha-

nisms: non-cooperative IEEE 802.11 MAC with AODV

routing protocol and cooperative MAC with AODV routing

protocol. Simulation results show that MACR-CCT sig-

nificantly outperforms existing packet transmission mech-

anisms in terms of throughput and delay under the multi-

hop multi-source network scenario.

The remainder of this paper is organized as follows. The

related work is described in Sect. 2. In Sect. 3, we elabo-

rate the proposed MACR-CCT protocol. Section 4 presents

an analytical model for performance evaluation. In Sect. 5,

simulation results are given to validate the analytical model

and to evaluate the cooperative performance of MACR-

CCT in comparison with existing packet transmission

mechanisms under the multi-hop multi-source network

scenario. Finally, conclusions are given in Sect. 6.

2 Related work

To convert the cooperative gain at physical layer into the

performance benefits at high layer, plenty of cooperative

MAC and routing protocols were proposed [4–27]. As for a

cooperative MAC protocol, the key problem is to select the

best relay which the transmitter is going to cooperate with.

In [4–15], with different relay selection metrics, various

cooperative MAC protocols were proposed to coordinate

the operations among the transmitter, receiver and relays

for completing one data transmission. As for a cooperative

routing protocol, the key problem is to select one optimal

path from source to destination. These cooperation-based

routing algorithms in [16–21] established a non-coopera-

tive shortest path first and then build the cooperative route.

Indeed, these routing strategies can not fully exploit

cooperative diversity because the optimal cooperative path

may completely different from the non-cooperative short-

est path. To overcome this deficiency, the work in [22–26]

proposed different routing algorithms based on cooperative

shortest path. Different from all the above mentioned

routing protocols that focus on unicast routing, In [27], Li

et al. proposed a reliable multicast protocol called Code-

Pipe using opportunistic routing and random linear network

coding. However, these routing algorithms do not consider

cooperative MAC layer support.

S DR1

R2

R3

H1

H3

H2

Fig. 1 How to select the cooperative relay and receiver

1592 Wireless Netw (2017) 23:1591–1610

123



Clearly, all the aforementioned cooperative protocols do

not consider fully the characteristic of multi-hop networks,

i.e., in a routing path, it is mutually dependent to choose

the cooperative relay and receiver in one hop, because the

transmission quality is determined by three links of trans-

mitter to receiver, transmitter to relay and relay to receiver

in cooperative communications. Therefore, we need to

design a cross-layer protocol that incorporates the MAC

and routing layers. There is a little work [28–32] on

cooperative protocols using cross-layer approach for multi-

hop networks. In [28], Jakllari et al. presented a novel

multilayer approach for exploiting cooperative diversity in

ad hoc networks, but the approach does not consider the

interdependence between choosing the receiver and corre-

sponding relay in one hop, and also does not design a cross-

layer protocol. In [29], Babaee et al. proposed a physical-

network cross-layer routing algorithm with the goal of

minimization of the end-to-end outage probability. But,

[29] does not consider MAC layer cooperation. In [30],

Aguilar et al. proposed a cross-layer protocol, CoopGeo,

which involves two levels of joint design, i.e., a MAC-

network cross-layer design for forwarder selection and a

MAC-PHY for relay selection. Indeed, CoopGeo still

determines the receiver in one hop first. He et al. [31]

proposed a cooperative routing algorithm, where a cross-

layer routing metric is used to select a path from source to

destination. In [31], routing metric is computed on each

cooperative link (including transmitter to receiver, trans-

mitter to relay and relay to receiver), which will result in

larger overhead, especially in high density networks. In

[32], Gokturk et al. proposed a cross-layer protocol called

routing enabled cooperative medium access control

(RECOMAC) that spans physical, MAC and routing layers

to improve the performance of multi-hop communication.

In RECOMAC, using randomized distributed space–time

codes (RDSTC) at physical layer, data packets are trans-

mitted from the source to one cooperative set, or from one

cooperative set to another cooperative set until reaching the

destination. Compared with RECOMAC protocol, our

proposed protocol carries out the cooperative transmission

by selecting the best relay not all relays in a cooperative

set, and we design a selection metric that includes three key

elements of the packet error, throughput and interference

with other data flows, which are not considered in

RECOMAC protocol. On the other hand, when only the

best relay participates in cooperation, the same cooperative

diversity gain can be obtained [33], and other relays can be

exempted from information transmission so that the

expenditure of network resource is reduced. Furthermore,

according to [34], the interference-sensitive region can also

be shrunk with only one relay taking part in cooperation.

3 MACR-CCT protocol

In this section, we provide detailed description of the

proposed MACR-CCT protocol. First, we make the fol-

lowing assumptions adopted in this paper:

1. All nodes equip with one omni-directional antenna.

2. Channels between any two nodes are assumed to be

reciprocal and suffer from independent Rayleigh

fading with additive white Gaussian noise (AWGN),

and the fading coefficients remain the same during one

frame exchange duration [32].

3. In the second stage of cooperation, each relay may

simply amplify and forward it (corresponding to AF

protocol), or decode the received information and

forward it (corresponding to the DF protocol). In this

paper, since the relay node has to decode the overheard

signal for accepting or discarding it before retransmis-

sion, the DF protocol is adopted.

4. For achieving the maximum likelihood performance,

maximal ratio combiner (MRC) technique is adopted

by each receiver to combine the signals directly from

the sender in the first stage and that from the relay in

the second stage, and perfect synchronization is

assumed at the receiver [6].

5. Each node has capability to obtain its own up-to-date

location information using some location services,

such as Global Positioning System (GPS) [35], and

similar to [36, 37], source is aware of the location

information of destination. HELLO packets are

exchanged periodically to make sure that each node

has the location information of its neighbors.

3.1 Protocol description

The proposed MACR-CCT spans and combines the

functions of MAC and routing layers to realize end-to-end

data delivery while fully exploiting cooperative gain at

physical layer. To realize the MACR-CCT protocol, it is

required to introduce five kinds of control frames, i.e.,

cross-layer request-to-send (CL-RTS), cross-layer clear-

to-send (CL-CTS), cross-layer relay-to-help (CL-RTH),

cross-layer announce-to-receiver (CL-ATR) and cross-

layer acknowledgement (CL-ACK). The format of these

frames is extended to IEEE 802.11 RTS/CTS/ACK con-

trol frames [38] and the modified frame format is shown

in Fig. 2. In the following, we generalize the protocol by

describing the operations of sender (including source

node), receiver (including destination node) and relay in

one hop.
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3.1.1 The operation of sender

Whenever sender has a data packet from source to desti-

nation in its buffer, and it is not destination of the data

packet, it starts the data transmission by broadcasting the

CL-RTS frame after sensing the channel to be idle. Since

the sender does not know the transmission rate of data

packet at the time of CL-RTS transmission, it should set

duration field of CL-RTS to be DRTS, which is given by

DRTS ¼ aTCTS þ TRTH þ TATR

þ ðaþ 4ÞTSIFS þ TCON1
þ TCON2

;
ð1Þ

where TCTS, TRTH and TATR are the transmission time of

CL-RTS, CL-CTS, CL-RTH and CL-ART packets,

respectively. TSIFS is the time duration of one short inter-

frame spacing (SIFS) in IEEE 802.11 and a is the number

of potential receivers piggybacked in CL-RTS. TCON1
is the

average contention time for transmitting the CL-CTS

frames by all potential receivers in a distributed way. TCON2

is the average contention time for selecting the best

cooperative relay in a distributed way according to a per-

formance metric (we will introduce TCON1
and TCON2

in

Sect. 4). Note here, that DRTS does not include the trans-

mission time of data packet, and is aim at reserving the

channel time for the exchange of the control packets in a

conservative way.

Besides, at the moment of CL-RTS transmission, the

sender should set up a timer TO1
to wait for the arrival of

CL-CTS frame, which can be written as

TO1
¼ TRTS þ aTCTS þ TCON1

þ aTSIFS: ð2Þ

If no CL-CTS frame is received before the timer TO1

expires, the sender will give up the current transmission to

perform regular random backoff procedure for the next

retransmission. Implicitly, due to the collision from the

CL-CTS frames, the sender may not receive all of the CL-

CTS frames from a potential receivers, but at least one.

During the period of DRTS - TATR - 2TSIFS, if the

sender receives the CL-RTH frame, it knows that the best

relay is ready to construct a cooperative link. After the

TATR ? 2TSIFS, the sender should carry out the first stage of

cooperative transmission, i.e., it broadcasts the data packet

toward the best relay and corresponding receiver. If the

sender does not successfully receive the CL-RTH frame,

which means CL-RTH frame collision happens, it should

employ direct transmission and select the receiver with the

maximum performance to send data packet. It is noted that

MACR-CCT employs two transmission types, i.e., coop-

erative transmission (CT) and direct transmission (DT).

When the DT is activated, the CL-RTH frame is broad-

casted by the sender firstly to inform the other relay and the

receiver. Since CL-RTH frame includes transmission rate

Frame
Control Duration To

Address
From

Address
Packet
Length

Sender
Location

Destination
Location FCS

Octets: 2 2 6 6 2 2 4

Frame
Control Duration To

Address
From

Address SNRSR FCS

Octets: 2 2 6 6 1 4

Frame
Control Duration To

Address
From

Address
Transmission

Type

Octets: 2 2 6 6 1 1

RDATA,1 FCSRDATA,2

1 4

Frame
Control Duration To

Address FCS

Octets: 2 2 6 4

Receiver
ID

6

Frame
Control Duration To

Address
From

Address
Sequence
Control

Octets: 2 2 6 6 2 0-2312

Frame
Body FCS

4

Relay
Address

6

Number

2 1

Counter

1

(a) CL-RTS frame format

(b) CL-CTS frame format

(c) CL-RTH frame format

(d) CL-ATR/CL-ACK frame format

(e) Data packet format

Receiver
ID

6

Fig. 2 Control frame and data packet formats, where To Address and From Address fields correspond to RAddr and TAddr fields in IEEE

802.11 standard, respectively, and gray parts are additional fields to support MACR-CCT protocol
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and type, the duration field of data packet set by the sender

can be expressed as follows:

DDATA ¼
TCT

DATA;2 þ TACK þ 2TSIFS; for CT

TACK þ TSIFS; for DT

(
ð3Þ

where TDATA,2
CT denotes the transmission time of data packet

for the second stage in CT and TACK is the transmission

time of CL-ACK. Besides, the sender should start a timer

TO2
to wait for the arrival of CL-ACK frame, which can be

given by

TO2
¼

TCT
DATA;1 þ TCT

DATA;2 þ TACK þ 2TSIFS; for CT

TDT
DATA þ TACK þ TSIFS; for DT

(

ð4Þ

where TDATA,1
CT denotes the transmission time of data packet

for the first stage in CT and TDATA
DT denotes the transmission

time of data packet in DT.

During the TO2
period, if the sender receives the CL-

ACK, it deduces that the data packet is successfully

delivered toward the destination in one hop and returns to

execute the next packet transmission. If the sender does not

receive the CL-ACK, it will start the retransmission of the

data packet with updated backoff counter.

3.1.2 The operation of receiver

When a neighbor i of the sender receives the CL-RTS

frame, it deduces that it may be a potential receiver in

current hop. According to the sender and destination

location piggybacked in CL-RTS, neighbor i will set up a

timer Ti to contend for the channel for transmitting the CL-

CTS frame, which can be given by

Ti ¼
1� ds;dest � di;dest

rradio

� �
Tmax; if ds;dest [ di;dest

Tmax; if ds;dest � di;dest

8><
>:

ð5Þ

where ds,dest and di,dest denote the distance from sender to

destination and from neighbor i to destination, respectively.

Tmax is the maximal selection time and rradio is the trans-

mission range. Since neighbor i is in the transmission

range, then Ti 2 [0, Tmax]. As shown in Fig. 3, neighbor

j with ds,dest\ dj,dest should not become a potential receiver

in current hop, so, for reducing the network overhead, we

can stipulate that these neighbors like j do not set up a

timer for transmitting the CL-CTS frame. Formula (5)

means that one neighbor providing the larger advance

towards destination (defined in [39]) will has the smaller

timer. Therefore, when one neighbor has the largest

advance, it will terminate the timer and transmit the CL-

CTS frame firstly.

To construct multiple cooperative links from which we

can select the best one, it is necessary to let a potential

receivers with superior advance transmit the CL-CTS

frames. Therefore, let neighbor i start up a counter Ci and

initiate Ci = a simultaneously with setting up the timer Ti.

Afterwards, whenever neighbor i receives one CL-CTS

frame correctly and finds that its timer does not expire, it

will set Ci = Ci - 1. If Ti = 0 and Ci = 0 at a certain

moment, which means that neighbor i is one of a potential

receivers, neighbor i will transmit the CL-CTS frame and

insert the current value of Ci into the counter field of CL-

CTS frame. Otherwise, if Ti = 0 (or Ti = 0) and Ci = 0,

which means that neighbor i is not one of a potential

receivers, neighbor i will cancel the Ti and does not

transmit the CL-CTS frame.

Need to say, for successfully receiving the CL-CTS

frame, it is necessary to address two issues:

1. Collision detection and avoidance. Assume that there

are three potential receiver nodes: p, q and w. Let

Tp = Tq\Tw and Cp, Cq, Cw[ 1. Therefore, nodes

p and q will transmit the CL-CTS frames simultane-

ously prior to node w and collision is incurred at a

certain moment. Due to the collision, node w can not

receive the CL-CTS frame correctly, so it does not

update the value of Cw. Afterwards, the timer Tw

expires and node w transmits the CL-CTS frame.

When nodes p and q receive the CL-CTS frames

correctly, if they find that the value of counter field is

not less than their own, they can deduce that the CL-

CTS frames transmitted by them are collided (note

that, the CL-CTS frame is short and not easy to cause

error with basic transmission rate). If it does, they each

randomly select backoff time-slot and retransmit the

CL-CTS frame in their self-appointed slots. For

reducing the overhead, we demand that each potential

receiver can retransmit the CL-CTS frame at most

once. Note here that, when nodes p and q transmit the

CL-CTS frames, if Cp = Cq = 1, which means that

nodes p and q are the last potential receives, nodes

node i

node j

sender destination

di,dest

dj,dest

advance: ds,dest - di,dest

ds,destrradio

Fig. 3 Example on the notion of advance

Wireless Netw (2017) 23:1591–1610 1595

123



p and q can not detect the collision. In this case, nodes

p and q are the potential receivers with the minimum

advance, thus for reducing network overhead, we do

not adopt other methods to let them retransmit the CL-

CTS frames.

2. Coverage radius improvement. In order to let all

potential receivers successfully receive the CL-CTS

frames from each other, we require that each CL-CTS

frame is sent with a higher power to cover all potential

receivers. Obviously, the key issue is to set up the

value of transmission power. Here, we propose two

methods to determine the value of power as follows:

Because all potential receivers are in the transmission

range of the sender, each potential receiver can simply set

up the value of power for covering the two times trans-

mission range. Furthermore, considering that neighbor j

with ds,dest\ dj,dest should not become a potential receiver,

each potential receiver can set up the value of power to let

coverage radius be equal to rmax, which is the maximum

one of coverage radius to cover all potential receivers. As

shown in Fig. 4, rmax is the longest separated distance

between two possible potential receivers p and q, which

can be given by Formula (6). Clearly, in this method, the

same value of power is set up to cover all potential

receivers.

rmax ¼ 2ds;dest sin arccos
2d2

s;dest � r2radio

2d2
s;dest

 ! !

¼ rradio

ds;dest

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4d2

s;dest � r2radio

q
:

ð6Þ

Since node location can affect its coverage radius, we can

let each potential receiver compute its own coverage radius

to set up the value of power, according to the sender,

destination and its own location. As shown in Fig. 4, one

potential receiver k can compute its own coverage radius

rcov, which can be written as

rcov ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2

s;dest þ d2
k;dest � 2ds;destdk;dest cosðb1 þ b2Þ

q
; ð7Þ

where

b1 ¼ arccos
d2

s;dest þ d2
k;dest � d2

k;s

2ds;destdk;dest

 !
;

b2 ¼ arccos
2d2

s;dest � r2radio

2d2
s;dest

 !
;

8>>>>><
>>>>>:
where dk,s denotes the distance from node k to the sender.

Note that, using the trigonometric function, rcov in Formula

(7) can be converted to the function of ds,dest, dk,dest, dk,s

and rradio. Evidently, in this method, each potential receiver

can adjust its own value of power according to its own

location. Since there is rcov\ rmax, this method can save

power consumption compared with the previous method.

Assume that one potential receiver k is in the m-th

transmission order, because it does not know the trans-

mission type and rate of data packet, it makes a conser-

vative reservation and sets the duration field of CL-CTS

frame to be DCTS with the transmission rate of direct link,

which can be expressed as

DCTS ¼ ða� dÞTCTS þ TRTH þ TATR þ TDT
DATA

þ TCON1;d þ TCON2
þ ða� dþ 5ÞTSIFS;

ð8Þ

where d = a - Ck ? 1 and TCON1;d is the contention time

to transmit the CL-CTS frame for the remaining a - d
potential receivers. Since the CL-CTS frame is transmitted

with a higher power, which can also improve interference

range, we require that a node, which does not receive the

CL-RTS frame but receives the CL-CTS frame not from its

neighbors, does not set its network allocation vector (NAV)

(defined in IEEE 802.11 standard) according to DCTS. Also,

potential receiver k needs to initiate a timer TO3
to wait for

the arrival of CL-RTH frame, which can be given by

TO3
¼ ða� dþ 1ÞTCTS þ TRTH þ TCON1;d

þ TCON2
þ ða� dþ 2ÞTSIFS:

ð9Þ

If one potential receiver receives the CL-RTH frame during

the TO3
period and discerns that the receiver ID piggy-

backed in CL-RTH is consistent with its own, it concludes

that it is just the receiver of current hop. The receiver

should broadcast a CL-ATR frame to keep the other node

silent during the period of its packet reception. Therefore,

according to the transmission type included in CL-RTH, it

sets the duration field of CL-ATR frame to be DATR, which

can be written as

node p

node q

sender destination

ds,dest

rradio

dq,dest
= ds,dest

dp,dest = ds,dest

rradio node k

dk,s dk,dest

rcov

rmax

rcov

rmax

Fig. 4 The computation of coverage radius
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DATR ¼
TCT

DATA;1 þ TCT
DATA;2 þ TACK þ 3TSIFS; for CT

TDT
DATA þ TACK þ 2TSIFS: for DT

(

ð10Þ

If the receiver receives successfully the data packet, it

should send the ACK packet to the sender following a SIFS

after the packet reception. Note that, for CT, the successful

packet reception means that the receiver need apply MRC

technique to combine the data packets transmitted by

sender and relay. When the receiver receives the packet not

destined to itself, it will act as the sender in the next hop.

3.1.3 The operation of relay

If a neighbor of the sender receives the CL-RTS and CL-

CTS frames, it judges itself to a potential relay. Since there

are multiple potential receivers (Ba), one potential relay

h will receive multiple CL-CTS frames and construct

multiple potential cooperative links. As for each coopera-

tive link, h calculates its achievable performance according

to the given metric. At the last, h selects one cooperative

link, which has the maximum achievable performance

among all potential cooperative links, to contend for the

channel with the other potential relays. If h accesses the

channel successfully, it becomes the best relay that can

obtain the maximum achievable performance among all

potential relays.

The best relay should broadcast a CL-RTH frame to

declare that it is ready for the CT. As mentioned previ-

ously, the sender can also send a CL-RTH frame for the

DT. Therefore, according to the transmission type, the

duration field of CL-RTH frame can be set up as

DRTH ¼
TATR þTCT

DATA;1þTCT
DATA;2þTACK þ 4TSIFS; for CT

TATR þTDT
DATA þTACK þ 3TSIFS: for DT

(
ð11Þ

Besides, for CT, the best relay should set a timer TO4
to

wait for the arrival of data packet transmitted by the sender

in the first stage, which can be written as

TO4
¼ TRTH þ TATR þ TCT

DATA;1 þ 2TSIFS: ð12Þ

When the best relay receives data packet, it inspects

whether or not the relay address included in data packet

header is consistent with its own. If it does, after a SIFS,

the best relay forwards the received data packet to the

receiver.

In the end, we can find out that the MACR-CCT pro-

tocol forms the procedure of CL-RTS/CL-CTS/CL-RTH/

CL-ATR/DATA/CL-ACK packet exchanges at sender,

relay and receiver nodes, and the other nodes set NAV

accordingly, which is depicted in Fig. 5. Besides, for

vividly describing the above mentioned operations, we

depict them by flow charts in Fig. 6.

3.2 Relay selection

3.2.1 Performance metric

In MACR-CCT protocol, a key issue is to determine

whether to use cooperative communication and which node

is selected as the relay. The answer to both questions needs

to investigate the performance gain brought by cooperative

communication when a different relay is selected. For this

purpose, we need to derive a metric, by which a relay can

compute its throughput performance under the condition of

transmission error. Since the transmission collision proba-

bility is the same in both cases of cooperative and direct

transmissions, we assume that transmission failure is only

caused by transmission error. Furthermore, according to

[40], cooperative communication can result in enlarged

interference area, which can decrease the cooperation gain.

Therefore, considering there are multiple source–destina-

tion pairs in MWAN, MACR-CCT protocol should take

interference mitigation into account to improve network

throughput when selecting a relay node. To this end, the

metrics for cooperative and direct transmissions, which are

denoted by MCT and MDT, respectively, are given by

MCT ¼ LDATA

TCT

1� pc
err

� �
1� pr

int

� �
; ð13Þ

MDT ¼ LDATA

TDT

1� pd
err

� �
; ð14Þ

where LDATA denotes the payload length of data packet, TCT

and TDT denote the total transmission time (including

packet exchanges overhead in term of time) of a data

packet for cooperative and direct transmissions, respec-

tively, perr
c and perr

d are the frame error probability for

cooperative and direct transmissions, respectively, and pint
r

is the transmission interference probability at relay node

(including the interferences from and to other nodes) in

CT. To compute MCT and MDT, we should compute the

following parameters in (13) and (14):

1. TCT and TDT. According to the packet exchanges in

MACR-CCT protocol, we can derive

TCT ¼ TRTS þ aTCTS þ TRTH þ TATR þ TCT
DATA;1

þ TCT
DATA;2 þ TACK þðaþ 6ÞTSIFS þ TCON1

þ TCON2
:

ð15Þ

In (15), TDATA,1
CT = TPHDR ? TMHDR ? LDATA/R1 and

TDATA,2
CT = TPHDR ? TMHDR ? LDATA/R2, where TPHDR

and TMHDR denote the transmission durations for the
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PHY header and MAC header, respectively, R1 and R2

are the transmission rates for the first and second stages

in CT, respectively. TCON1
and TCON2

will be intro-

duced latter in Sect. 4. Similarly, we can derive the

TDT as follow

TDT ¼ TRTS þ aTCTS þ TRTH þ TATR þ TDT
DATA

þ TACK þ ðaþ 6ÞTSIFS þ TCON1
þ TCON2

;

ð16Þ

where TDATA
DT = TPHDR ? TMHDR ? LDATA/R1.

2. perr
c and perr

d . Suppose that the wireless channel is a

Rayleigh fading channel with Gaussian noise, and bit

errors are independent identically distributed over the

whole frame. For simplicity, we also assume that the

modulation BPSK is adopted. Since the error proba-

bility of the control packets can be ignored because of

short length and low basic transmission rate, the

transmission error probability can be approximated to

be the error probability of the data packet. Let pe,sr

denote the error probability of the received data packet

at relay sent from sender, pe,sd denote the error

probability of the received data packet at receiver sent

from sender, and pe,ct denote the error probability of

the received data packets combined at receiver in CT.

We can derive

pc
err ¼ pe;srpe;sd þ ð1� pe;srÞpe;ct; ð17Þ

where

pe;sr ¼ 1� ð1� pb;srÞLDATA ;

pe;sd ¼ 1� ð1� pb;sdÞLDATA ;

pe;ct ¼ 1� ð1� pb;ctÞLDATA ;

pb;sr ¼ Qð
ffiffiffiffiffiffiffiffi
2csr

p
Þ;

pb;sd ¼ Qð
ffiffiffiffiffiffiffiffi
2csd

p
Þ;

pb;ct ¼ Qð
ffiffiffiffiffiffiffiffi
2cct

p
Þ;

8>>>>>>>>>><
>>>>>>>>>>:
where pb,sr, pb,sd and pb,ct are the corresponding bit

error probability (BER) of pe,sr, pe,sd and pe,ct,

respectively, csr is the signal to noise ratio (SNR) of

received signal at relay sent from sender, csd is the

SNR of received signal at receiver sent from sender,

andcct = csd ? crd is the SNR of combined signal at

receiver sent from sender and relay, in which crd is the

SNR of received signal at receiver sent from relay.

According to [41], QðxÞ ¼ 1ffiffiffiffi
2p

p
R1

x
expð� t2

2
Þdt is gauss

error function. In the same manner, we can also derive

pd
err ¼ 1� ð1� pb;sdÞLDATA : ð18Þ

3. pint
r . In MACR-CCT, it is required that the sender must

monitor the radio channel for signs of activity before

transmitting a packet. If any activity is detected,

transmission is deferred. This is known as carrier

sensing mechanism adopted in IEEE 802.11 protocol.

If the two senders are within the carrier sense range of

each other, then only one of them will transmit at a

DIFS CL-RTS

CL-CTS

CL-CTS

CL-CTS

CL-RTH

CL-A TR

DA TA

DA TA

CL-A CK

Sender

Potential receiver i

Potential receiver k

Potential relay p
(Relay)

Potential relay q

backoff

Ti

freezing

freezingfreezing

busy tone

Potential Receiver j
(Receiver) Tj,1 Tj,2

Tj = Tj,1+Tj,2

Tk,1 Tk,2 Tk,3
Tk =Tk,1+Tk,2+Tk,3

Neighbors of sender
NA V(CL-RTS)

Neighbors of i
NA V(CL-CTS)

Neighbors of receiver
NA V(CL-CTS+CL-A TR)

Neighbors of k
NA V(CL-CTS)

Neighbors of relay
NA V(CL-RTH)

SIFS

NA V(DA TA )

Fig. 5 Packet exchange procedure in MACR-CCT protocol (a = 3)
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time. Otherwise, their transmissions are interfered with

each other. For a node, let TP denote the measurement

period, Tb denote the channel busy period sensed by the

node, and Tt denote the transmission period of its own,

then,Tb/Tp represents the probability of interference from

the other transmission in carrier sense range, and Tt/Tp

represents the probability of interference to the other

transmission in carrier sense range. Therefore, we have

pr
int ¼

Tb þ Tt

Tp

: ð19Þ

Using (19), a relay node can estimate the interferences

from and to other nodes and derive pint
r .

3.2.2 Channel access to relay

Since there are multiple relays, we should select the

best one, which has the maximum achievable perfor-

mance, to access the channel for sending the CL-RTH

frame. Here, inspired by the idea of black-burst con-

tention [42], we propose an efficient mechanism to

provide deterministically selection for the best relay.

Specifically, for a contention relay, after waiting for

the channel to be idle for a SIFS, instead of further

waiting for the channel to be idle for a duration of

backoff time, the relay will send a busy tone, and the

length of the busy tone (in the unit of slot time) is

equal to

Idle

Packet in
buffer?

Yes

Send CL-RTS

Receive
CL-CTS

during timer?

Yes

No

Receive
CL-RTH ?
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No

Cooperative transmission
for data packet
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Fig. 6 Flow charts for sender, relay and receiver nodes in one hop

Wireless Netw (2017) 23:1591–1610 1599

123



LBT ¼
1þ

max Mi
CT

� �
Sref

	 

; for CT

1þ maxfMi
DTg

Sref

	 

; for DT

8>>><
>>>:

ð20Þ

where MCT
i (i = 1, 2, … a) denotes the value MCT of ith

cooperative link for one relay, MDT
i denotes the value MDT

of ith direct link for the sender, Sref is the referenced

throughput used to convert MCT or MDT into an integral

number of busy tone, and xb c is the floor of x, i.e., the

largest integer not larger than x. When one relay com-

pletes its own busy tone, the relay monitors the channel

for the duration of a SIFS. If the channel is still busy

(which means that at least one other relay is sending busy

tone), the relay will quit the current contention and wait

for the channel to be idle again. Otherwise, the relay,

which sends the longest busy tone and achieves the

maximal performance gain, will send its CL-RTH frame.

Note that if only one relay (i.e., the best relay) sends the

CL-RTH frame, the relay will receive the CL-ATR frame

transmitted by the receiver after the duration of

TRTH ? TSIFS. Otherwise, if two or more relays happen to

send the same longest busy tone, a collision occurs and

these relays can not receive the CL-ATR frame. For the

next contention, these relays choose a backoff timer

randomly from their contention windows.
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4 Analysis model

In this section, we give analysis for the throughput of

MACR-CCT protocol on an err-prone wireless channel.

IEEE 802.11 is widely used in ad hoc networks, and most

existing cooperative MAC mechanisms [4–8] are designed

based on IEEE 802.11. Therefore, for simplicity and per-

formance comparison, we take IEEE 802.11b physical

layer specifications as the basis of the analytical model. In

addition, we consider a multi-rate network scenario with

N flows and M potential relays, in which there are four

different transmission rates, i.e., 1, 2, 5.5 and 11 Mbps, and

each rate has the corresponding minimum required SNR.

Considering the Rayleigh fading channel, the received

SNR c at distance d has the following distribution:

PðcðdÞ\hÞ ¼ 1� e�h=hgðdÞ; ð21Þ

where hg(d) is the expectation of the received SNR at

distance d. Let h2, h5.5 and h11 denote the minimum

required SNR to support transmission rate 2, 5.5 and

11 Mbps, respectively. Let r denote the transmission rate

determined by each sender or relay. According to (21), we

have

Pðr ¼ 1 MbpsÞ ¼ PðcðdÞ\h2Þ;
Pðr ¼ 2 MbpsÞ ¼ Pðh2 � cðdÞ\h5:5Þ;
Pðr ¼ 5:5 MbpsÞ ¼ Pðh5:5 � cðdÞ\h11Þ;
Pðr ¼ 11 MbpsÞ ¼ PðcðdÞ� h11Þ:

8>>><
>>>:

ð22Þ

For simplicity, we analyze the saturation throughput

based on Bianchi’s model [43] by assuming each source

node always has data to transmit. Let s denote the trans-

mission probability of each sender in an expected slot, we

have

s ¼ 2ð1� 2puÞ
ð1� 2puÞðCWmin þ 1Þ þ puCWminð1� ð2puÞmÞ ;

ð23Þ

where CWmin is the minimum contention window, m is the

maximum backoff stage, and pu is the transmission failure

probability given by

pu ¼ 1� ð1� pcolÞð1� perrÞ; ð24Þ

where perr is the average frame error probability, pcol is the

frame collision probability. MACR-CCT protocol does not

require that the sender receives all of a CL-CTS frames

after the CL-RTS frame transmission, this means that

frame collision does not happen when the sender receives a

CL-CTS frame from one potential receiver. Therefore, we

can write pcol as

pcol ¼ 1� ð1� sÞN�1
� �a

: ð25Þ

By solving the set of nonlinear Eqs. (23)–(25), we can

obtain s and pcol. Let ptr be the probability that there is at

least one transmission in the considered slot time:

Ptr ¼ 1� ð1� sÞN : ð26Þ

Let Ps be the probability that a successful transmission

occurs conditioned on the fact that at least one station

transmits, we have

Ps ¼
Nsð1� sÞN�1

Ptr

: ð27Þ

To this end, the normalized saturation throughput S can be

expressed as

S ¼ PsPtrð1� perrÞLDATA

ð1� PtrÞrþ PsPtrTs þ Ptrð1� PsÞTc

; ð28Þ

where r, Ts and Tc denote the duration of an idle slot, the

average duration of a successful transmission and the

average duration of a frame collision, respectively.

To compute S, we should obtain Tc, Ts and perr as

follows:

Tc ¼ TRTS þ aTCTS þ TCON1
þ aTSIFS: ð29Þ

Since there are four rate available: 1, 2, 5.5 and 11 Mbps in

which the basic rate 1 Mbps is used for control frames,

PLCP header and MAC sub-header, we can derive the

average transmission time Tavg for a packet as follow:

Tavg ¼ Pðrd ¼ 2MbpsÞ
2TohðP11;11þP11;5:5þP5:5;11þP5:5;5:5Þ
�
þ P11;11

2LDATA

11Mbps
þðP11;5:5þP5:5;11Þ

LDATA

11Mbps
þ LDATA

5:5Mbps

� �

þ P5:5;5:5
2LDATA

5:5Mbps

þ 1�P11;11�P11;5:5�P5:5;11�P5:5;5:5

� �
� Toh þ

LDATA

2Mbps

� ��
þPðrd ¼ 5:5MbpsÞ�

2TohP11;11þP11;11:

� 2LDATA

11Mbps
þð1�P11;11Þ Toh þ

LDATA

5:5MMbps

� ��
þPðrd ¼ 11MbpsÞ

� Toh þ
LDATA

11Mbps

� �
;

ð30Þ

where Toh = TPHDR ? TMHDR, rd is the transmission rate of

direct link. For a relay node, there are a potential cooper-

ative links to choose, therefore, in (30), Px,y = aP(r1 =

xMbps, r2 = yMbps) in which r1 and r2 are the
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transmission rates for the first and second stages in CT,

respectively. According to [6], we also have Px,y = aP(r1 =

xMbps)P(r2 = yMbps) (x = 11, 5.5 and y = 11, 5.5).

Therefore, according to the packet exchanges in MACR-

CCT protocol, Ts can be expressed as

Ts ¼ TRTS þ aTCTS þ TRTH þ TATR þ TACK

þ ðaþ 6ÞTSIFS þ TCON1
þ TCON2

þ Tavg;
ð31Þ

where TCON2 can be expressed as

TCON2
¼
XMB

i¼1

1

MB

� �
i � 1

MB

� �M

�i � rþ
XMþ1

K¼2

XMB

i¼1

1

MB

� �K
 

� i � 1

MB

� �M�Kþ1

� i þ W

2

� �
r

!
:

ð32Þ

In (32), MB = max{LBT} and W is the constant contention

window. On the right hand of (32), the first term represents

the duration used for busy tone if only one relay or the sender

chooses the maximum length i of busy tone, and others

choose the value less than i. The second term represents the

duration used for busy tone and backoff if at least two nodes

(including relays and sender) choose the maximum length

i of busy tone, and others choose the value less than i. In this

case, collision can happen and these relays choose a backoff

timer randomly from its constant contention window (for

simplicity, we consider collision happens only once). Here,

Ts is mainly determined by Tavg, and we can easily derive

(Tavg|a[ 1 - Tavg|a = 1)\ 0. Therefore, it means that the

relay select scheme inMACR-CCT protocol can achieve the

better performance gain.

In (31), TCON1
¼ maxfTig þ W

2
r (i = 1, 2, … a and as

above, we consider collision happens at most once). Being

conservative, we can set TCON1
¼ Tmax þ W

2
r. Also, if we

suppose that neighbors of the sender are uniformly distributed

in coverage range of the sender, which means that E(Ti) =

Tmax/2, we can set TCON1
¼ 0:5bTmax þ W

2
r (1 B b\ 2).

Because the frame error probability and transmission

rate are dependent on the SNR, we can derive peer as the

weighted sum of the corresponding frame error probabili-

ties in the four transmission rates as follow:

perr ¼ Pðrd ¼ 2 MbpsÞ P11;11 � pc
errð11; 11Þ þ P11;5:5

�
�pc

errð11; 5:5Þ
þ P5:5;11 � pc

errð5:5; 11Þ þ P5:5;5:5 � pc
errð5:5; 5:5Þ

þ 1� P11;11

�
�P11;5:5 � P5:5;11 � P5:5;5:5

�
� pd

errð2Þ
�

þ Pðrd ¼ 5:5 MbpsÞ
� P11;11 � pc

errð11; 11Þ þ ð1� P11;11Þ � pd
errð5:5Þ

� �
þ Pðrd ¼ 11 MbpsÞ � pd

errð11Þ; ð33Þ

where perr
c (x, y) (x = 11, 5.5 and y = 11, 5.5) is perr

c in

(17) with the cooperative transmission rates xMbps and

yMbps for the first and second stages, respectively, and

perr
d (x) is perr

d in (18) with direct transmission rate xMbps.

Since the received SNR is dependent on the distance

from sender, it is difficult to obtain the exact values of csd,

csr and crd in (32) and (33) for solving (28). Therefore, we

will analyze the throughput performance under the given

various values of csd, csr and crd.

Equation (28) indicates throughput expression in single

hop instance. Under multi-hop instance, the same condition

will be considered more than once. So the average end-to-

end throughput Ssys under multi-hop instance will be:

Ssys ¼
Yh�1

i¼1

sið1� siÞN�1

PN
j¼1

N

j

 !
s j

i ð1� siÞN�j � sið1� siÞN�1

 ! � S;

ð34Þ

where h (C 2) denotes the hop counts from source to

destination, si denotes the transmission probability of the

ith hop that can be derived from Eq. (23). Therefore, given

various values of csd, csr and crd, we can derive the average

end-to-end throughput under different hop counts. In

addition, according to Ssys, we can also derive the average

end-to-end delay Dsys = LDATA/Ssys.

5 Simulation results and analysis

In this section, we validate our analysis and evaluate the

performance of MACR-CCT using NS-2 simulator [44].

The parameters used in our simulation are listed in Table 1.

First, we use link throughput as the performance metrics to

validate the analytical model compared with simulation

results. After that, we use end-to-end throughput and end-

to-end delay to validate the analytical model under multi-

hop instance. At the last, we use system throughput, hop

counts and end-to-end delay as performance metrics to

evaluate MACR-CCT protocol compared with the existing

protocols. As for the existing protocols, we consider the

following three cases:

1. Non-cooperative path and non-cooperative MAC. In

this case, we adopt IEEE 802.11b DCF protocol at the

MAC layer and AODV protocol at the routing layer.

This case is set to observe whether MACR-CCT

protocol can obtain performance gain compared with

the traditional non-cooperative transmission.

2. Non-cooperative path and cooperative MAC. In this

case, we adopt the well-known CoopMAC protocol at

the MAC layer and AODV protocol at the routing

layer. This case is set to observe whether MACR-CCT
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protocol can obtain performance gain by taking

advantage of cooperative diversity both at MAC and

routing layers. Note here, that we do not consider the

mentioned cooperative routing protocols in Sect. 2 as

comparison target, because most of the existing

cooperative protocols take account into energy-effi-

cient as design objective, so that it is not easy to give

accurate comparison. Although TOCR protocol [19] is

designed to optimize throughput, it does not consider

multiple rates network scenario.

3. Cooperative diversity both at MAC and routing layers.

In this case, we consider RECOMAC protocol [32] as

comparison target. This case is set to observe whether

MACR-CCT protocol can obtain the same perfor-

mance gain with RECOMAC protocol only by select-

ing the best relay not all relays in a cooperative set.

5.1 Model validation

To demonstrate the effectiveness of MACR-CCT and

compare with the well-known CoopMAC protocol, in the

following simulations, we set Rsr = Rrd = 2 Mb/s and

Rsd = 1 Mb/s, where Rsr, Rrd denote the transmission rates

between sender and relay, relay and receiver, and Rsd

denotes the direct transmission rate. In the first simulation,

we investigate the performance improvement of our pro-

posed MACR-CCT protocol under various channel condi-

tions. Assume there are 10 contending nodes and 5

potential relays, csd is fixed to 7 dB, the data frame length

is set to 1000 B and a is set to 1. We let csr = crd and vary

csr (crd) from 7 to 16 dB. In Fig. 7(a), we can see that the

analytical results and simulation results match very well.

When csr (crd) is higher than 7.8 dB, the throughput of

MACR-CCT is improved obviously. In contrast, the

throughput of CoopMAC is independent of csr (crd). The

reason is that MACR-CCT considers the overhead caused

by transmission error while deciding to adopt cooperative

transmission or not, but CoopMAC does not consider. For

example, we assume that transmission error probability is

0.25 in direct transmission mode and 0.1 in cooperative

transmission mode. Then, the throughput in direct trans-

mission mode is Rsd * (1 - 0.25) = 0.75 Mb/s, but the

throughput in cooperative transmission mode is (1/Rsr ? 1/

Rrd) * (1 - 0.1) = 0.9 Mb/s. Obviously, in this case,

cooperative transmission will be selected. However, when

we ignore the transmission error, the direct transmission

will be adopted because cooperative transmission can not

compensate the additional overhead caused by cooperation.

From Fig. 7(a), we can also see that when csr (crd) is lower

than 7.8 dB, MACR-CCT and CoopMAC have very closer

performance. The reason is that in this situation both pro-

tocols use direct transmission mode. Next, we change csd

from 7 to 16 dB and fix csr (crd) to 15 dB. It is shown in

Fig. 7(b) that MACR-CCT outperforms CoopMAC in

throughput when csd is lower than 10 dB. The main reason

is that due to the remarkable transmission error of direct

link in this situation, MACR-CCT can choose cooperative

transmission, but CoopMAC does not. However, when csd

Table 1 Parameters for

simulation
Parameters Values

Data transmission rate 11, 5.5, 2 or 1 Mbps

Basic rate 1 Mbps

Time slot 20 ls

SIFS 10 ls

Maximum backoff stage 5

Minimum contention window 8

PHY header 24 Byte

MAC header and FCS 34 Byte

RTS/CTS/ACK frame 44/38/38 Byte

CL-RTS/CL-CTS/CL-RTH/CL-ATR/CL-ACK frame 51/46/53/44/44 Byte

Constant contention window 16

Transmission power 15 dBm

Required BER C10-5

h1, h2, h5.5 and h11 1,4,7 and 10 dB [45]

Transmission range rradio 250 m

Measurement period Tp 1 ms

Maximal selection time Tmax 160 ls

Referenced throughput Sref 0.5 Mbps

Maximum value MB of LBT 7
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is lower than 10 dB, the throughput of CoopMAC is

improved significantly. The reason is that when the channel

condition of direct link is improved, transmission error is

decreased significantly. In Fig. 7(b), when csd is higher

than 10 dB, both MACR-CCT and CoopMAC protocols

adopt direct transmission and have similar performance.

In the second simulation, we investigate the perfor-

mance improvement of our proposed MACR-CCT protocol

for various number of contending nodes. We consider

csr = crd = 15 dB, csd = 7 dB, the data frame length is set

to 1000 B and a is set to 1. We vary the number of con-

tending nodes from 2 to 32. We can see from Fig. 8 that the

throughput of both protocols decreases with the number of

contending nodes. The reason is that the more number of

nodes contend for transmission, the higher collision prob-

ability occurs.

In the third simulation, we investigate the performance

improvement of our proposed MACR-CCT protocol for

Fig. 8 Throughput comparison between MACR-CCT and CoopMAC

protocol for various number of contending nodes
Fig. 9 Throughput comparison between MACR-CCT and CoopMAC

protocol for various number of potential relays

Fig. 7 Throughput comparison between MACR-CCT and CoopMAC protocol under various channel conditions
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various number of potential relay nodes. Let the data frame

length be set to 1000 B and a be set to 1. Besides, we set

csd = 7 dB and fix Rsd = 1 Mb/s. We randomly place

some potential relay nodes (from 2 to 10) in the trans-

mission range of sender and receiver. So, in this situation,

the transmission rates of potential relay nodes are not fixed

and decided by their channel conditions. Figure 9 shows

the average throughput of MACR-CCT, CoopMAC and

direct transmission protocol (such as IEEE 802.11).

Because MACR-CCT takes into account the transmission

channel error, more cooperation opportunities are

caught. In contrast, CoopMAC misses some cooperation

opportunities.

In the fourth simulation, we investigate the performance

improvement of our proposed MACR-CCT protocol for

various data frame length. Let csr = crd = 15 dB,

csd = 7 dB, a = 1 and vary the data frame length from

500B to 5000B. In Fig. 10(a), we can see that the

throughput of our proposed MACR-CCT protocol increa-

ses with the data frame length. For the main reason, there is

almost no transmission error due to the good relay channel

provided by cooperation, and thus, the longer the data

frame length, the better the performance. Furthermore, with

the longer data frame length, the proportion of cooperation

overhead in total transmission time becomes lower, and

thus, the impact of cooperation overhead on the perfor-

mance is decreased so that the performance is improved. In

contrast, owing to missing some cooperation opportunities

and not good direct channel condition, the performance of

CoopMAC is decreased when the data length is longer than

1200 B. The reason is that the transmission error proba-

bility of CoopMAC increases with the data frame length.

In order to investigate the relationship between optimal

data frame length and csd, we set csr = crd = 15 dB and

vary csd from 7 to 16. In Fig. 10(b), we can see that when

csd\ 11 dB, the optimal data frame length of CoopMAC

increases with csd, but it keeps the fixed maximum value in

MACR-CCT. The reason is that when csd\ 11 dB,

CoopMAC chooses direct transmission mode, but MACR-

CCT chooses cooperative transmission mode. When csd

C 11 dB, the direct channel condition is good enough, and

Fig. 11 Throughput of MACR-CCT for various values of a

Fig. 10 Throughput comparison between MACR-CCT and Coop-

MAC protocol under various channel conditions
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thus, both of the two cooperative protocols adopt direct

transmission mode and choose the same value as the

optimal data frame length.

In the fifth simulation, we investigate the performance

improvement of our proposed MACR-CCT protocol for

various a. We set csr = crd = 15 dB and csd = 4, 6, 8 dB.

It is shown in Fig. 11 that there exists an optimal a to

maximize the throughput under different csd, and the

optimal a is decreased with csd. For example, when

csd = 4 dB, the optimal a is equal to 4, but when

csd = 8 dB, the optimal a is equal to 1. It means that when

direct channel condition becomes better, MACR-CCT

adopts direct transmission mode and does not need more

potential cooperation links for reducing cooperation over-

head. We can also see from Fig. 11 that the throughput of

MACR-CCT decreases with a. The reason is that the larger

the value of a, the more cooperation overhead, and then,

the throughput is decreased.

In the sixth simulation, we investigate the performance

of MACR-CCT protocol and validate the analytical model

under multi-hop instance. We let LDATA = 1000B,

csd = 7 dB and a = 1. From Fig. 12, we can see that the

analytical results and simulation results match very well.

As the hop count increases, the average end-to-end

throughput decreases and the average end-to-end delay

increases. This is because that a longer route from the

source node to the destination node results in more packets

dropped and retransmission.

5.2 Performance evaluation

In this section, we use throughput, end-to-end delay and

hop counts as performance metrics to evaluate MACR-

CCT protocol in comparison to RECOMAC protocol and

layered architecture employing AODV protocol at routing

layer and IEEE 802.11 (denoted as AODV ? 802.11),

CoopMAC protocols at the MAC (denoted as AODV ?

CoopMAC), respectively. We consider that all nodes are

uniformly distributed in a square area of 600 m 9 600 m,

and a source–destination pair is randomly selected. In

simulations, source node always transmits data packets to

the destination node. The results are averaged over 500

simulation runs. Besides, the data frame length is set to

1000 B.

In Fig. 13(a), we investigate the system throughput of

MACR-CCT, RECOMAC, AODV ? 802.11 and

AODV ? CoopMAC under the scenario of five flows

coexisting. It is observed that the throughput of

AODV ? 802.11 improves with node density, which is

owing to the fact that higher node density leads to higher

likelihood of establishing a better path between source and

destination. Besides, we can also see from Fig. 13(a) that

the throughput of MACR-CCT and AODV ? CoopMAC

also improves with node density and is much better than

that of AODV ? 802.11, which can be attributed to the

benefits of cooperation. In comparison to AODV ?

CoopMAC, MACR-CCT improves the throughput perfor-

mance more significantly, which is due to the fact that

Fig. 12 Average end-to-end throughput and delay performance of

MACR-CCT protocol
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MACR-CCT considers transmission channel error and

interference mitigation while choosing cooperative trans-

mission mode. From Fig. 13(a), we can also find that

MACR-CCT and RECOMAC protocols have the similar

throughput performance. Because RECOMAC protocol

adopts cooperative flooding strategies to select relay nodes,

when the network size is a little smaller, i.e., the number of

nodes is smaller than 100, RECOMAC protocol can find

more relay nodes, and thus, the throughput performance of

RECOMAC is better than MACR-CCT. However,

Fig. 13 System throughput of MACR-CCT, RECOMAC, AODV ? 802.11 and AODV ? CoopMAC

Fig. 14 Average number of total hops of MACR-CCT, RECOMAC,

AODV ? 802.11 and AODV ? CoopMAC
Fig. 15 Average end-to-end delay of MACR-CCT, RECOMAC,

AODV ? 802.11 and AODV ? CoopMAC

Wireless Netw (2017) 23:1591–1610 1607

123



RECOMAC protocol requires all relays in a cooperative set

to execute cooperative transmission, instead of selecting

the best relay, which results in larger transmission inter-

ference range. Indeed, as the network size increases, which

means that MACR-CCT protocol can find more potential

relays and select the best one, the throughput performance

of RECOMAC is worse than MACR-CCT, owing to the

larger interference range of RECOMAC protocol.

Furthermore, in Fig. 13(b), we depict the system

throughput for various number of data flows with 100

nodes. We can see that because the inter-flow interference

increases with number of data flows, the system throughput

decreases after the number of flows reaches one certain

value. As comparison, MACR-CCT can keep a better

throughput performance, which is owing to the fact that it

takes interference mitigation into consideration.

In Fig. 14, we investigate the average number of total

hops between source and destination. It is observed that

AODV ? 802.11 and AODV ? CoopMAC have the

almost same number of total hops, which is due to the fact

that they use thesame routing protocol to find a better path

from source to destination. However, MACR-CCT can

provide the smaller number of total hops. The primary

reason is that MACR-CCT can choose a receiver of one

hop closer to the destination. MACR-CCT and RECOMAC

protocols have the similar number of total hops. In addi-

tion, because of cooperative flooding strategies, RECO-

MAC has the smallest number of total hops when the

network size is small.

In Fig. 15, we investigate the average end-to-end delay

per delivered packet. It can be seen that MACR-CCT

improves the delay performance significantly, because it

takes smaller number of hops to reach the destination, and

reduces number of retransmission caused by channel error

and multi-flow interference. As the network size increases,

RECOMAC undergoes larger delay than MACR-CCT,

which is ascribed to the extended interference range.

Compared with AODV ? 802.11, AODV ? CoopMAC

obtains the better delay performance, which is due to the

benefits of cooperation at MAC layer.

6 Conclusions

In this paper, a novel cross-layer cooperative transmission

(MACR-CCT) protocol combining the MAC and routing

layers for multi-hop wireless ad hoc networks is proposed.

Different from existing protocols, MACR-CCT can

determine cooperative relay and receiver in one hop jointly

to exploit fully cooperative diversity. Through careful

protocol design, our proposed MACR-CCT can choose the

most suitable relay and receiver in one hop, and thus

alleviating the transmission error and the impact of inter-

flow interference. In addition, the saturation throughput of

MACR-CCT based on an analytical model is also derived.

Finally, extensive simulation results show that our pro-

posed analytical model is effectiveness and MACR-CCT

significantly improves the performance of throughput and

delay under the multi-hop multi-source network scenario,

as compared to layered architecture employing AODV

protocol at routing layer and IEEE 802.11 (or CoopMAC)

at MAC layer.
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