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Abstract Speed variation is one of the main challenges in

deriving the connectivity related predictions in mobile ad-

hoc networks, especially in vehicular ad hoc networks

(VANETs). In such a dynamic network, a piece of infor-

mation can be rapidly propagated through dedicated short-

range communication, or can be carried by vehicles when

multihop connectivity is unavailable. This paper proposes a

novel analytical model that carefully computes the con-

nectivity distance for a single direction of a free-flow

highway. The proposed model adopts a time-varying

vehicular speed assumption and mathematically models the

mobility of vehicles inside connectivity. According to the

dynamic movability scenario, a novel and accurate closed

form formula is proposed for probability density function

of connectivity. Moreover, using vehicular spatial distri-

bution, joint Poisson distribution of vehicles in a multilane

highway and tail probability of the expected number of

vehicles inside single lane in a multilane highway are

mathematically investigated. The accuracy of analytical

results is verified by simulation. The concluded results

provide helpful insights towards designing new applica-

tions and improving performance of existing applications

on VANETs.

Keywords Connectivity � Connectivity distance � Spatial
distribution � Joint Poisson distribution � Poisson intensity �
Vehicular ad hoc networks (VANETs)

1 Introduction

Vehicular ad hoc networks (VANETs) are one of the most

interesting commercial applications of ad hoc networks.

Vehicular communication is characterized by a dynamic

environment but relatively predictable movability.

Although vehicular mobility is constrained by road or

highway topology and layout, modeling the movability in a

VANET is quite involved; the movement of each vehicle is

affected by many factors such as highway traffic situation,

movements of neighboring vehicles, traffic signs, and dri-

ver’s reactions to these factors [1–4]. Vehicles as mobile

hosts can communicate with each other directly if and only

if their Euclidean distance is not longer than the radio

propagation range [5]. Each vehicle in this environment

operates not only as a host but also as a router [6]. Utilizing

dedicated short-range communications (DSRC) enables a

wide variety of driver-assisting applications such as vehi-

cle-to-vehicle (V2V) and vehicle-to-roadside (VRC) mes-

saging of traffic and accident information as well as

allowing timely and intelligent communication to improve

road safety and traffic stream [7–10].

Vehicles, due to their non-uniform and different types

have dissimilar movability patterns and adopt different

speeds. This in turn results in variations in the density of a

cluster, and the possibility of splitting or merging VANET

connectivity [11, 12]. In VANET literature, connectivity

and cluster are interchangeable quantities, and are used for

defining a sequence of vehicles such that each pair of

consecutive vehicles is within radio range of one another.
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In the rest of this paper we use these expressions similarly.

Hereinafter, we study the connectivity related measure-

ments in VANETs by evaluating the probability density

function (pdf) of connectivity, cluster size (i.e. defined as

the total number of vehicles inside the connectivity) and

connectivity distance (i.e. defined as the maximum spatial

length of the connected vehicle).

Differences and variation in the speed of vehicles

involved in a VANET causes the number of nodes in each

cluster to vary dynamically. As a result, the topology of the

network changes frequently and nodes come into inter-

mittent contact with vehicles traveling in other lanes in the

same or opposite direction. These opportunistic contacts

can be utilized to aid message propagation via multihop

forwarding using intermediate nodes who overhear the

message, regardless of being in a single lane or multiple

lanes [13–15]. Networked environments that operate under

such intermittent connectivity are also referred to as

episodically connected, delay tolerant, or disruption toler-

ant networks (DTNs) [16–20].

The main contributions of this paper are as follows:

• Using a time-varying vehicular speed assumption, the

mobility model of the head, tail and intermediate

vehicles inside connectivity are mathematically pre-

sented. According to this, a novel solution for compu-

tation of the connectivity distance and also a realistic

closed-form equation for pdf of the connectivity are

proposed.

• Joint Poisson vehicular distribution in a multilane

highway, expected number of vehicles and tail proba-

bility of the expected number of vehicles inside a lane

in a multilane highway are modeled.

This paper is organized as follows: in Sect. 2 we sum-

marize the related works and show vehicular connectivity

taxonomy and discuss future requirements. Section 3

describes some definitions and presents the network

architecture. Our analytical model is given in Sect. 4. We

evaluate the proposed model by extensive simulations in

Sect. 5. Finally, Sect. 6 concludes this paper.

2 Related work

Connectivity analysis and its related applications, was

previously investigated as a classical and attractive prob-

lem in wireless communication networks [21–26]. With the

introduction of VANETs, and increased possibilities of

VANET enabled consumer applications, the topic of con-

nectivity analysis has gained even a higher momentum and

attracted higher attention from research communities [11,

12, 27–32].

2.1 A taxonomy of vehicular connectivity

Previous research on the connectivity through intervehicle

distances, attempts to disclose the relationship between the

connectivity and the distance which is defined as the length

of connected path. To reflect the high dynamics of the

connectivity due to different mobility patterns, previous

work explored the influence of velocity [11, 27, 32],

vehicle density [11, 24, 33], radio propagation range [24,

25, 32, 33], node degree [34], connection duration [35] and

etc.

2.1.1 Queuing theory technique

In [21], Yousefi et al. provided analytical results on the

exponential distribution of intervehicle distance in a 1-D

VANET under different constant-speed model and Poisson

arrival model. The number of vehicles passing an obser-

vation point on the road during any time interval follows a

homogeneous Poisson process with intensity of k. They
introduced an equivalent M/D/? queuing model that

studied the busy period in queuing theory. They further

analyzed the connectivity distance and denoted the Laplace

transform of the pdf of connectivity distance and tail

probability of connection distance. Since their Laplace

expression might not explicitly be inverted, they resorted to

numerical inverting and did not provide a closed-form

formula for the distribution of the cluster length. However,

their numerical results showed that increasing the traffic

flow and radio propagation range of vehicles correspond-

ingly leads to the increase of the discussed connectivity in

terms of platoon size and connection distance. Moreover,

in, the authors claim that multiple lanes can be neglected in

their model because the difference between the coverage

range of the devices and the distance between lanes is

negligible. However, some new applications in VANETs

may be dependent on multiple lanes.

2.1.2 Constant speed techniques

In [12], Agarwal et al. studied the information propagation

speed (IPS) in a 1-D VANET where vehicles are Poisson

distributed and move at the same speed but in the opposite

directions. Using the alternating periods of disconnection

and multihop connectivity, they derived the upper and

lower bounds for the IPS, which provided a hint on the

impact of vehicle density on the IPS. However, in their

model bounds are not tight, and many factors, e.g., speed

variation and therefore connectivity variation, were

ignored.

In [36], Wu et al. considered a 1-D VANET where

vehicles are Poisson distributed and the vehicle speeds are

uniformly distributed in a designated range. They provided
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a numerical method to compute the IPS under two special

network models; when the vehicle density is either very

low or very high which are obviously oversimplified

models [12, 37]. They showed that the message propaga-

tion process can be modeled as a renewal reward process in

which message propagation cyclically alternates between

catch-up and forward processes. Using different constant-

speed model of vehicle mobility, they approximated the

average connectivity size in forwarding process.

Baccelli et al. in [28] provide a full analysis of the IPS in

bidirectional vehicular delay tolerant networks such as

roads or highways. They proved that under a certain traffic

intensity threshold, on average, information propagates at

the vehicle speeds. In while above this threshold, in a sit-

uation that, vehicles are connected in an obtained cluster,

information propagates much faster. They defined a west-

bound (respectively, eastbound) cluster as a cluster made

exclusively out of westbound (respectively, eastbound)

vehicles. A full cluster is made of westbound and east-

bound vehicles. They considered a bidirectional vehicular

network, such as a highway, where vehicles move in two

opposite directions at constant speed v and denoted the

Laplace transform of the cluster length.

Chen et al. in [29] defined a metric based on different

but constant-speed model, to consider both direct (provides

one-hop connections between nodes) and indirect (i.e.

multihop forwarding) connectivity. In [34], the distance

distribution is expressed by a tuple (h, v, q), where h de-

notes the intervehicle distance, v indicates the velocity, and

q is the market penetration ratio, respectively. After taking

specific propagation model and the radio range into con-

sideration, the connectivity formula was given. The

expression was then further extended to the connectivity of

a node with degree n.

In [35], the connection duration between two adjacent

vehicles was introduced, given their speeds, directions, and

the radio ranges. According to the calculated connection

period expression, an admission control strategy was pro-

posed to determine whether the next vehicle is allowed to

be injected into the current traffic flow without interrupting

the ongoing connections. In [22] metrics for evaluating

nodal connectivity in VANETs, considering the different

nodal mobility patterns, was presented. The connection

period distribution was characterized by average duration

of the k-hop path existing between any two nodes. They

also presented simulation data that suggests multihop paths

have much poorer connectivity performance than the sin-

gle-hop connectivity in VANETs. In [26], the paper

demonstrated that, under free flow traffic, the number of

connected vehicles increases as either the vehicle density

or the number of lanes grows. They found that the inter-

vehicle distances had a major impact on connectivity when

it is within 3–4 times larger than the radio range. Beyond

this distance, the connectivity declines slowly. In [23], a

simple geometrical analysis of the connectivity in vehicular

networks under a distance-based radio communication

model was proposed. The authors presented the notion of

the connectivity robustness based on intervehicle distances,

whereby a local computable function could be obtained to

provide a sufficient condition for the connectedness of the

network.

2.1.3 Time-varying speed techniques

Zhang et al. in [11, 27] provided a closed-form formula for

the pdf of the connectivity using a different method

inspired by the study on the connectivity of random

interval graph [38] and theory of coverage processes [39].

They considered a model in which time is divided into

intervals of equal length and each vehicle changes its speed

at the beginning of each time slot, independent of its speed

in other time slots. In their analysis n vehicles are Poisson

distributed in a cluster length of x0, and vehicles follow a

uniform distribution. However they did not precisely

determine how the parameter x0 can be computed.

2.1.4 Motivations

In the context of vehicular networks, many previous con-

nectivity related studies are based on simplistic assumption

that vehicle speeds are either equal at all times [12, 28, 34]

or different from vehicle to vehicle but constant for a given

vehicle at all times [21, 29, 34, 35]. Only a few studies,

without clarification of the mechanism of computing the

connectivity distance, proposed pdf of the connectivity

allowing vehicle speed variation [11, 27].

To the best of our knowledge, none of the prior con-

nectivity related VANET-literature has considered the

simultaneous spatial and temporal analysis in such time-

varying vehicular speed networks. The focus of this work is

to analyze and address the impact of dynamic movement of

vehicles on forming instantaneous connectivity. In this

work we propose a time dependent analytical model for

calculating the pdf of connectivity. This model is derived

based on time-varying vehicular mobility model of tail,

head and intermediate vehicles in a cluster. Our proposed

model is also capable of analyzing connectivity distance

that is not solved by the prior literature accurately.

2.2 Future requirements

The broadcast nature of the wireless medium can be

advantageous to support multi-path capabilities that infor-

mation-centric networking (ICN) can enable for transport of

information in VANETs [40, 41]. Mobile and wireless

communications as well as mobile cloud computing are a
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profoundly important technology that is rapidly growing and

continuously changing human life [42–49]. The taxonomyof

cloud-based vehicular networks is addressed from the

standpoint of the service relationship between cloud com-

puting and VANETs [10]. It is extremely necessary to effi-

ciently provide comprehensive study for future vehicular

networks especially cloud-based VANETs. In this regard,

we study the vehicular spatial distribution and mathemati-

cally investigate joint Poisson vehicular distribution.

Therefore, we highlight that this paper investigates two

distinguished challenges in VANETs (i.e. connectivity

related analysis and vehicular related spatial distribution),

which provides future vehicular networks with possible

solutions and exploits promising directions for future

research.

3 System model

In this section, the network architecture is explained. This

paper considers a set of legal movement changes, such as

changing lanes, slowing down, speeding up, and overtak-

ing, in which vehicles are capable of communication and

broadcasting information to the vehicles traveling in the

same direction on a multilane highway.

As shown in Fig. 1, following the convention in prior

VANTE literature, the highway is annotated as eastbound

and westbound. It is assumed that vehicles are able to

communicate with each other using fixed radio range,

referred to by r. Without loss of generality, in the rest of

this paper, we focus on analyzing the V2V communication

in single direction of a multilane highway (e.g. eastbound)

[12]. However, our model could be applied to scenarios of

V2V and VRC on both eastbound and westbound direc-

tions as well.

The arrival and distribution of a vehicle in each lane can

be modeled as an independent Poisson process in which

vehicles travel in each lane of the highway at different

speeds. As illustrated in Fig. 1, tail is defined as the leftmost

vehicle inside the cluster in the eastbound direction and head

is defined as the foremost vehicle inside that cluster.

While traveling, vehicles may change their speed. In

order to provide dynamic movability, a synchronized ran-

dom walk mobility model is considered. It is considered

that time is divided into equal intervals, and which interval

duration is referred to by s, where the ith time slot is t 2
i� 1ð Þs; isð �: The vehicle speed’s may vary at the begin-

ning of each interval, independent of other vehicles [11,

27]. Therefore, at any time interval, the spatial distribution

of the vehicles on the road follows a homogeneous Poisson

process with intensity q ¼ k
R1
�1 fv vð Þ=vð Þdv in which fv(-

v) is a zero-mean normal speed distribution and k is

Poisson intensity (veh/s).

We consider a dynamic VANET with a set of n nodes.

For clarity, as shown in Fig. 2, we assume that Hm denotes

the mth vehicle to the left side of the observer H0 (start

point). Let’s define wm to be the Euclidean distance

between Hm and H0 at time t0 = 0 and fwm(wm) to be the

pdf of wm which is given by (11). As illustrated in Fig. 2,

there exist N(t0) = n vehicles at the left side of the

observer. During [t0, t1] vehicles passing the observer are

allowed to change their speed at the beginning of each

interval independent of other intervals as well as other

vehicles. We consider that at time t1 = t the total of n ve-

hicles take part to form connectivity at right side of the

observer if and only if the conditions given in Sect. 4.1.5

hold. As shown in Fig. 2, at time t the tail is in Htail with

minimum distance to the observer (i.e. ytail(t)) and the head

is in Hhead with maximum distance to the observer (i.e.

yhead(t)). Furthermore, xm(t) - wm is the Euclidean dis-

tance between Hm and H0 at time t where xm(t) is the dif-

ference between the position of the vehicle Hm at time

t0 = 0 and its position at time t. Considering a Poisson

process, when N(t) = n the following property holds:

prðNðtÞ ¼ nÞ ¼ e�ktðktÞn

n!
ð1Þ

Connected 
vehicle

Disconnected 
vehicle Connectivity

yc(t0)
daeHliaT

Radio 
connection

Fig. 1 VANET example and connectivity model of vehicles on

eastbound direction

…. ….

Fig. 2 Example of connectivity in VANET. The observer is located

in H0 and there exist N(t0) = n vehicles in left side of the observer at

time t0 = 0. During [t0, t1) all n vehicles pass the H0, and at time

t1 = t form a connectivity at right side of the observer. The

connectivity distance will be determined as yc(t) = yhead(t) - ytail(-

t) in which Htail is considered as location of the tail and Hhead shows

the head location
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4 Analysis

4.1 Connectivity analysis

In this section we study the connectivity in a VANET in

which the vehicular speeds follow a generic pdf fv(v). This

section is organized as follows: using time-varying vehic-

ular speed assumption, the mobility model of a single

vehicle is described. Next mobility model of the head, tail

and intermediate nodes inside a cluster are mathematically

formulated. Afterwards, the connectivity distance and pdf

of the connectivity is proposed.

4.1.1 Mobility model of a single vehicle based on normal

speed distribution

In this subsection, commonly used assumptions and ana-

lytical formulations of the connectivity process under the

normal speed distributions of VANETs is summarized: For

a zero-mean normal speed distribution with standard

deviation of r, the pdf fv(v) of the vehicle speed [11, 21, 27,
37, 50, 51] is defined as

fvðvÞ ¼
1

r
ffiffiffiffiffiffi
2p

p exp
�v2

2r2

� �

ð2Þ

Let’s consider that time is equally divide into i slots of

size s such that t = is. In addition let’s assume that speed

of each vehicle may change at the beginning of each time

interval independent of the other intervals. Let p(x, s) be
the probability that displacement of a vehicle at time s is

equal to x. Because the speed does not change during a

time slot, p(x, s) can be easily obtained from fv(v) [11]. At

the end of the first time slot, i.e. t = s, it is straightforward
to show that [11]

pðx; sÞ ¼ 1

rs
ffiffiffiffiffiffi
2p

p exp
�x2

2ðrsÞ2

 !

ð3Þ

Since vehicle speeds are modeled as independent ran-

dom variables at different time slots, their displacements

are also independent random variables. Therefore at time

t ¼ is:

pðx; tÞ ¼ pðx; isÞ ¼ ðp � p � � � � � p � pÞðx; sÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

i�fold convolution

ð4Þ

The calculation of the aforementioned i-fold convolu-

tion can be simplified by using the Fourier and inverse

Fourier transformations. Note that convolution of i normal

functions is a normal function [52],

pðx; isÞ ¼ 1

ri
ffiffiffiffiffiffi
2p

p exp
�x2

2r2i

� �

ð5Þ

where ri
2 = i(rs)2,

Indeed, moment generating function of the sum of

independent random variable is equal to the product of

individual moment generating functions [52]. Using this

property for i zero-mean normal functions of p(x, s) with
standard deviation rs we arrive at the following definition

of join moment generating function:

/is ¼ ð/sðtÞÞ
i ¼ exp

iðrsÞ2t2
2

( )

ð6Þ

/is(t) is the joint moment generating function of i normal

displacements in which ri
2 = i(rs)2,

4.1.2 Mobility model of head inside the cluster

Let us first consider the movement of the head in a cluster.

As shown in Fig. 2, let’s define yhead(t) as the displacement

of the vehicle with the maximum position coordinate

among those N(t) = n vehicles passing location H0 at time

t. Note that the head may be overtaken by another vehicle

during time 0; t½ Þ. Based on this definition:

yheadðtÞ ¼ maxðxmðtÞ � wmÞ;m ¼ 1; 2; . . .;NðtÞ ð7Þ

Since x1; x2; . . .; xn and w1;w2; . . .;wn are independent

identically distributed (i.i.d.) random variables, the cumu-

lative distribution function (cdf) of displacement for the

head at time t among N(t) = n connected vehicles is

defined as:

FYheadðtÞðyjNðtÞ ¼ nÞ ¼ pr½yheadðtÞ� yjNðtÞ ¼ n� ð8Þ

¼ pr x1ðtÞ � w1 � yð Þ; . . .; pr xnðtÞ � wn � yð Þ
¼ Fx1ðtÞ�w1

ðyÞ; . . .;FxnðtÞ�wn
ðyÞ

¼ FxmðtÞ�wm
ðyÞ

� �n
ð9Þ

¼
Z1

0

Zyþwm

�1

pðx; tÞfwm
ðwmÞdxdwm

0

@

1

A

n

ð10Þ

where p(x, t) is given by (4) and fwm
wmð Þ is the pdf of wm

which is shown below. As a consequence of using the

Poisson distribution for vehicle arrival [11], the intervehi-

cle distance follows an exponential distribution. Therefore

fwm
ðwmÞ ¼

qe�qwmðqwmÞm�1

ðm� 1Þ! ; form� 1 ð11Þ

Since w1;w2; . . .;wn are (i.i.d.), the cdf of intervehicle

distance can be easily obtained by:

FWðlÞ ¼ 1�
Xm�1

k¼0

e�qlðqlÞk

k!
¼ e�ql

X1

k¼m

ðqlÞk

k!
ð12Þ

Therefore, the tail probability of intervehicle distance is:
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Pðw[ lÞ ¼ 1� FWðlÞ ¼ e�ql
Xm�1

k¼0

ðqlÞk

k!
ð13Þ

Define fYhead tð ÞðyjN tð Þ ¼ nÞ to be the pdf of head dis-

placement among N(t) = n connected vehicles at time t:

fYheadðtÞðyjNðtÞ ¼ nÞ

¼ o

oy
FY

head ðtÞ
ðyjNðtÞ ¼ nÞ

¼ n � fxmðtÞ�wm
ðyÞ � FxmðtÞ�wm

ðyÞ
� �n�1

ð14Þ

where,

fxmðtÞ�wm
ðyÞ ¼ o

oy
FxmðtÞ�wm

ðyÞ

¼ o

oy

Z1

0

Zyþwm

�1

1

ri
ffiffiffiffiffiffi
2p

p exp
�x2

2r2i

� �

�

0

@

qe�qwmðqwmÞm�1

ðm� 1Þ! dxdwm

!

ð15Þ

The cdf of the displacement for the head at time t inde-

pendent of the cluster size is:

FYheadðtÞðyÞ

¼
X1

n¼1

pr½yheadðtÞ� yjNðtÞ ¼ n� � pr½NðtÞ ¼ n�
ð16Þ

¼
X1

n¼1

Z1

0

Zyþwm

�1

pðx; tÞfwm
ðwmÞdxdwm

0

@

1

A

n

� e
�ktðktÞn

n!

0

@

1

A

ð17Þ

Define fYhead tð Þ yð Þ to be the pdf of displacement of head at

time t unconditional of vehicle numbers. Then:

fYheadðtÞðyÞ ¼
oFY

head ðtÞ
ðyÞ

oy
ð18Þ

4.1.3 Mobility model of tail inside the cluster

Following a formulation process similar to that described

in Sect. 4.1.2, the distribution of the tail can be obtained.

As shown in Fig. 2, ytail(t) is the displacement of the tail

from start point at time t: Cluster tail at time t is the one of

the n connected vehicles with the minimum position among

all the vehicles passing location H0. Note that the tail may

overtake another vehicle(s) during time 0; t½ Þ. It follows
that

ytailðtÞ ¼ minðxmðtÞ � wmÞ;m ¼ 1; 2; . . .;NðtÞ ð19Þ

Since xm and wmm ¼ 1; 2; . . .;N tð Þ are i.i.d., this leads to

pr½ytailðtÞ[ zjNðtÞ ¼ n�

¼
Z1

0

Z1

zþwm

pðx; tÞ:fwm
ðwmÞdxdwm

0

@

1

A

n

ð20Þ

where p(x, t) can be obtained from (4) and fwm(wm) is given

by (11). Considering cluster size of N(t) = n, the cdf of the

tail displacement at time t is

FYtailðtÞðzjNðtÞ ¼ nÞ
¼ 1� pr½ytailðtÞ[ zjNðtÞ ¼ n�
¼ 1� Pr½xmðtÞ � wm [ z�ð Þn

¼ 1�
Z1

0

Z1

zþwm

pðx; tÞ:fwm
ðwmÞdxdwm

0

@

1

A

n
ð21Þ

Let fytail tð ÞðzjN tð Þ ¼ nÞ be the pdf of the tail displacement

at time t conditioning on cluster size N(t) = n, which is

defined as:

fYtailðtÞðzjNðtÞ ¼ nÞ

¼ o

oz
FYtailðtÞ zjNðtÞ ¼ nð Þ

¼ �n Pr½xmðtÞ � wm [ z�ð Þn�1 o

oz
Pr½xmðtÞ � wm [ z�ð Þ

ð22Þ

The cdf of the tail displacement at time t independent of

the number of connected vehicles is given by

FYtailðtÞðzÞ

¼ 1�
X1

n¼0

pr½ytailðtÞ[ zjNðtÞ ¼ n�:pr½NðtÞ ¼ n�
ð23Þ

¼ 1�
X1

n¼0

pr½xmðtÞ � wm [ z�ð Þn� e
�ktðktÞn

n!

� �

ð24Þ

let’s define fytail tð Þ zð Þ to be the unconditional pdf of dis-

placement of the tail at time t. fytail tð Þ zð Þ is defined as:

fYtailðtÞðzÞ ¼
oFYtailðtÞðzÞ

oz
ð25Þ

4.1.4 Mobility model of intermediate vehicles

inside the cluster

Let x1 tð Þ � w1; x2 tð Þ � w2; . . .; xn tð Þ � wn be i.i.d. contin-

ues random variables with probability distribution F and

density function f¼F
0; where xm(t) - wm denotes the mth

smallest vehicles distance to the observer. With this defi-

nition, x1 tð Þ � w1; x2 tð Þ � w2; . . .; xn tð Þ � wn is denoted as
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order statistics [52]. The distribution of xm(t) - wm, given

that size of cluster is N(t) = n, is obtained from (26). Note

that xm(t) - wm will be less than or equal to a if and only if

at least m of the N(t) = n random variables

x1 tð Þ � w1; x2(t) - w2, …, xn(t) - wn are less than or

equal to a. Hence,

PrðxmðtÞ � wm � ajNðtÞ ¼ nÞ

¼
Xn

k¼m

n

k

� �

ðFðaÞÞkð1� FðaÞÞn�k

ð26Þ

Differentiation (26) yields the density function of xm(-

t) - wm as:

fxmðtÞ�wm
ðaÞ ¼ n!

ðn� mÞ!ðm� 1Þ! f ðaÞðFðaÞÞ
m�1ð1

� FðaÞÞn�m ð27Þ

Equation (27) is quite intuitive; in order for xm(t) - wm

to equal a, m - 1 of the n values x1 tð Þ � w1; x2 tð Þ �
w2; . . .; xn tð Þ � wn must be less than a, n - m of them must

be greater than a, and one must be equal to a. The prob-

ability density that (I): m� 1 members of this set satisfy

the conditions xm(t) - wm\ a, (II): n - m members of

this set to satisfy the condition xm(t) - wm[ a and (III):

one member satisfies the xm(t) - wm = a, is equal to

(F(a))m-1(1 - F(a))n-mf(a). Since there are

n!= m� 1ð Þ! n� mð Þ!½ � different partitions of n random

variables in the three specified groups, the Eq. (27) is

obtained [52]. Moreover, the distribution of vehicles xm(-

t) - wm inside the cluster independent of the cluster size

can be obtained by

PrðxmðtÞ � wm � aÞ

¼
X1

n¼1

Xn

k¼m

n

k

� �

ðFðaÞÞkð1� FðaÞÞn�k
n o

 !"

� PrðNðtÞ ¼ nÞ�

ð28Þ

4.1.5 Probability of connectivity

As explained in Sect. 3 we consider that at time t1 = t all

of n vehicles are at the right side of observer H0. These

vehicles take part in forming the connectivity if certain

conditions hold. As illustrated in Fig. 2, at time t the tail is

in Htail with minimum distance to the start point and the

head is locate at Hhead with maximum distance to the

observer. Therefore the connectivity distance is defined by

yc(t) = yhead(t) - ytail(t). Vehicles are assumed to be point

objects meaning that length of vehicles is ignored when

computing the connectivity distance. Hence, N(t) = n ve-

hicles can form connectivity with length of

yc(t) = yhead(t) - ytail(t) if and only if the following con-

ditions hold:

e1: the tail vehicle locates in Htail

e2: the head vehicle locates in Hhead

e3: the intervehicle distance between any two adjacent

vehicles for those n vehicle in Htail;Hhead½ � is smaller

than or equal to the radio range r.

e4: there is no vehicle in Hhead;Hhead þ rð �.
e5: there is no vehicle in Htail � r;Htail½ Þ.

Denote by Pr(em) the probability of event em in the

preceding list. Due to the Poisson distribution of vehicles,

it is straightforward to show that

Prðe1Þ ¼ fYtailðtÞðzjNðtÞ ¼ nÞ ð29Þ

Prðe2Þ ¼ fYheadðtÞðyjNðtÞ ¼ nÞ ð30Þ

Prðe3Þ ¼
Xmin n�1; ycðtÞ=rb cf g

m¼0

n� 1

m

� �

ð�1Þmð1� m
r

ycðtÞ
Þn�2

ð31Þ
Prðe4Þ ¼ e�qr ð32Þ
Prðe5Þ ¼ e�qr ð33Þ

Equation Pr(e3) which is given by (31), is completely

depicted in [38, Lemma 1], which was used for the con-

nectivity of random interval graph. Moreover, (31) is

denoted in [53] as the probability of connectivity for the 1D

linear VANET. In this model n vehicles, that are Poisson

distributed, form a cluster with length of yc(t). By nor-

malizing the connectivity distance yc(t) to 1 and, conse-

quently, the radio range to r/yc(t), we have (31) from [38]

and [53] where m is an integer, and. is the floor function.

For the convenience let’s assume
n� 1

m

� �

¼ 0 for

m[ n - 1 [11]. Thus, the preceding summation is from

m = 0 to yc(t)/r.

Events e1 and e2 define the minimum and maximum dis-

tances to the observer among n vehicles in the cluster.

Assuming non-outgoing and nonstop scenarios of vehicle

movement for the remaining n - 2 vehicles, and using event

e3, it is guaranteed that all n vehicles are connected. Conse-

quently, the connectivity length is at least yc(t) = yhead(-

t) - ytail(t); because regarding to the events e4 and e5 there
may exist some other vehicles within the radio range of the

tail vehicle or head vehicle. As a result, the cluster lengthwill

be larger than the spatial distance between head and tail

vehicles. Therefore, events e4 and e5 guaranty that connec-

tivity distance is yc(t) = yhead(t) - ytail(t) definitely. Let’s

define f yc tð Þ;N tð Þ ¼ nð Þ to be the probability that the con-

nectivity distance lies in yc(t), and there are n vehicles in this

connectivity. It is evident that:
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f ðycðtÞ;NðtÞ ¼ nÞ ¼ Prðe1Þ � Prðe2Þ � Prðe3Þ � Prðe4Þ � Prðe5Þ
ð34Þ

¼ fYtailðtÞðzjNðtÞ ¼ nÞ � fYheadðtÞðyjNðtÞ ¼ nÞ

�
XycðtÞ=rb c

m¼0

n� 1

m

� �

ð�1Þmð1� m
r

ycðtÞ
Þn�2 � e�2qr

ð35Þ

Equation (35) shows the pdf of connectivity regarding

to yc(t) if and only if N(t) = n vehicles participate in

forming the connectivity. Without loss of generality

f c tð Þ;N tð Þ ¼ nð Þ can be defined as the pdf of connectivity

for N(t) = n vehicles passing the observer regardless of

exact connectivity distance. Since the necessary condition

for the validation of this scenario is the occurrence of

events e1; e2; e3 � f c tð Þ;N tð Þ ¼ nð Þ could be formulated as:

f ðcðtÞ;NðtÞ ¼ nÞ ¼ Prðe1Þ � Prðe2Þ � Prðe3Þ ð36Þ

¼ fYtailðtÞðzjNðtÞ ¼ nÞ � fYheadðtÞðyjNðtÞ ¼ nÞ

�
XycðtÞ=rb c

m¼0

n� 1

m

� �

ð�1Þmð1� m
r

ycðtÞ
Þn�2

ð37Þ

Moreover, f(N(t) = n, yc(t)) can be derived using Bayes’

formula. Equation (38) is the probability that n vehicle that

pass an observer are connected at time t, and the connec-

tivity distance is yc(t):

f ðNðtÞ ¼ n; ycðtÞÞ ¼
f ðycðtÞ;NðtÞ ¼ nÞ � f ðNðtÞ ¼ nÞ

fycðtÞðycðtÞÞ
ð38Þ

Equation (38) is derived from (1), (35) and (39). If the

connectivity consists of just one vehicle (where there are

no neighbors in the vehicle’s radio range), the connectivity

distance is 0, and the probability of this event is

Pr(N(t) = 1) = e-qr [11]. On the other hand, if the con-

nectivity consists of more than one vehicle [with proba-

bility of Pr(N(t) C 2) = 1 - e-qr], then the pdf of

connectivity with length of yc(t), independent of the con-

nectivity size, is:

fycðtÞ ðycðtÞÞ ¼

P1

n¼2

f ðycðtÞ;NðtÞ ¼ nÞ

prðNðtÞ� 2Þ ð39Þ

Moreover, f(N(t) = n, c(t)) can be derived using Bayes’

formula on (36). Compared with (38), (40) shows the

probability that n vehicle that pass the observer will be

connected at time t. It is obvious, according to e4 and e5
there may exist either some other slow vehicles in same

direction that passed the observer during �t; 0½ Þ, or vehi-
cles in opposite direction and situated on radio propagation

range of either tail vehicle (behind it) or head vehicle (in

front of it). Hence (40) guaranties that the cluster length

will be at least yc(t).

f ðNðtÞ ¼ n; cðtÞÞ ¼ f ðcðtÞ;NðtÞ ¼ nÞ � f ðNðtÞ ¼ nÞ
fcðtÞðcðtÞÞ

ð40Þ

When connectivity consists of more than one vehicle

with probability of (1 - e-qr), then the pdf of connectivity,

independent of the number of vehicles, is:

fcðtÞðcðtÞÞ ¼

P1

n¼2

f ðcðtÞ;NðtÞ ¼ nÞ

prðNðtÞ� 2Þ ð41Þ

4.2 Joint Poisson distribution

In this section probability of joint Poisson distribution for

one direction of a VANET is investigated. For the sake of

clarity, we consider a highway model including two lanes

in each direction. Although, the proposed model can be

easily extended to more lanes. Let’s consider that the

spatial distribution of vehicles traveling in both lanes fol-

lows a homogeneous Poisson process with intensity q (veh/

m). Without loss of generality we define qi as vehicle

density of lane i, in which
P2

i¼1 qi ¼q. The probability that
a vehicle travels in lane 1 or 2 is P1 = q1/q1 ? q2 or

P2 = 1 - P1 = q2/q1 ? q2 respectively where
P2

i¼1 Pi ¼ 1. Moreover, let N1(t) = n1 and N2(t) = n2 be

the number of vehicles travelling in lane 1 and lane 2 at

time t respectively. Therefore, the vehicle size is NðtÞ ¼
N1ðtÞ þ N2ðtÞ: Moreover, N1(t) and N2(t) are independent

Poisson variables with means q1f(t) and q2f(t) respec-

tively. Hence, the joint Poisson distribution that exactly n1
vehicles from lane 1 and n2 vehicles from lane 2, at time

t travel in a spatial distribution with length of f tð Þ and

mean qf(t) is:

Pr N1ðtÞ ¼ n1;N2ðtÞ ¼ n2f g

¼
X1

m¼0

Pr N1ðtÞ ¼ n1;N2ðtÞ ¼ n2jNðtÞ ¼ mf g Pr NðtÞ ¼ mf g

¼ Pr N1ðtÞ ¼ n1;N2ðtÞ ¼ n2jNðtÞ ¼ n1 þ n2f g

� e�qfðtÞ qfðtÞ
n1þn2

n1 þ n2ð Þ!
ð42Þ

Let’s assume that n1 ? n2 vehicles at time t, are Poisson

distributed in a single direction of a roadwith intensity ofq in
a spatial distribution with length of f(t). Because each of

these n1 ? n2 vehicles independently belongs to lane 1 with

probability P1, the conditional probability that n1 of vehicles

are from lane 1 (and n2 are from lane 2) is the binomial

probability of n1 successes in n1 ? n2 trials. Therefore,
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Pr N1ðtÞ ¼ n1;N2ðtÞ ¼ n2f g

¼
n1 þ n2

n1

� �

pn11 p
n2
2 e

�qfðtÞ qfðtÞð Þn1þn2

n1 þ n2ð Þ!

¼ n1 þ n2ð Þ!
n1!n2!

pn11 p
n2
2 e

�qðtfÞp1e�qfðtÞð1�p1Þ

� qfðtÞð Þn1 qfðtÞð Þn2
n1 þ n2ð Þ!

¼ e�q1fðtÞ ðq1fðtÞÞ
n1

n1!
� e�q2fðtÞ ðq2fðtÞÞ

n2

n2!

ð43Þ

Equation (43) is factored into two products; one of

which depends only on n1 and other only on n2. It is now

clear that when each of a Poisson number of vehicles is

independently classified as either belonging to lane 1 with

probability P1 = q1/q1 ? q2 or belonging to lane 2 with

probability P2 = 1 - P1 = q2/q1 ? q2, the numbers of

vehicles from lane 1 and lane 2 are independent Poisson

random variables.

The result of (43) could be further generalized to include

a highway consisting of k lanes. Inside lane i vehicles are

Poisson distributed with number of Ni(t), and mean qif(t),

with the probability pii ¼ 1; . . .; k,
Pk

i¼1 Pi ¼ 1. If Ni(t) is

the vehicle size of lane i, then N1(t), …, Nk(t) are inde-

pendent Poisson random variables with respective means

q1f(t),…, qkf(t). Therefore, the joint probability distribu-

tion of n ¼
Pk

i¼1 ni vehicles in k random lanes, in which

Poisson distributed in a Euclidean distance of f(t) and

mean qf(t), is

Pr N1ðtÞ ¼ n1; . . .;NkðtÞ ¼ nkf g
¼ Pr N1ðtÞ ¼ n1; . . .;NkðtÞ ¼ nkjNðtÞ ¼ nf g PrðNðtÞ ¼ nÞ

¼ n!

n1!. . .nk!
pn11 � � � pnkk e�qfðtÞ qfðtÞð Þn

n!

ð44Þ

¼
Yk

i¼1

e�qifðtÞ
qifðtÞð Þni
ni!

ð45Þ

4.2.1 Expected number of vehicles inside a lane

in a multilane highway

As shown in Fig. 2, and like Sect. 4.2, let us consider a part

of a highway with length of f(t) in which vehicles traveling

in eastbound direction at time t. Conditional expected

number of vehicles from lane 1, assuming that the total

number of vehicles in this geographic region is

N1ðtÞ þ N2ðtÞ ¼ n, is given by

E N1ðtÞjN1ðtÞ þ N2ðtÞ ¼ nf g ¼ n
q1

q1 þ q2
ð46Þ

Proof

Pr N1ðtÞ ¼ kjN1ðtÞ þ N2ðtÞ ¼ nf g

¼ Pr N1ðtÞ ¼ kf g Pr N2ðtÞ ¼ n� kf g
Pr N1ðtÞ þ N2ðtÞ ¼ nf g

ð47Þ

where (47) is the result of assuming N1(t) and N2(t) are

independent. Recalling that N1(t) ? N2(t) has a Poisson

distribution with mean q1f(t) ? q2f(t), the preceding

equation could be expressed as:

Pr N1ðt ¼ kjN1ðtÞ þ N2ðtÞ ¼ nf g

¼ e�q1fðtÞ q1f tð Þð Þk

k!
� e�q2fðtÞ q2fðtÞð Þn�k

ðn� kÞ!

� e�ðq1fðtÞþq2fðtÞÞðq1fðtÞ þ q2fðtÞÞ
n!

� 	�1

¼ n!

ðn� kÞ!k!
q1fðtÞð Þk q2fðtÞð Þn�k

ðq1fðtÞ þ q2fðtÞÞn

¼
n

k

� �
q1

q1 þ q2

� �k q2
q1 þ q2

� �n�k

ð48Þ

In other words, the conditional distribution for expected

number of vehicles traveling in lane 1, given that the total

number of vehicles is N1ðtÞ þ N2ðtÞ ¼ n, is a binomial

distribution with parameters n and q1/q1 ? q2 expressed

as:

E N1ðtÞjN1ðtÞ þ N2ðtÞ ¼ nf g ¼ n
q1

q1 þ q2
ð49Þ

Moreover, the tail probability of the expected number of

vehicles from lane 1, N1ðtÞ (i.e., the probability that at least
k vehicles are inside lane 1), assuming that

N1ðtÞ þ N2ðtÞ ¼ n, is given by:

Pr N1ðtÞ� kjN1ðtÞ þ N2ðtÞ ¼ nð Þ

¼ 1�
Xk

j¼0

n

j

� �
q1

q1 þ q2

� � j q2
q1 þ q2

� �n�j ð50Þ

Consider that vehicles traveling in a k lane highway with

size of N1ðtÞ þ � � � þ NkðtÞ ¼ n. Using (44) the conditional

expected number of vehicles in each lane has a multino-

mial distribution with parameters (n, p1, …, pk). Conse-

quently the conditional expected size of lane 1 in a k lane

highway could be expressed as:

E N1ðtÞjN1ðtÞ þ � � � þ NkðtÞ ¼ nf g

¼ np1 ¼ n
q1

q1 þ � � � þ qk

ð51Þ
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5 Simulation analysis

To check the validity and accuracy of our analytical results,

using MATLAB (similar to previous research done in [13,

21]) an interrupted 1-D highway is simulated. The simu-

lation assumes that, at any time slot, the spatial distribution

of the vehicles on the road remains a homogeneous Poisson

process with intensity q veh/m. The simulation closely

tracks the unidirectional highway in which n vehicle fol-

lowing Poisson arrival with intensity k veh/s passing an

observer located in H0. In the rest of this paper, in order to

configure the simulations, similar to the related publica-

tions, the following assumptions are made: The radio

propagation range is r = 250 m [36], the average vehicle

speed is E[v] = 25 m/s, the standard deviation r = 7.5 m/

s [11], the time slot s = 5 s [11] and the simulation time is

t = 2000 s up to t = 8000 s. Simulation results depicted in

the figures are obtained from averaging across 100

iterations.

It should be noted that vehicular connectivity through the

simulation area can be implemented independent of com-

plicated V2V interactions. In such a dynamic network, when

the intervehicle distance is not larger than the radio range,

V2V communication is provided. In other words, imple-

menting the connectivity through the simulation can be

studied based on the vehicular spatial distribution. As a

result, we utilize our simulation platform similar to previous

research done in [11, 27, 41] and [54–56]. In this paper using

MATLAB, regardless of physical and MAC layer com-

plexities, a simple VANET environment is implemented.

Figure 3 captures the analytical and simulation results

for the tail probability of intervehicle distances over two

choices of traffic flows with the intensity of q = 0.015 and

0.020 veh/m. Simulations results, when averaged over 100

simulations, closely follow the predicted behavior of the

analytical model. In this figure the average intervehicle

distance is 1/q (i.e. &66, 50 m for two mentioned Poisson

intensity, respectively). Note that a large Euclidean inter-

vehicle distance results in a large tail probability of inter-

vehicle distance.

Considering a vehicle intensity of k = 0.3 veh/s, spatial

distribution of vehicles follows a homogeneous Poisson

process with intensity of q ¼
k
R1
�1 fv vð Þ=vð Þdv ¼ 0:012 veh=m (i.e. a low traffic den-

sity). Figure 4 illustrates the pdf of connectivity. This fig-

ure compares the prediction of our analytical model to the

behavior obtained from the simulations results when r, the

radio propagation range, is 250 m. As expected, for a small

cluster size, the pdf of connectivity is large. However, when

the cluster size increases the pdf of connectivity decreases. In

ourmodel, at the beginning of each time interval, the speed of

each vehicle can vary. Moreover, this change in the speed is

independent of other vehicles as well as other time intervals.

In the result of the speed variation, connectivity interruption

may occur, resulting in adjacent vehicles losing connection.

Using an invariable traffic flow of q = q1 ? -

q2 = 0.06 veh/m, the simulation and analytical results for

the tail probability of the expected number of vehicles of

lane 1 for a two-lane highway is shown in Fig. 5. For this

purpose, vehicle intensity of lane 1 is q1 = 0.004, 0.006

and 0.008 veh/m. It is evident that the tail probability of

three mentioned values decreases as the number of vehicles

in lane 1 increases. Moreover, for a given vehicle count,

increasing the Poisson intensity increases the related tail

probability.

In practice different lanes of a highway follow a

heterogeneous mobility pattern. These differences in

vehicular movability is mainly because of the differences

in the speeds of vehicles (e.g. cars move fast but trucks and

buses move slow) and/or difference in type of vehicles (e.g.

bus and truck movements not allowed in lane 1). According

to this, we consider a time-varying vehicular speed

assumption for single direction of a two-lane highway in

which traffic flow of lanes dynamically vary, however the

Fig. 3 Tail probability of the intervehicle distance Fig. 4 Pdf of connectivity
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highway’s Poisson intensity remains constant (i.e.

q = q1 ? q2 = 0.03 veh/m). Figure 6 shows the varia-

tions of the expected number of vehicles inside lane 1 over

three choices of traffic flows with intensity of q1 = 0.006,

0.008 and 0.01 veh/m. When the number of vehicles

travelling in the same direction varies from 10 to 100 veh,

the expected number of vehicles in both lane 1 and 2 varies

accordingly. Because the Poisson intensity of the highway

remains constant, if the expected number of vehicles of

lane 1 increases, the expected number of vehicles of lane 2

decreases.

Figure 7 shows expected number of vehicles inside a

lane in a VANET based on Poisson intensity variations. In

this simulation 200 vehicles travel in a two-lane highway

on eastbound direction. The spatial distribution of the

vehicles inside lane 1 follows a heterogeneous Poisson

process with density q1 = 0.002 veh/m that increases to

q1 = 0.06 veh/m. As depicted in Fig. 7, when the traffic

flow of lane 1 increases, the expected number of vehicles in

lane 1 among N = 200 veh also increases. The analytical

and simulation results are shown for two different traffic

flows of lane 2 (i.e. q2 = 0.002 and 0.004 veh/m). If the

vehicle intensity of lane 2 increases, the expected number

of vehicles in lane 1 decreases.

To investigate the joint Poisson distribution in a VANET

we simulate single direction of a highway in which 100

vehicles following Poisson process travel in two lanes with

density of q = q1 ? q2 = 0.004 veh/m. Figure 8 shows

the analytical and simulation results of joint Poisson distri-

bution in a spatial distribution with a length of f(t) (i.e. joint
Poisson spatial distribution). As mentioned earlier, in our

model, time is equally slotted and at the beginning of each

time interval speed variation is allowed. As a result, vehicles

move faster/slower independent of other vehicles as well as

other times. Whenever Poisson intensity of eastbound

direction is equal to q = q1 ? q2 = 0.004 veh/m, the

expected intervehicle distance is 1/q = 250 m. As depicted

in Fig. 8, whenever the number of vehicles is N = 100 veh,

simulation and analytical results confirm that the maximum

joint Poisson distribution belongs to the spatial distribution

Fig. 5 Tail probability of the expected number of vehicles in lane 1

Fig. 6 Expected connectivity size of lane 1

Fig. 7 Expected number of vehicles in lane 1 based on Poisson

intensity variations

Fig. 8 Variations of joint Poisson distribution based on three

different traffic flows where q ¼ q1 þ q2 ¼ 0:004 veh=m, the analyt-

ical (Ana) and simulation (Sim) results are shown
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with a length of f(t) = 25,000 m. The results in Fig. 8 are

depicted based on three choices of Poisson intensity for q1
and q2 consisting of (q1, q2) = (0.002, 0.002), (0.001,

0.003) and (0.0005, 0.0035) in which the spatial distribution

of the vehicles on the road for these three scenarios is equal

and remains a homogeneous Poisson process with density

q = q1 ? q2 = 0.004 veh/m. The minimum probability

belongs to the scenario that both lanes have equal Poisson

intensities. As the intensity difference of the traffic flows in

two lanes increases, the difference in the number of vehicles

in two lanes also increases; moreover, the joint Poisson

distribution increases accordingly.

Figure 9 illustrates the variation in spatial distribution,

f(t) given that N = 200 vehicles following Poisson process

travel in two different lanes in an equal direction with

Poisson intensity of q1 = q2 = 0.001, 0.0015, and

0.002 veh/m in three different scenarios. As depicted in

Fig. 9, if the vehicle intensity (i.e. q = q1 ? q2) increases,
the intervehicle distance and therefore the spatial distri-

bution decreases. Considering the simulation time of

t = 8000 s, and time varying vehicular speed assumptions

of vmin = 20 m/s and vmax = 30 m/s the analytical results

perfectly match the simulation results.

In Fig. 10, in order to investigate the joint Poisson dis-

tribution of a single direction of a free-flow highway, it is

assumed that 100 vehicles following the Poisson process

travel in two different lanes on equal direction with

intensity of (q1, q2) = (0.001, 0.002), (0.001, 0.003) and

(0.001, 0.004) in three different test scenarios. As depicted

in Fig. 10, when the eastbound traffic flow is

q = q1 ? q2 = 0.003 veh/m, the maximum joint Poisson

distribution belongs to the spatial distribution with length

of f(t) = 33,000 m. But whenever the traffic flow increases

(e.g. q = 0.004 veh/m), the maximum joint Poisson dis-

tribution also increases (i.e. belongs to the spatial distri-

bution with length of f(t) = 25,000 m). As expected, if the

traffic flow increases, the vehicular spatial distribution

noticeably decreases. Figure 10 illustrates that the pre-

dicted behavior from the analytical model closely tracks

the simulation results.

We showed that if the traffic flow of at least one lane

varies, the joint Poisson distribution also varies. In Fig. 11,

we investigate the impact of the number of vehicles on

joint Poisson distribution in a highway where N = 200

vehicles following poisson process travel in two different

lanes on equal direction with Poisson intensity of (q1,
q2) = (0.0025, 0.002), (0.0026, 0.002) and (0.0027, 0.002)

in three different simulations. Whenever the vehicle

intensity of lane 1 increases, the number of vehicles trav-

eling in this lane among N = 200 veh increases too.

However, it is interesting to note that joint Poisson distri-

bution decreases slightly.

In Fig. 12, unlike the assumption made in Fig. 11, the

Poisson intensity of lane 1 is constant (i.e. q1 = 0.001 veh/

m). In this situation, variations in the probability of joint

Poisson distribution and also the number of vehicles in lane

Fig. 9 Variations of vehicular spatial distribution based on variations

in traffic flow

Fig. 10 Variations of joint Poisson distribution and spatial distribu-

tion based on three choices of q2. Traffic flow in lane 1 is constant

(i.e. q1 = 0.001 veh/m) and vehicle size is N = 100 veh

Fig. 11 Variations of joint Poisson distribution and number of

vehicles inside lane 1 based on traffic flow of lane 1
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1 are determined based on changes in vehicle intensity of

lane 2 (i.e. q2 = 0.00230, 0.00235, and 0.00240 veh/m).

This is straightforward to show that by increasing the

traffic flow of lane 2 the expected number of vehicles from

lane 1 among N = 200 veh, decreases. Moreover, the

probability of joint Poisson distribution slightly decreases.

This is because the difference between the traffic flow of

lane 1 and lane 2 increases.

As indicated in Fig. 12, simulation results are in line

with the predicted behavior of our analytical model. In this

experiment, simulation time is set to t = 2500 s, minimum

speed is set to 20 m/s, maximum speed is set to 30 m/s,

time is equally slotted and speed variation is allowed at the

beginning of each interval.

Figure 13 shows the impact of variation in vehicle size

on joint Poisson distribution in three different scenarios

corresponding to the choices of N = 200, 210, and

220 veh. Vehicles following the Poisson process travel in

two different lanes in an equal direction with equal inten-

sity of q1 = q2 = 0.002 veh/m. It is clear that by

increasing the total number of vehicles from

N = 200–220 veh, the expected number of vehicles trav-

elling in these two lanes increases uniformly. As shown in

Fig. 13, when the vehicle size of lane 1 is N1 = 100 veh,

the maximum joint Poisson distribution is 0.0014, i.e.

belongs to scenario that the total number of vehicles is

N = 200 veh. In other words, whenever the vehicle

intensity in both of lane 1 and 2 remains equal, the joint

Poisson distribution confirms that the number of vehicles

traveling in these two lanes is similar.

Conditional probability of vehicle size of lane 1 based

on two different Poisson intensity (i.e. q1 = 0.001,

0.002 veh/m), is shown in Fig. 14. According to this,

N = 100 vehicles following Poisson process travel in two

different lanes in an equal direction with Poisson intensity

of q = q1 ? q2 = 0.004 veh/m. If the traffic flow of lane 1

increases, the number of vehicles in this lane among

N = 100 vehicles also increases. However, the related

conditional probability of the number of vehicles in this

lane decreases noticeably. This is acceptable because

compared with lane 2, the vehicle intensity of lane 1 is

sparse. On the other hand, by increasing the Poisson

intensity of lane 1, the related conditional probability of

number of vehicles in this lane increases. Using determined

Poisson intensity for a 1-D two lane highway through at

least 100 simulations and duration time of t = 2000 s, a

minimum speed of 20 m/s and a maximum speed of 30 m/

s, simulation results confirm the accuracy of the analytical

model.

6 Conclusion and future work

In this paper, we proposed an analytical model for mea-

surement of connectivity. In suggested formulations, we

considered a single direction of a free-flow highway in

which n vehicles were Poisson distributed, and passed an

observer with different speeds. The proposed model used a

Fig. 12 Variations of joint Poisson distribution and number of

vehicles in lane 1 based on traffic flow of lane 2

Fig. 13 Variations of joint Poisson distribution and number of

vehicles inside lane 1 based on total number of vehicles

Fig. 14 Conditional probability of number of vehicles in lane 1
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time-varying vehicular speed assumption that allowed

vehicles to change their speed independent of the other

vehicles as well as the other time intervals. To the best of

our knowledge this is the first work that mathematically

analyzed the connectivity distance based on the temporal

mobility of head, tail and intermediate vehicles inside a

cluster over a time-varying vehicular speed environment.

According to this we proposed an accurate analytical

model for calculating the pdf of connectivity. Then, the

joint Poisson distribution of vehicles in a multilane high-

way, the expected number of vehicles and also the tail

probability of the expected number of vehicles inside a lane

in a multilane highway were mathematically investigated.

We validated the accuracy of the proposed model through

extensive simulations.

The model developed in this study can be easily extended

to determine the connectivity measurements between vehi-

cles traveling in opposite directions of a free-flow highway.

We believe this fundamental work can provide a novel

insight for further development of VANETs.

Our future research includes extending the proposed

model using other simulation platforms such as NS2/3 and

a VANET simulator written in C?? [57]. Furthermore,

additional optimizations and further enhancements for

connectivity related measurement will be planned, such as

taking into account employing metaheuristic algorithms,

queuing and game theory, fuzzy logic and other schemes

(i.e. utilized in many kind of wireless networks [58–66]).
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