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Abstract Cross-layer strategies for resource allocation in

wireless networks are essential to guaranty an efficient

utilization of the scarce resource. In this paper, we present

an efficient radio resource allocation scheme based on

PHY/MAC cross layer design and QoS-guaranteed

scheduling for multi-user (MU), multi-service (MS), multi-

input multi-output (MIMO) concept, orthogonal frequency

division multiple access (OFDMA) systems. It is about a

downlink multimedia transmission chain in which the

available resources as power and bandwidth, are dynami-

cally allocated according to the system parameters. Among

these parameters, we can mention the physical link ele-

ments such as channel state information, spectral efficiency

and error code corrector rate, and MAC link variables,

which correspond to the users QoS requirements and the

queue status. Primarily, we use a jointly method which

parametrizes these system parameters, according to the

total power, and the bit error rate constraints. Secondly, we

propose a QoS-guaranteed scheduling that shares the sub-

carriers to the users. These users request several type of

traffic under throughput threshold constraints. The main

objective in this work is to adjust the average throughput

per service of each user, according to their needs and

likewise to satisfy a great number of connexions. Subse-

quently, we consider a model of moderated compartmen-

talization between various classes of services by

partitioning the total bandwidth into several parts. Each

class of service will occupy a part of the bandwidth and

will be transmitted over a maximum number of sub-carri-

ers. The simulation results show that the proposed strategy

provides a more interesting performance improvement (in

terms of average data rate and user satisfaction) than other

existing resource allocation schemes, such as nonadaptive

resource allocation strategy. The performances are also

analyzed and compared for the two multi-service multi-

user MIMO–OFDMA systems; with sub-carriers parti-

tioning and without sub-carriers partitioning.

Keywords MIMO–OFDMA � Cross-layer design � Joint
parameterization � Resources allocation � Multi-user �
Multi-service � QoS-guaranteed scheduling

1 Introduction

Recently, the use of mobile devices such as cell-phones,

tablets or laptops are increasingly penetrating into our daily

lives as convenient tools for communication, work, social

network, news, etc. To face the growing demand of high

data rate multimedia services, the next generation wireless

communication systems should be able to provide high

speed broadband Internet services that have various quality

of service (QoS) requirements. However, with scarce radio

resource (power and bandwidth) and harsh wireless chan-

nel conditions, some techniques which lead to an efficient

utilization of these resources are quite necessary. So, the

new generation wireless systems should be designed, tak-

ing these factors into account. In this context, 3GPP Long

Term Evolution (LTE)/LTE-Advanced [12] and WiMax

(Worldwide Interoperability for Microwave Access) [4]

IEEE 802.16m technologies can be considered as some

suitable candidates to meet users expectation. Indeed, their

radio interface easily meet high data rate requirements,
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thanks to the efficient approaches, such as multi-input

multi-output (MIMO) [19, 22] and orthogonal frequency

division multiple Access (OFDMA) [28, 31] techniques.

1.1 Background

MIMO system, which employs multiple antennas at the

transmitter and the receiver, is a promising technique in

wireless environments to significantly enhance perfor-

mance improvements in terms of data rate and diversity,

without increasing the transmit power or bandwidth.

Indeed, MIMO technology allows to combat the fading

effect, exploiting multi-path propagation, and uses the

radio channel efficiently by transmitting several user bit-

streams in the same resource. OFDMA is about an

emerging multiple access technique based on OFDM

(Orthogonal Frequency Division Multiple). This technique

offers high spectral efficiency and better resistance to

fading environment. It is considered as an efficient method

to mitigate the Inter-Symbol Interference (ISI) effects in

frequency-selective fading channels by dividing the band-

width into a number of lower-rate sub-carriers. Thus, in the

multi-user communication system, different sub-carriers

can be allocated to different users to exploit multi-user

diversity. The association of MIMO and OFDMA tech-

niques in multi-user configuration, called multi-user

MIMO–OFDMA (MU MIMO–OFDMA) system [17, 20],

is an efficient way for providing high data rate, taking into

account multi-user, frequency and spatial diversities. This

association is already included in several standard

applications.

In the MU MIMO–OFDMA system, multi-user inter-

ference occurs, when several users communicate simulta-

neously. This phenomenon considerably degrades the

system performance. For this reason, the authors in [23]

and [24] have proposed a novel heuristic strategy which

shares the users in different groups, on the basis of their

average channel gain. Afterwards, channel allocations are

sequentially addressed, starting from the group with the

most adverse channel conditions. The spatial dimension is

employed to present multiple access interferences, hin-

dering the performance of the sequential allocation.

Otherwise, the adaptive strategies with respect to power

allocation [6, 8], sub-carriers distribution [13, 35], modu-

lation and coding [21, 37], and beam-forming [30, 34] can

be used in order to improve the performances. Hence,

adaptive radio resource allocation schemes in MU MIMO–

OFDMA systems have become an important research

topic. In this context, the authors in [15, 16, 32] and [26]

investigate a power and sub-carrier allocation problems for

MU MIMO–ODFMA systems. They study an allocation

strategy, which involves adaptive sub-carrier allocation,

adaptive modulation and coding and eigen beam-forming.

This scheme achieves a significant improvement in overall

system performance either by minimizing the total transmit

power subject to bit error rate (BER) constraint [15, 16,

32], or by maximizing the sum-rate capacity [26] under

total power budget constraint. However, this resource

allocation scheme doesn’t consider the various heteroge-

neous classes of service and different QoS requirements for

different services. In addition, beside the system sum-rate

capacity and efficient autonomy, QoS requirements are also

significant factors to take into consideration. Therefore, it

is necessary to study efficient scheduling policy that

ensures the satisfaction of QoS requirements for multi-user

and multi-service.

In the paper [27], the authors describe and compare

some scheduling algorithms in MU MIMO–OFDM sys-

tems. The main goal in this paper is to improve the systems

capacity and fairness among users, according to an efficient

utilization of available bandwidth. However, this study is

limited to a single service configuration and the radio

resource allocation is not taken into account. Indeed, the

authors only use the conventional scheduling techniques,

developed in 3GPP LTE systems, such as Round Robin

(RR), Max-SNR and Proportional Fair (FP) algorithms.

Thus, the authors in [9] proposed an adaptive resource

allocation scheme in OFDMA based multi-service

WiMAX systems. This resource allocation scheme, which

integrates an adaptive modulation and coding (AMC), is

performed to satisfy, at first, various QoS service require-

ments of different users, and secondly, to improve the

Multi-Service Multi-User OFDM (MS MU OFDM) system

data rate next. Nevertheless, it remains suboptimal without

the consideration of MIMO technology. Consequently, the

authors in [3] propose a multi-service multi-user MIMO–

OFDMA (MS MU MIMO–OFDMA) in order to improve

the system capacity. However, the transmission power is

not optimized. In fact, an equal power allocation (EPA) is

used, which decreases the system performance. In order to

improve the performance, an unequal power allocation

(UPA) strategy is adopted in [29] and [14]. The authors

optimize the power transmission with a guarantee of the

user’s data rate requirements, but don’t consider adapted

data protection also known as Unequal Error protection

(UEP), neither multi-service concepts.

1.2 Contribution

The main objective of our proposal is to investigate an

efficient radio resource allocation, based on PHY/MAC

cross layer scheme and QoS-guaranteed scheduling for

MIMO–OFDMA systems. It’s about a radio system, sup-

porting multi-user and real-time, non-real-time and best

effort multimedia traffics. Algorithms are incorporating

these four aspects (MIMO, OFDMA, multi-user and multi-
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service) which are proposed; involving an adaptive power

allocation method, an Adaptive Modulation (AM), a coding

scheme, an adaptive sub-carriers assignment, and an original

scheduling policy. They are executed at the beginning of

every frame, to correctly allocate the radio resource to the

demanding users, according to their queue status, instanta-

neous channel conditions and QoS requirements.

Figure 1 below, summarizes the main steps of the pro-

posed scheme. Firstly, we propose an optimal physical

(PHY) and medium access control (MAC) cross layer

approach based on UPA, UEP and AM techniques. These

three methods are jointly considered according to the

physical layer and the MAC sublayer constraints. Con-

cerning PHY layer constraints, we consider transmission

power strategy connected a QoS in terms of target bit error

rate. The MAC sublayer constraint correspond to a service

throughput threshold. The basic idea is that the sub-channel

(ensuring the best transmission conditions), will be at first,

shared by the appropriate user. In fact, we propose to

classify the available sub-carriers according to their gain.

Then, the more robust sub-carriers will be allocated pri-

marily. For that reason, we can formulate the optimal PHY/

MAC cross-layer design into an optimization problem with

the objective to maximize the users throughput under

constraints (total power and target bit error rate).

Additionally, we consider a QoS-guaranteed scheduling

scheme, which is subdivided into two steps. The first one is

a sub-carriers allocation scheme and the second one is a

service scheduling process. We propose a best-SNR algo-

rithm to allocate the specific sub-carriers to a given user

according to the previous joint parameterization scheme, as

well as the users QoS requirements. We also define a ser-

vice scheduling priority function for each user and update it

dynamically, depending on service parameters, each user

data rate and each user status queue.

Therefore, an efficient radio resource allocation, based

on PHY/MAC cross-layer approach and QoS-guaranteed

scheduling scheme, is satisfying in order to guarantee at

first, the users QoS requirements and secondly, maximizing

the requested connections. Furthermore, we also consider a

moderated repartition of the frequency resources between

different classes of service, by partitioning the bandwidth

into several parts. Thus, each service class will occupy a

part of the bandwidth, therefore, it will be transmitted over

a maximum number of sub-carriers. The final goal is to

avoid that a priority user always requesting a priority ser-

vice, saturate the available bandwidth.

The remainder of this paper is organized as follows. In

Sect. 2, the system model of MS MU MIMO–OFDMA is

described by presenting the PHY/MAC interaction algo-

rithm and formulating the optimization problem. Section 3

suggests a new sub-carrier allocation and service schedul-

ing policy approaches. The simulation results are analyzed

and discussed in Sect. 4. Finally, conclusion are drawn in

Sect. 5.

2 System model

2.1 System description

The downlink transmission scheme of the MS MU MIMO–

OFDMA system is depicted in the Fig. 2. The Base Station

(BS), which is the transmitter, communicates with K users

called Mobile Equipments (MEs) (with k 2 f1; . . .;Kg, the
user index). The total bandwidth B is divided into N sub-

carriers (with n 2 f1; . . .;Ng, the sub-carrier index), which
are shared by the users. The BS has MT transmit antennas

and each ME is equipped with MR antennas. Each data user

is packed into fixed length packet and a separate queue of

each service is maintained for each user at the BS. These

data user are modulated with M-QAM modulation to

increase the spectral efficiency. Later, the RCPC (rate

compatible punctured convolution) error code corrector

(ECC), is used to ensure the detection and the correction of

transmission errors. The modulated and coded signals are

sent to inverse fast Fourier transform (IFFT) module to do

OFDM modulation and the cyclic prefix (CP) is added to

every OFDM symbol. Finally, the OFDM symbols are

transmitted from each antenna. The OFDM modulation

allows the designing of the N sub-carriers which will be

distributed to different users. In order to avoid the ISI, we

set that a sub-carrier is allocated to only one user during

the frame time. The data, which is transmitted through one

or more sub-carriers (Xk � f1; 2; . . .;Ng denote the set of

sub-carriers allocated to a user k) of the MIMO channel, is

received by the users. An imperfect knowledge of the CSI

at both the transmitter side and the receiver side is con-

sidered. Indeed, the CSI is updated at regular intervals in

order to consider a realistic transmission configuration. WeFig. 1 Synoptic of the proposed scheme
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carried out a new channel estimation every 20 OFDM

symbols to minimize the channel variations. This tech-

nique is already used in [2], and its performance was

compared to other methods of channel estimation, found in

[10, 33]. These models follow a Gaussian distribution.

Afterwards, a precoder design is used to decompose each

sub-carrier of each user into b (with b ¼ minfMR;MTg)
uncorrelated SISO sub-channels, denoted r2k;n;sc (with

sc 2 f1; . . .; bg, the sub-channel index). These virtual links
between BS and MEs can be assumed as selective fre-

quencies Rayleigh fading. Considering the OFDM modu-

lation, these selective frequencies fading are considered as

narrow-band sub-carriers, which can be approximated as

the Gaussian channels. They are considered as constant

during an allocation period. At each receiver, the maxi-

mum likelihood (ML) [38] criterion is used to detect the

received OFDM symbols. Thus, the receivers can be

considered as linear since the virtual sub-channels are

parallel and independent. In this context, the ML detection

simply inverses the virtual sub-channels [10]. Onces the

OFDM symbols are detected by the ML detection, the

OFDM demodulation block provides digital symbols,

thanks to the FFT module. These digital symbols were

coded with a RCPC code. For this reason, we apply the

channel decoding operation. Subsequently, the decoded

digital symbols pass through the QAM demodulation

blockto demodulate the information bits of each user.

The majority of these parameters are usually used in the

next generation wireless systems such as IEEE 802.16,

LTE or LTE/Advanced standards.

Assuming that the BS provides three types of traffics:

the real-time service such as NRTV (near real time

video), called real time polling service (RTPS)ðs1Þ, the

non-real-time such as the FTP (file transfer protocol),

called non real time polling service (NRTPS)ðs2Þ and the

Best Effort (BE) ðs3Þ services such as WEB navigation

[11]. A discret Markov Modulated Poisson Process

(dMMPP) model [25] is used for packet arrival process

relative user. This model is more realistic due to the

flexibility that it offers to manage the packets arrival of

various types of traffics for each user. The dMMPP model

for each user can be represented by a probability transi-

tion matrix U of the modulating Markov chain and a

matrix k modeling the Poisson arrival rate for each

service.

U ¼
U11 � � � U1z

..

.
Uij ..

.

Uz1 � � � Uzz

0
@

1
A; k ¼

k1 � � � 0
..
. . .

. ..
.

0 � � � kz

0
@

1
A: ð1Þ

where z is the state number of the Markov process. Ui;j

represents the service probability transition from the state i

(with a number of packets pcki) to the state j (with a

number of packets pckj), where jpckj � pckij are incoming

or outcoming packets of the buffer.

Fig. 2 Blocks diagram of proposed transmission scheme (MS MU MIMO–OFDMA model)
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2.2 PHY/MAC cross layer approach

In this section, the configuration steps of the MAC sublayer

and the physical layer interaction is described. Indeed, the

first objective of our study, is to investigate a joint PHY/

MAC cross-layer design, which consider a MAC sublayer

and PHY layer constraints. Therefore, we present in the

subsection below, the MAC sublayer and PHY layer

interactions.

2.2.1 MAC sublayer

At the MAC sublayer, we suppose that for a sampled frame

time lT (where l 2 N and T is the frame time), there are

ms
kðlTÞ incoming packets of service s in the queue Qs

kðlTÞ
of the user k and the number of transmitter bit at lT equals

to Ds
kðlTÞ. It is assumed that, each service s has a constant

number of bits per packet, noted nbsp.

Figure 3 illustrates an example of the evolution process

of two users (k1 and k2) queues. These two users request

the two services (s1 and s2). We can observe that:

• ms1
k1
ðlTÞ ¼ 3 packets (with A, B and C, which are some

packets of the service s1) are destined to the user k1.

• ms1
k2
ðlTÞ ¼ 1 packet (with a which is a packet of the

service s2) is destined to the user k2, and

ms2
k2
ðlTÞ ¼ 2 packets (with b and c, which are some

packets of the service s2) are destined to the user k2.

• k1 is served with a number of bit equal to: Ds1
k1
ðlTÞ ¼

2packetsxnbs1p (A and B packets of service s1).

• k2 is served with a number of bit equal to: Ds2
k2
ðlTÞ ¼

2packetsxnbs2p (b and c packets of service s2).

• At the end of this frame time lT , users queues status

are equal to:

• Qk1ððlþ 1ÞTÞ ¼ Qs1
k1
ððlþ 1ÞTÞ þQs2

k1
ððlþ 1ÞTÞ ¼

1packetþ 1 packet (where C is a packet of the

service s1 and a is a packet of service s2).

• Qk2ððlþ 1ÞTÞ ¼ 0. All packets destined to the user

k2, have been served.

During the next frame time ðlþ 1ÞT , there are new

packets (D, E, F, G, d and e) in addition to the buffer. Once

the users k1 and k2 are respectively served with a number of

bits Ds1
k1
ððlþ 1ÞTÞ þ Ds2

k1
ððlþ 1ÞTÞ and Ds1

k2
ððlþ 1ÞTÞþ

Ds2
k2
ððlþ 1ÞTÞ, the users queues status (Qk1ððlþ 2ÞTÞ and

Qk2ððlþ 2ÞTÞ) are computed at the end of this frame time.

The same process is used to determine the users queues

status at the end of the following frame time, and so on.

Generally, we can follow the evolution of users queues,

thanks to the use of the dMMPP model. So, the queue

length at the end of the frame time lT of user k, requesting

a service s, is given as:

Qs
kððlþ 1ÞTÞ ¼ Qs

kðlTÞ þ ms
kðlTÞ �

Ds
kðlTÞ
nbsp

ð2Þ

According to equation (1), the arrival rate of the Poisson

process kskððlþ 1ÞTÞ of a user k, requesting a service s, can
be predicted with the given parameter kskðlTÞ such as:

Fig. 3 User queues evolution
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kskððlþ 1ÞTÞ ¼
Xz
z0¼1

Uz0z:kskðlTÞ ð3Þ

The expression of the incoming packets is deduced as

follows:

E½ms
kðlTÞ� ¼ kskðlTÞ ð4Þ

We adopt a finite queue model with a limited capacity

equal to Ls. As shown in the Fig. 3, an incoming packet

may be lost, if the number of packets in the queue is upper

to Ls. Therefore, the real queue length at ððlþ 1ÞTÞ should
be determined as follows:

Qs
k;realððlþ 1ÞTÞ ¼ min Ls;Qs

kððlþ 1ÞTÞ
� �

ð5Þ

Since this limited capacity of the buffer, the number of

dropped packets Qs
k;dropðlTÞ at the end of frame time ðlTÞ

due to the overflow can be predicted as:

Qs
k;dropðlTÞ ¼ max 0;Qs

kðlTÞ þ ms
kðlTÞ �

Ds
kðlTÞ
nbsp

( )

ð6Þ

Let us define PLRs
kðlTÞ, the packet loss rate as follows:

PLRs
kðlTÞ ¼

Qs
k;dropðlTÞ

E½ms
kðlTÞ�

¼
max 0;Qs

kðlTÞ þ ms
kðlTÞ �

Ds
k
ðlTÞ
nbsp

n o

E ms
kðlTÞ

� � ð7Þ

2.2.2 PHY layer

At the physical layer, the MIMO–OFDMA aspect is con-

sidered. For each user k (with k 2 f1; . . .;Kg), the MIMO

ðMR �MTÞ channel state matrix on sub-carrier n (with

n 2 f1; . . .;Ng) is defined by Hk;n. Then, we can deduce the

state matrix H of the whole system as following:

Hk;n ¼
h1;1 � � � h1;MR

..

. . .
. ..

.

hMT ;1 � � � hMT ;MR

0
B@

1
CA

H ¼
H1;1 � � � H1;N

..

.
Hk;n

..

.

HK;1 � � � HK;N

0
B@

1
CA

ð8Þ

To exploit the MIMO–OFDMA characteristics, we

consider a precoder design which assume a knowledge of

the CSI at both sides: the receiver side and the transmitter

side. This scheme allows the decomposition of the MIMO–

OFDMA channel into b (with b ¼ minfMR;MTg) virtual

parallel independent SISO (Single Input Single Output)

sub-channels with decreasing gains, and thereby eliminates

the Inter-Antenna Interference (IAI). It works like a pre-

equalizer by adjusting the transmission power. Thus, we

consider an UPA algorithm under the constraint of the total

transmitted power ET .

Let us define Yk;n the received signal of the user k on the

sub-carrier n over the MIMO–OFDM ðMR �MTÞ system.

The system equation, using precoder design is given as:

Yk;n ¼ Gk;nHk;nFk;nXk;n þ Gk;nno ð9Þ

where Xk;n is the ðb� 1Þ transmitted symbol vector, Hk;n is

the ðMR �MTÞ MIMO–OFDM channel matrix, Fk;n is the

ðMT � bÞ linear precoder matrix, Gk;n is the ðb�MRÞ
linear decoder matrix and no is the ðMR � 1Þ zero-mean

additive noise vector.

By applying the Singular Value Decomposition (SVD)

method [7], the expression of the MIMO–OFDM system is

obtained as follows:

Yk;n ¼ Gd
k;nH

v
k;nF

d
k;nXk;n þ Gd

k;nn
v
o ð10Þ

where Hv
k;n ¼ Gv

k;nHk;nF
v
k;n is the diagonal MIMO channel

matrix, Gv
k;n and Fv

k;n are unitary matrices and nvo ¼ Gv
k;nno

is the transformed additive white Gaussian noise vector

with covariance matrix Rnvo
¼ Ib (Ib is b size identity

matrix), Fd
k;n and Gd

k;n are, respectively, the precoding and

decoding matrices.

Using the SVD operation, the MIMO channel matrix

Hk;n of the user k using the sub-carrier n is consisting of

singular vectors values r2k;n;sc (with sc 2 f1; . . .; bg) (cf. to
Fig. 2) and is expressed as follows:

Hk;n ¼
r2k;n;1 � � � 0

..

. . .
. ..

.

0 � � � r2k;n;b

0
B@

1
CA ð11Þ

Recall that the ML criterion is used to detect the received

symbols. Actually the ML detection is not necessary. The

MIMO channel decomposition technique simplifies the ML

detection, which is independently performed on each SISO

subchannel. In fact,without any loss of generality, we con-

sider the decoding matrixGv
k;n as an unitary matrix Ib (with b

the number of SIS0 sub-channels). Thus, the precoding

matrixFv
k;n are only defined.We can determine the precoding

parameters, denotedx2
k;n;sc (coefficients ofF

v
k;n matrix) using

a UPA strategy. This technique makes the correspondence

betweenmany system elements. Therefore, we can calculate

the gain of channel ck;n;sc after the precoding step as follows:

ck;n;sc ¼ x2
k;n;scr

2
k;n;sc ð12Þ

We adapt the UPA algorithm developed in [1], in the

context of multi-service and multi-user transmission. For

each user who simultaneously requests the three services

(worst case), optimal precoding coefficients ½x2
k;n;sc�

s
are

jointly computed, according to the spectral efficiency

Mk;n;sc, the error corrector code rate rk;n;sc and the SNR of

864 Wireless Netw (2017) 23:859–880
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each SISO sub-channel r2k;n;sc under total power constraint

ET and BER of the physical layer, required by services.

These BER are denoted bers.

Recall that since the noise on a SISO sub-channel sc is a

Gaussian noise, the expression of precoder coefficient of

each service s, is defined as following:

x2
k;n;sc

h is
¼ 2ðMk;n;sc � 1ÞN0

3r2k;n;sc

� erf�1 1�
bertssc

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Mk;n;sc

p
log2ðMk;n;scÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Mk;n;sc

p
� 1

� �
 !" #2

ð13Þ

where N0 is the spectral density of noise power and bert
s
sc is

the target BER per sub-channel required before channel

coding. It is determined using the ECC rate and sub-

channel BER berssc required after channel decoding.

The proposed cross-layer parameterization scheme consists

in doing a non-exhaustive research of available configurations

ð½x2
k;n;sc�

s
;Mk;n;sc and rk;n;scÞ, in order to reduce the com-

plexity of the proposed scheme. Indeed, an exhaustive research

considerably increases the number of configurations for which

we can’t compute the precoding coefficients ð½x2
k;n;sc�

sÞ.
Actually, a needed power to reach the BER required by a

service is computed, according to the SNR value, the spectral

efficiency and the ECC rate (Eq. 13).When this needed power

exceeds the maximum power, the configuration gets unavail-

able. Therefore, a low complex method is used to only deter-

mine the available configurations,which respect the power and

BER constraints. The idea consists to compute the precoding

coefficients ½x2
k;n;sc�

s
in a hierarchical way. It was shown in

[18], when the modulation order and the ECC capacity

increase, the needed power to respect the required BER

increases as well. For this reason, we research the available

configurations in the increasing order, and stop it when the

required power is upper to themaximumpower.Afterward, the

optimal configuration retained, will be the one that provides a

throughput close to the threshold rate of service.

The constraints of the cross-layer parameterization

scheme are summarized below:

• PHY layer constraints: power ðETÞ and BER ðbersÞ
• MAC sublayer constraint: threshold rate per service Ds

th

Without loss of optimality, an efficient and low-complex

power allocation is established to find the optimal config-

uration which respects the constraints above.

Thus, the threshold rate per service can be determined in

oder to minimize the packet loss rate PLRs
kðlTÞ. We propose

to calculate these threshold rates per service by approximating

the packet loss rate to a packet loss probabilityPLPs
kðlTÞ. The

authors in [36] define the relationship between the bits errors

rate and the packet loss probability. In fact, we suggested to

compute the packet loss probability PLPs
kðlTÞ according to

the target bit error rate constraint berts as follows:

PLRs
kðlTÞ � PLPs

k ¼ 1� ð1� bertsÞnbsp ð14Þ

By identification, we can deduce the threshold data rate

of each service by:

Ds
th � nbsp Qs

kðlTÞ þms
kðlTÞ � Ls �PLRs

kðlTÞ:E ms
kðlTÞ

� �� �

ð15Þ

2.3 PHY/MAC cross-layer optimization

The purpose of the cross-layer scheme is to determine the

optimal precoding coefficients according to total power

transmission and throughput thresholds per service. This

cross-layer parameterization is described in the algorithm 1.

According to the channel conditions, we configured the

system to ensure an optimal transmission power for each user

in order to obtain a good transmission robustness and also

improve each user data rate. The optimization problem for a

service s, can be described as follows:

x̂2
k;n;sc

h is
¼arg max

x2
k;n;sc½ �s

B

N

XK
k¼1

X
n2Xk

Xb
sc¼1

log2 1þðx2
k;n;scÞ

s:r2k;n;sc

	 


ð16Þ

Subject to:

First

constraint C1:
fXkgKk¼1 sets are disjoint and form a

partition of f1; . . .;Ng;
Second

constraint C2:

Pb
sc¼1 ½x2

k;n;sc�
s �ET 8 k 2 f1; . . .;Kg; n 2

f1; . . .;Ng ands 2 frtps; nrtps; beg;
Third

constraint C3:

Ds
th �Ds

k 8 k 2 f1; . . .;Kg;
s 2 frtps; nrtps; beg, and Ds

k must be the

nearest value of Ds
th;

Subsequently, the best user must be selected for each sub-

carrier, thanks to his QoS requirements and the channel con-

ditions equally, in order to optimize the use of both the power

transmission and the total bandwidth. Therefore, a resource

allocation scheme based on PHY/MAC cross layer QoS-

guaranteed scheduling, shouldpropose how to define the order

of the users and various traffics to be served and to distribute

the sub-carriers according to respect the users expectations.

3 Resource allocation based on cross layer QoS-
guaranteed scheduling

In this section, we propose a radio resource allocation

scheme based on PHY/MAC cross layer approach and QoS-

guaranteed scheduling algorithm. The idea consists in

choosing the optimal scenarios in terms of: priority service ŝ;

priority user k̂ and appropriate sub-carrier n̂ which assure a
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good trade-off between resource allocation and users QoS

requirements. Firstly, we define the service scheduling pri-

ority functions for all users on all sub-carriers. To determine

the user k̂ with the highest priority, requesting the priority

service ŝ, we proceed to the computation of these priority

functions and then, the pair fs; kg, who has the greater pri-

ority function value, is selected. Afterward, we allocate to

this priority pair, the appropriate sub-carriers n̂, in order to

achieve his expectations. Indeed, we exhibit in the Sect. 2.3,

a joint adaptation algorithm, which allows to rank the

available sub-carriers according to their gain value.

Moreover, the process of sub-carriers distribution will be

performed according to two steps: one with sub-carrier

partitioning and other one without sub-carrier partitioning.

The first approach only considers the threshold throughput

constraints of services, but don’t taking into account in the

proportionality of active connections. In this case, the system

automatically decides to the partition of resources for each

service according to their priorities. Concerning the second

method, the parameters as are introduced to adjust the pro-

portion of bandwidth of each service. The idea is to avoid that

one service, which is always a priority service, don’t uses the

total bandwidth. Depending on our assumption, which sup-

poses a simultaneous request of three services, a excellent

performance in our case, can be assimilated to the reception

of the three services. As shown in [5], a good performance is

achieved by maximizing the users satisfaction rates and

ensuring the fairness among services as well as users.

3.1 Scheduling priority

We defined the priority service ŝ, requested by the priority

user k̂, according to the priority functions Ps
k;nðtÞ estab-

lished in [9] and [3]. In our work, we used these priority

functions to classify the pairs (s; k).

� Let us define bsðs 2 frtps; nrtps; begÞ the priority

settings of the three services.

• For RTPS connection, we can define the priority

function of the user k on the sub-carrier n as follows:

P
rtps
k;n ðlTÞ

¼
brtps:

D
rtps
k;n ðlTÞ
RkðlTÞ

:
Q

rtps
k ðlTÞ:B
rkðlTÞ

:
xk

sk�2T
; xk\sk�2T

brtps:
D

rtps
k;n ðlTÞ
RkðlTÞ

:
Q

rtps
k ðlTÞ:B
rkðlTÞ

; xk	sk�2T

8>>><
>>>:

ð17Þ

where B is the bandwidth, D
rtps
k;n ðlTÞ corresponds to the

instantaneous data rate of each user k on the sub-carrier n,

using the RTPS service, RkðlTÞ is the average data arrival

rate of user k; rkðlTÞ is the average data service rate since

the service setup, xk denotes the longest packet waiting

time, sk corresponds to the maximum latency which is

negotiated when the connection is established.

The term xk

sk�2T
is introduced to process the high latency

requirement of the RTPS services. This therm indicates that

Algorithm 1 - Joint adaptation algorithm (PHY/MAC adaptation)

Input :
K : users number, N : sub-carriers number and b : sub-channels number ;
σ2
k,n,sc : singular values of the MIMO channel ;

berts : target bit error rate and ET = 1 : maximum transmission power ;
Ms

k,n,sc ∈ {M1, ..., Mmax} : modulation order
rsk,n,sc ∈ {r1, ..., rmax}, : error code corrector rate ;

Operation :
1. for each service s ∈ {rtps, nrtps, be} do
2. step 1 : Compute service threshold throughput : Ds

th as in Eq. (15)
3. for each user k ∈ K do
4. for each sub-carrier n ∈ N do
5. for each sub-channel sc ∈ b do
6. for each modulation order Ms

k,n,sc ∈ {M1, ..., Mmax} do
7. for each error code corrector rate rsk,n,sc ∈ {r1, ..., rmax} do
8. step 2 : Compute the target BER (bertssc)

before channel coding according to bers and rsk,n,sc

9. end
10. step 3 : Compute the precoding coefficient (ω2

k,n,sc)
s according to

Eq. (13), under power (ET ), target BER (berts) and service
threshold throughput (Ds

th) constraints
11. end
12. step 4 : Compute the gain of channel : γs

k,n = [ω2
k,n,sc]

s . σ2
k,n,sc

13. end
14. end
15. end
16.end
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the packet should be transmitted immediately if it deadline

expires before the next symbol is fully served.

In practice, the user’s averaged data rate RkðlTÞ and the

average data rate of the service rkðlTÞ can be updated as

follows:

Rkððlþ 1ÞTÞ

¼ ð1� hÞ:RkðlTÞ þ h:Rkððlþ 1ÞTÞ; Rkððlþ 1ÞTÞ[0

ð1� hÞ:RkðlTÞ Rkððlþ 1ÞTÞ ¼ 0

(

ð18Þ

rkððlþ 1ÞTÞ

¼
ð1� hÞ:rkðlTÞ þ h:rkððlþ 1ÞTÞ; rkððlþ 1ÞTÞ[ 0

ð1� hÞ:rkðlTÞ rkððlþ 1ÞTÞ ¼ 0

�

ð19Þ

where h 2 ½0; 1� is the forgetting factor, rkðlTÞ is the data

service rate and RkðlTÞ ¼
P

n2Xk
Rk;nðlTÞ is the served

data rate in the time frame lT ; ðRk;nðlTÞ corresponds to the
data rate on sub-carrier n of the user k; it is equaled to 0, if

sub-carrier n isn’t assigned to user k).

� For NRTPS connection, we can define the priority

function of the user k on the sub-carrier n as follows:

P
nrtps
k;n ðlTÞ

¼
bnrtps:

D
nrtps
k;n ðlTÞ
RkðtÞ

:
Q

nrtps
k ðlTÞ:B
rkðlTÞ

:
Q

nrtps
k ðlTÞ
wk

; QkðlTÞ	wk

bnrtps:
D

nrtps
k;n ðlTÞ
RkðlTÞ

:
Q

nrtps
k ðlTÞ:B
rkðlTÞ

; Q
nrtps
k ðlTÞ\wk

8>>><
>>>:

ð20Þ

where D
nrtps
k;n ðlTÞ corresponds to the instantaneous data rate

of each user k on the sub-carrier n, using the NRTPS ser-

vice, wk is the maximum number of packets in the corre-

spondent queue.

The term
QkðlTÞ

wk
is introduced to manage the data rate

requirement of NRTPS services. Large value of this term

indicates that the buffer is full, so the packets of the user

k should be given high priority and served earlier.

• For BE connection, we can define the priority function

of the user k on the sub-carrier n as follows:

Pbe
k;nðlTÞ ¼ bbe:

Dbe
k;nðlTÞ
RkðlTÞ

:
Qbe

k ðlTÞ:B
rkðlTÞ

ð21Þ

where Dbe
k;nðlTÞ is to the instantaneous data rate of each

user k on the sub-carrier n, using the BE service.

For this class of service, no real-time constraint and no

bandwidth guarantee is specified. However, it is necessary

to consider data loss due to the overflow of the buffer. We

chose a value of bbe, which gives a minimum priority to BE

connections.

For each sub-carrier n, there are k instantaneous data rates,

which can be used by the users. However, a sub-carrier n is

assigned to only one user during the frame time lT .
According to the computation of the priority function of each

service s and for each user k, we can define the priority pair

per sub-carrier ðŝ; k̂Þn at the frame time lT as follows:

ðŝ; k̂Þn ¼ arg max
s2frtps;nrtps;beg;k2f1;...;Kg

ðPs
k;nðlTÞÞ ð22Þ

3.2 Sub-carriers allocation without moderated

compartmentalization

Once the priority pair ðŝ; k̂Þn is found, we assign the

appropriate sub-carrier through the assignment parameter

dŝ
k̂;n
ðlTÞ defined at each frame time lT by:

dŝ
k̂;n
ðlTÞ ¼ 1; ifassignment

0; else

�
ð23Þ

Our principle of assignment aims to give a preference to

the appropriate sub-carrier in terms of robustness to the

priority pair ðŝ; k̂Þn. Indeed, with the joint parametrization,

we set the system to obtain the best robust channel gains,

meeting the required constraints defined in Sect. 2.2.1.

Afterward, for each frame time lT , we assign to the pri-

ority pair ðŝ; k̂Þn, the sub-carrier maximizes the gain of

channel after precoding such as:

n̂ ¼ arg max
n2f1;...;Ng

dŝ
k̂;n
ðlTÞ:

Xb
sc¼1

cŝ
k̂;n;sc

	 
 !
ð24Þ

After that, we can compute the instantaneous data rate

Dŝ
k̂;n̂
ðlTÞ that can be received by the priority pair ðŝ; k̂Þn̂ on

the appropriate sub-carrier n̂ as follows:

Dŝ
k̂;n̂
ðlTÞ ¼ dŝ

k̂;n̂
ðlTÞ

Xb
sc¼1

log2 1þ cŝ
k̂;n̂;sc

	 

:
B

N
ð25Þ

As long as the data rate Dŝ

k̂
ðlTÞ of the priority pair

ðŝ; k̂Þ is inferior than the threshold rate constraint Dŝ
th, the

obtained throughput together with another priority sub-

carrier will be added to the new priority pair throughput,

until this new data rate is superior or equal to the

threshold rate constraint. Thus, a set of appropriate sub-

carriers, denoted Xŝ
k̂
, will be allocated to the priority pair

in order to respect the threshold rate constraint.

Dŝ
th �Dŝ

k̂
ðlTÞ with Dŝ

k̂
ðlTÞ ¼

X
n̂2Xŝ

k̂

Dŝ
k̂;n̂
ðlTÞ ð26Þ

In the Algorithm 2, we describe our radio resource

allocation without sub-carrier partitioning, which is based

on the cross layer QoS-guarenteed scheduling scheme.
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The main idea of this algorithm, is to classify a lot of

sub-carriers, according at first to their gain value, and

secondly, allocating the best sub-carriers n̂ to the prior-

ity pair ðŝ; k̂Þn̂ together with the use of the priority

functions.

3.3 Sub-carriers allocation with moderated

compartmentalization

In this section, we subdivide the total bandwidth, in

order to establish some parts of sub-carriers which are

associated to the considered service type. The objective

is to carry out a moderated repartition of sub-carriers

between services, in order to avoid that one service,

which is always a priority service, doesn’t use all

available resources.

The challenge of this strategy is to find the best number

of sub-carriers used by each service, to allow the guarantee

of QoS users. Thus, we introduce the partitioning param-

eter as, which represents the proportion of available service

s sub-carriers. Thereby, we subdivide the bandwidth in

three parts, then, we process to the same sub-carrier allo-

cation scheme, proposed in Sect. 3.2.

Let us define Nrtps;Nnrtps et Nbe, respectively corre-

sponding to the maximum number of sub-carrier of RTPS,

NRTPS and BE service. The sub-carrier number of a ser-

vice s would be defined as follows:

Nrtps ¼ artpsN; Nnrtps ¼ anrtpsN and Nbe ¼ abeN ð27Þ

In the Algorithm 3, we describe our radio resource

allocation with sub-carrier partitioning. At first, we

Algorithm 2 - Resource allocation without sub-carriers partitioning

Input :
- Nfree = N : Nfree is the number of unallocated sub-carriers ;
- δsk,n(μT ) = 0 : assignment parameter ;
- (ω2

k,n,sc)
s : precoder coefficient as in Eq. (13) ;

- Ds
th : service threshold rate constraint as in Eq. (15) ;

- Prsk,n(μT ) = 0 : priority function of service s ;

Operation :
1. for each service s ∈ {rtps; nrtps; be} do
2. for each user k ∈ K do
3. step 1 : Use the dMMPP model to simulate the users queue Qs

k(μT );
4. for each sub-carrier n ∈ N do
5. step 2 : Compute the gain of channel : γs

k,n =
∑b

sc=1 [(ω2
k,n,sc)

s.σ2
k,n,sc];

6. step 3 : Compute the instantaneous data rate : Ds
k,n(μT ) = B

N
.log2(1 + γs

k,n) ;

7. step 4 : Compute the priority function : Prsk,n(μT ) according to
equations (17), (20) and (21);

8. end
9. end
10. end
11. while (Nfree �= 0) do

12. step 5 : Select the priority pair per sub-carrier (ŝ; k̂)n by Eq. (22);

13. step 6 : Select the appropriate sub-carrier n̂ by Eq. (24) and update δŝ
k̂,n̂

(μT ) = 1 ;

14. step 7 : Compute the instantaneous throughput received Dŝ
k̂,n̂

(μT ) by Eq. (25);

15. step 8 : Compute user throughput Dŝ
k̂
(μT ) = Dŝ

k̂
(μT ) + Dŝ

k̂,n̂
(μT );

16. step 9 : Update : Ωŝ
k̂

= Ωŝ
k̂

∪ {n̂}; Nfree = Nfree − 1;

Qŝ
k̂
((μ + 1)T ) = Qŝ

k̂
(μT ) + mŝ

k̂
(μT ) − Dŝ

k̂
(µT )

nbŝ
;

17. While (Ds
th ≤ Dŝ

k̂
(μT )) do

18. step 10 : Search free sub-carriers n̂free and update δŝ
k̂,n̂free

(μT ) = 1;

19. step 11 : Compute the instantaneous throughput received Dŝ
k̂,n̂free

(μT ) by Eq. (25);

20. step 12 : Update user throughput Dŝ
k̂
(μT ) = Dŝ

k̂
(μT ) + Dŝ

k̂,nfree
(μT );

21. step 13 : Update : Ωŝ
k̂

= Ωŝ
k̂

∪ {n̂free}; Nfree = Nfree − 1;

Qŝ
k̂
((μ + 1)T ) = Qŝ

k̂
(μT ) + mŝ

k̂
(μT ) − Dŝ

k̂
(µT )

nbŝ
;

22. end
23. end
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compute the total number of sub-carriers for each class of

service. After that, we use the same steps in the algorithm 2

to allocate the sub-carriers to the users.

4 Numerical results and discussions

4.1 Simulation context

We consider a MIMO–OFDMA system with a single BS

and multiples users, requesting at the same time RTPS,

NRTPS and BE services. This MS MU MIMO–OFDMA

system has been set to work on 5 MHz bandwidth with 512

FFT sub-carriers. A frequency selective Rayleigh fading

propagation model was used to simulate a MIMO ð4� 4Þ
channel (with MT ¼ 4 and MR ¼ 4). We assume that, all

users have independent time-varying fading MIMO chan-

nel characteristics. The chosen carrier frequency is

2.5 GHz and the signal-to-noise ratio has been set to 5 dB.

This SNR value assumes a low gain of the channel which

Algorithm 3 - Resource allocation with sub-carriers partitioning

Input :
- αs : is the percentage of sub-carriers reserved to the service s ;
- Ns : is the number of sub-carriers per service s ;

- Nfree = N : is the total number of unallocated sub-carriers ;
- Ns

free : is the number of unallocated sub-carriers in the service s proportion ;
- δsk,n(μT ) = 0 : assignment parameter ;
- (ω2

k,n,sc)
s : precoder coefficient, as in Eq (13) ;

- Ds
th : service threshold rate constraint, as in Eq (15) ;

- Prsk,n(μT ) = 0 : priority function of service s ;

Operation :
1. for each service s ∈ {rtps; nrtps; be} do
2. for each user k ∈ K do
3. step 1 : Compute the sub-carrier number per service Ns, as in Eq (27) and

update Ns
free = Ns;

4. step 2 : Use the dMMPP model to simulate the users queue Qs
k(μT )

5. for each sub-carrier n ∈ N do
6. step 3 : Compute the gain of channel : γs

k,n =
∑b

sc=1 [(ω2
k,n,sc)

s.σ2
k,n,sc]

7. step 4 : Compute the instantaneous data rate : Ds
k,n(μT ) = B

N
.log2(1 + γs

k,n) ;

8. step 5 : Compute the priority function : Prsk,n(μT ) according to
Equations (17), (20) and (21);

9. end
10. end
11. end
12. while (Nfree �= 0) do

13. step 6 : Select the priority pair per sub-carrier (ŝ; k̂)n by Eq. (22)

14. step 7 : Select the appropriate sub-carrier n̂ by Eq. (24) and update δŝ
k̂,n̂

(μT ) = 1 ;

15. step 8 : Compute the instantaneous throughput received Dŝ
k̂,n̂

(μT ) by Eq. (25);

16. step 9 : Compute user throughput Dŝ
k̂
(μT ) = Dŝ

k̂
(μT ) + Dŝ

k̂,n̂
(μT )

17. step 10 : Update : Ωŝ
k̂

= Ωŝ
k̂

∪ {n̂}; N ŝ
free = N ŝ

free − 1;

Qŝ
k̂
((μ + 1)T ) = Qŝ

k̂
(μT ) + mŝ

k̂
(μT ) − Dŝ

k̂
(µT )

nbŝ
;

18. If (N ŝ
free > 0)

19. While (Ds
th ≤ Dŝ

k̂
(μT )) do

20. Step 11 : Search free sub-carriers n̂free and update δŝ
k̂,n̂free

(μT ) = 1;

21. step 12 : Compute the instantaneous throughput received Dŝ
k̂,n̂free

(μT ) by Eq. (25);

22. step 13 : Update user throughput Dŝ
k̂
(μT ) = Dŝ

k̂
(μT ) + Dŝ

k̂,nfree
(μT );

23. step 14 : Update : Ωŝ
k̂

= Ωŝ
k̂

∪ {n̂free};

N ŝ
free = N ŝ

free −1; Qŝ
k̂
((μ+1)T ) = Qŝ

k̂
(μT )+mŝ

k̂
(μT )− Dŝ

k̂
(µT )

nbŝ
;

24. end
25. end
26. end
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improves the resource allocation process. Indeed, the lower

the gain of channel, the more necessary it is to develop an

optimal resource allocation scheme. The radio channel is

assumed to be stationary, during the frame time T ¼ 5 ms.

We use a punctured RCPC code with five coding rates

r 2 f4
5
2
3
1
2
1
3
1
4
g and a M-QAM modulation with three spectral

efficiency levels M 2 f4; 16; 64g. To evaluate the perfor-

mance of various QoS service, we consider 100 RTPS

users, 100 NRTPS users and 100 BE users. For each user, a

two-phase dMMPP model is considered for packets arrival

with parameters set as matrix U ¼ 0:8 0:2
0:2 0:8

� 
and

matrix k ¼ 1 0

0 6

� 
. This setting requires a number of

packets for users which is inferior than the buffer size, in

order to avoid packet loss. Other system simulation

parameters are given in the Table 1. The whole of the

proposed system is simulated by SCILAB simulation tool.

4.2 Performance evaluation

The proposed radio resource allocation scheme is per-

formed according to two distinguish approaches. The first

one is based on a sub-carriers allocation without parti-

tioning of the bandwidth and the second one consists to

subdivide the total bandwidth in three parts. Each part is

associated to a given class of service among the RTPS,

NRTPS or BE service. Afterwards, these two approaches

are simulated according to two different configurations,

denoted by config
A and config
B . In the config
A , we only
consider for the PHY/MAC cross layer design, the power

allocation strategy developed in [32] and [14], in which the

main objective is to decrease the total transmit power

effectively. We adapt this power allocation scheme with a

precoding design and in a multi-service context. For our

proposed scheme (config
B ), a link adaptation scheme is

considered. In fact, we adopt a joint parametrization

algorithm based on adaptive UPA and UEP techniques.

These two configurations (config
A and config
B ) are

associated with our QoS-guaranteed scheduling algorithm

in order to distribute the available sub-carriers to the users

who simultaneously demand the three services. Then, we

compare the performance of the proposed QoS-guaranteed

scheduling algorithm with another conventional scheduling

algorithm. This scheduler, proposed for OFDMA systems,

is the maximum SNR (Max-SNR). In this technique, users

are only selected over each sub-channel according to their

CSI. In fact, the priority functions only depend on the users

data rate.

The different approaches are evaluated according to

three principal criteria. The first criterion corresponds to

the ratio between the number of served user by a given

service and the total number of users requesting this ser-

vice. This first criterion is called User Satisfaction Rate,

and is denoted by USR.

Let us define USRs, the users satisfaction rate per service

s;Ksers, the number of served users by the service s and

Ks, the total number of users which request the service s.

The users satisfaction rate per service USRs can be for-

mulated as follows:

USRs ¼ Ksers � 100%
Ks

ð28Þ

Further, the parameters Ksersmax and Ksersmin are respec-

tively identified such as the maximum and the minimum

number of users, which can be served with a service s.

Considering this equation, when all users are served (that

means that: Ksersmax ¼ Ks), the term
Ksersmax

Ks can be simpli-

fied, and the users satisfaction rate USRs is equal to 100 %.

Otherwise, when there are no served users ðKsersmin ¼ 0Þ,
the term

Ksersmin
Ks is equal to 0 and the users satisfaction rate

value is 0 %.

The second criterion is the Average Throughput of the

served users, which represents the average quantity of

informations, received by users. This second criterion gives

us some indications about the global performances of the

studied scheme.

The third criterion represents the effective bit error rate

per service eBERs. Indeed, the proposed system is jointly

parameterized in order to ensure a service QoS requirement

in term of target bit error rate ðbersÞ. This criterion allows

to verify if the service QoS constraints are achieved.

Furthermore, we also evaluate the impact of the service

parameter bs over our algorithms.

4.2.1 Results without sub-carriers compartmentalization

Remember that the proposed QoS-guaranteed scheduling

algorithm uses the priority functions to classify the pairs

(service s; user k), and these functions are characterized by

the priority setting bs. This parameter is very interesting,

because it allows to adjust the priority between services.

Generally, a high priority is assigned to real time services and

low priority to the best effort services. So, brtps is usually
equal to 1 (the maximum value), and the other parameters,

which are bnrtps andbBE are less than 1.However, no rules are

Table 1 Services parameters

Services bers=Ds
th (bps) nbsp (bits) Ls (packets)

RTPS 10�6/20,459 1024 200

NRTPS 10�9/81,919 2048 200

BE 10�12/122,870 4096 500

870 Wireless Netw (2017) 23:859–880

123



defined for the choice of these parameters. Therefore, we

proposed to vary the parameters bnrtps in order to evaluate its
impact in the proposed scheme.

Table 2 represents the rate of sub-carrier resources for

each service, according to bnrtps values. We varied the

parameter bnrtps from 0.1 to 0.9. This parameter must

always be lower than the parameter brtps and upper than the

parameter bbe. For that reason, we set the parameters

brtps ¼ 1 and bbe ¼ 0:1. The number of users K is equal to

95. This number of users assumes a maximum rate satis-

faction of the service RTPS in the two configurations. In

fact, 85 % of RTPS connections, 68 % of NRTPS con-

nections and 0 % of BE connections are satisfied in con-

fig
A , and in config
B , 100 % of RTPS connections 100 %

of NRTPS connections and 0 % of BE connection are

ensured.

We can notice as well, in config
A , the greater the value
of bnrtps, the higher the NRTPS service proportion. More-

over, for the great values of bnrtps (upper to 0.5), the rate of

RTPS connections considerably decreases, while the rate of

NRTPS connections increases. In this case, we see that

resources are not being efficiency distribution because the

priority service (RTPS) isn’t any more favored. In con-

fig
B , the proportion of each service remains almost con-

stant for all bnrtps values. The proposed scheme ensures a

good distribution of the available resources in order to

avoid the excessive use of these resources. We also note

that, no BE connection is accepted. The resource isn’t

sufficient to satisfy all demands of connection. Thus, the

system is overloaded. Therefore, we can reduce the number

of users (new value of K is equal to 80), in order to evaluate

the influence of the parameter bnrtps, when congestion

occurs.

Table 3 shows the rate of resources for each service,

according to bnrtps values. We pick the same configurations

as previously, but only reduce the total number of users

ðK ¼ 80Þ. For config
A , the NRTPS connection rate grows

with the values of the parameter bnrtps, and for the large

value (upper to 0.5), the rates are constant. Likewise, the

RTPS connection rate decreases with this parameter bnrtps,

and when bnrtps is upper to 0.5, the rates are constant.

Furthermore, there are still no BE connections for all bnrtps

values. However, we can see the available BE connections,

when we apply our proposed solution (config
B ). In our

method, the rates of RTPS and NRTPS connections are

decreased in favor to the BE connections.

Due to the earlier observations, we select for the next

simulations, a value of bnrtps ¼ 0:6. Afterward, we inves-

tigate the behavior of the parameter bbe.
Table 4 shows the rate of resources for service,

according to bbe. We set this parameter from 0.1 to 0.6.

That is always less than the paramters bnrtps and brtps

(bnrtps ¼ 0:6 and brtps ¼ 1). We can observe that in the two

configurations (config
A and config
B ) the rate of resources
remains almost constant. All bbe values really ensure a

minimum priority of BE services. It confirms that, BE

connections will be served only if all RTPS and NRTPS

connections have no packets to transmit. The same

behaviors is true for the number of users equal to 100 and

80(cf. to the Table 5). Thus, to ensure a minimum priority

of service BE, we select the parameter bbe ¼ 0:1.

Figure 4 represents the user satisfaction rate per service

USRs for the two configurations (config
A and config
B ),
according to a total number of users between 30 and 100.

The maximum number of served users of each service

Ksersmax is very clearly pointed out. This Fig. 4 allows us to

compare the performance between config
A and config
B .
Considering the three services (RTPS, NRTPS and BE

service), we can notice that, at most 35 users have a sat-

isfaction rate equal to 100 % with config
A (dotted lines).

While in config
B (full lines), 100 % of satisfaction rate is

obtained for at most 40 users. Furthermore, the user sat-

isfaction per service in config
A , is generally still lower

than in case of config
B . Indeed, there is at most, 35 users

who have received BE services, 75 users who are served by

RTPS services and 80 users who have received the NRTPS

connections, in config
A . Concerning config
B , we can

observed at most 40 users for BE connections, 95 users for

RTPS connections and 100 users for NRTPS connections.

Depending on our assumption which supposes a

Table 2 Impact of service

parameters bnrtps with brtps ¼
1;bbe ¼ 0:1 and K ¼ 95

bnrtps 0.1 (%) 0.2 (%) 0.3 (%) 0.4 (%) 0.5 (%) 0.6 (%) 0.7 (%) 0.8 (%) 0.9 (%)

Config
A
RTPS 34.96 33 31.24 29.88 7.42 7.42 7.42 7.42 7.42

NRTPS 65.03 66.99 68.55 70.11 92.57 92.57 92.57 92.57 92.57

BE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Config
B
RTPS 26.95 25 24.02 22.85 23.43 24.02 24.02 24.02 24.02

NRTPS 73.04 75 75.97 77.14 76.55 75.97 75.97 75.97 75.97

BE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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simultaneous demand of three services, the proposed

scheme (config
B ) allows to satisfy 5 additional served

users in comparison with the config
A .
Afterward, we were interested in the average throughput

of served users, who have a satisfaction rate equal to

100 %. For that reason, the Fig. 5 shows the average data

rate per service of users, who together demand the RTPS,

NRTPS and BE services. We can notice that, the user QoS

requirements are always satisfied for the two configura-

tions. Indeed, in config
A (in green), the average through-

put per service of the 35 served users, is upper than the

service threshold rate (in blue), and in config
B (in red), the

average data rate per service of the 40 served users, is also

upper than the service threshold rate. However, config
A
uses more data rate than necessary, which leads to a waste

of resources. On the other hand, the proposed scheme is

able to improve the use of resources, by assigning to the

served users, the throughput close to their needs. Thereby,

the excess recovered data rate allows to accept other con-

nection demands, which improve the user satisfaction rate.

That is achieved thanks to the implementation of the PHY/

MAC cross layer design.

In order to bring out better our proposed contribution, the

performance results may also show the per-user and per-

service throughput. Thus, the Fig. 6 depicts the per-user and

per-service throughput of config
A and config
B . However,
the representation of the per-user and per-service throughput

of all served users on the same figure, would be completely

illegible. For this reason, we only consider the per-user and

per-service throughput of 10 served users, which are ran-

domly selected, following a uniformly distribution.

In order to evaluate the contribution of the integration of

our proposed QoS-guaranteed scheduling algorithm, we

compare it to the Max-SNR scheduling algorithm. Thus,

Table 3 Impact of service

parameters bnrtps with brtps ¼
1;bbe ¼ 0:1 and K ¼ 80

bnrtps 0.1 (%) 0.2 (%) 0.3 (%) 0.4 (%) 0.5 (%) 0.6 (%) 0.7 (%) 0.8 (%) 0.9 (%)

Config
A
RTPS 29.10 27.53 25.58 24.41 22.07 22.07 22.07 22.07 22.07

NRTPS 70.89 72.46 74.41 75.58 77.92 77.92 77.92 77.92 77.92

BE 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Config
B
RTPS 16.01 16.79 16.99 16.79 17.57 21.09 21.09 21.09 21.09

NRTPS 65.03 64.64 64.25 64.64 64.64 63.08 63.08 63.08 63.08

BE 18.94 18.55 18.75 18.55 17.77 15.82 15.82 15.82 15.82

Table 4 Impact of service

parameters bbe with brtps ¼
1;bnrtps ¼ 0:6 and K ¼ 95

bbe 0.1 (%) 0.2 (%) 0.3 (%) 0.4 (%) 0.5 (%) 0.6 (%)

Config
A
RTPS 7.42 7.42 7.42 7.42 7.42 7.42

NRTPS 92.57 92.57 92.57 92.57 92.57 92.57

BE 0.00 0.00 0.00 0.00 0.00 0.00

Config
B
RTPS 24.02 24.02 24.02 24.02 24.02 24.02

NRTPS 75.97 75.97 75.97 75.97 75.97 75.97

BE 0.00 0.00 0.00 0.00 0.00 0.00

Table 5 Impact of service

parameters bbe with brtps ¼
1;bnrtps ¼ 0:6 and K ¼ 80

bbe 0.1 (%) 0.2 (%) 0.3 (%) 0.4 (%) 0.5 (%) 0.6 (%)

Config
A
RTPS 22.07 22.07 22.07 22.07 22.07 22.07

NRTPS 79.29 79.29 79.29 79.29 79.29 79.29

BE 0.00 0.00 0.00 0.00 0.00 0.00

Config
B
RTPS 21.09 21.09 21.09 21.09 21.09 21.09

NRTPS 63.08 63.08 63.08 63.08 63.08 63.08

BE 15.82 15.82 15.82 15.82 15.82 15.82
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the Fig. 7 depicts the users satisfaction rate per service

USRs versus the total number of users for the conventional

Max-SNR scheduling scheme (dotted lines), and very

clearly points out the maximum number of served users of

each service Ksersmax. We can observe that, with this con-

ventional scheme at most 15 users have a satisfaction rate

equal to 100 %. Recall that, in our proposed scheme (con-

fig
B ) (full lines) at most 40 users had a satisfaction rate

equal to 100 %. Therefore, config
B allows to satisfy 25

additional served users in comparison with Max-SNR

scheduling algorithm. In addition, the satisfaction rates of

the three services are very close for a number of users

between 15 and 100. This behavior clearly shows that, the

Max-SNR scheduling scheme isn’t adapted to the multi-

service context. In fact, this scheduling scheme don’t takes

into account the service specificities. The Max-SNR

scheduling algorithm only considers the CSI. It can be

concluded that our proposed QoS-guaranteed scheduling

algorithm works well for a mixture of RTPS, NRTPS and

BE services.

Figure 8 represents the average throughput of the served

users, according to the three services for Max-SNR

Fig. 4 Comparison config
A
versus config
B . User
satisfaction rate per service

USRs

Fig. 5 Average throughput of

all served users
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scheduling and our QoS-Guaranteed scheduling algo-

rithms. With these two scheduling algorithms, the user QoS

requirements are always satisfied. Indeed, the average

throughput of the Max-SNR scheduler (in yellow), is upper

than the service threshold rates (in blue), and the average

throughput of the proposed QoS-guaranteed scheduler (in

red), is also upper than the service threshold rates. How-

ever, the average throughput of the Max-SNR method

achieves the highest value. This behavior can be explained

as follows: in Max-SNR method, the scheduler only selects

a connection with the best channel transmission condition.

This scheme don’t take into account the QoS constraints,

and thereby leads to a significant waste of resources.

However, our proposed QoS-guaranteed scheduling algo-

rithm, takes into account the channel conditions and QoS

constraints, in order to guarantee the required service QoS

(i.e achieve a minimum threshold throughput for each

service).

Furthermore, we compare the per-user and per-service

throughput between config
B and Max-SNR scheduler for

10 served users (cf Fig. 9). The results clearly show that

the service throughput of each user is upper than each

Fig. 6 Comparison config
A
versus config
B . The per-user

and per service throughput for

served users, which are

randomly selected

Fig. 7 Comparison Max-SNR

scheduler versus config
B . User
satisfaction rate per service

USRs
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service threshold rate, and Max-SNR scheduler design uses

to many throughput than necessary.

Figures 10 and 11 respectively represent the effective

bit error rate per service eBERs for config
A and config
B .
Indeed, the proposed system is jointly parameterized in

order to ensure a QoS constraint for each service, in term of

target bit error rate ðbersÞ. The basic idea consists in

assigning the better sub-carrier n̂ to the appropriate user k̂,

which requests the service ŝ. For this reason, we evaluate

the effective bit error rate per service for 5 served users

over the both configurations. The results clearly show that

service constraints are respected. The effective bit error

rate of each service eBERs is under the target bit error rate

bers. However, our method (config
B ) improves the using

of resources and satisfied 5 additional served users in

comparison to the reference configuration (config
A ), while
guaranteeing the same QoS. Likewise, when we consider

the effective bit error rate per service eBERs with Max-

SNR configuration, the same conclusions are available.

The service QoS constraints are always respected, but this

last configuration uses more throughput than necessary.

That leads to a waste of resources

4.2.2 Results with sub-carriers compartmentalization

The second approach of our study consists in subdivide the

bandwidth in three parts. The idea is to ensure a moderated

repartition of sub-carriers between services. Depending on

Fig. 8 Average throughput

comparison between Max-SNR

scheduler and our QoS-

guaranteed scheduler

Fig. 9 Comparison Max-SNR

scheduler versus config
B . The
per-user and per service

throughput for ten served users
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the parameters as, we can allocate a maximum number of

sub-carriers per service. We select the parameters to a

logical way, which consists to achieve the same perfor-

mance in terms of user satisfaction, in comparison with the

approach without sub-carriers compartmentalization. Thus,

we can compare the two approaches in term of sub-carriers

repartition. The parameters as and Ns, which lead to the

same performances with the approach without sub-carriers

compartmentalization, are given in Table 6.

Figure 12 represents the use satisfaction rate per service

USRs for performance comparison between config
A and

config
B , with bandwidth partitioning. We very clearly

indicate the maximum number of served users of each

service Ksersmax. The results show that in config
A (dotted

lines) at most 35 users have a satisfaction rate equal to

100 % and in config
B (full lines) at most 40 served users

are fully satisfied. We really obtained the same perfor-

mances in term of user satisfaction comparatively to the

Fig. 10 Effective bit error rate

per service for five users BERds

in in config
A

Fig. 11 Effective bit error rate

per service for five users BERds

in in config
B
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approach without sub-carriers compartmentalization.

However, we can observe a moderated proportionality of

the sub-carriers per service. Indeed, the user satisfactions

per service are close. This behavior is more prominent with

config
B . This new approach allows to achieve a excellent

Table 6 Values of the parameters as and Ns

Services RTPS NRTPS BE

as 10 % 34 % 56 %

Ns �51 sub-carriers �174 sub-carriers �287 sub-carriers

Fig. 13 Average throughput of

users with artps ¼ 10%; anrtps ¼
34% and abe ¼ 56%

Fig. 12 Comparison config
A
versus config
B . User
satisfaction rate per service

USRs with

artps ¼ 10%; anrtps ¼ 34%, and

abe ¼ 56%
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QoS because the user’s satisfaction is maximized and a

moderated fairness among services is ensured.

Afterward, we presents the results in terms of users

average throughput with the parameters artps ¼ 10%,

anrtps ¼ 34% and abe ¼ 56%. In fact, the Figs. 13 and 14

show that the method with compartmentalization, give the

same performances in comparison with a method without

compartmentalization. However, this moderated repartition

of the sub-carriers allows to control the use of resources

and therefore, adapt the priority of the services, according

to the traffic. In fact, when the congestion of the real-time

service occurs, some sub-carriers reserved to the non-real-

time service can be borrowed, in order to increase the

system performances.

5 Conclusion

In this paper, we have developed a radio resource alloca-

tion strategy for multiple connections with different QoS

requirements, which can be used in a multi-user MIMO–

OFDMA system. First, we have used an unequal power

allocation method by the implementation of the precoding

scheme. Then we were interested in a joint parameteriza-

tion of the system elements. Thus, we have establish an

efficient and low-complex power allocation to find the

optimal joint parameterization. Afterward, we also pro-

posed a QoS-guaranteed scheduling, ensuring a good trade-

off between the resource allocation and the respect for QoS

users. The priority of each user is based on his channel

quality and the priority of his connection. We scheduled

the user which has firstly, the highest priority, and allocated

the sub-channel to the connection with the highest QoS

priority of that user. The simulation results show clearly an

increase of the number of served users, between the pro-

posed PHY/MAC cross-layer scheme and only power

allocation technique. Moreover, our proposed QoS-guar-

anteed scheduling algorithm works well in a multi-service

context comparatively to a conventional Max-SNR

scheduling algorithm. Indeed, the proposed system opti-

mizes the users data rates and increases the user satisfac-

tion. In order to avoid that a service uses all available

resources, we proposed to subdivide to the total bandwidth

among classes of service. We have set a logical and manual

choice of the partitioning parameters, according to the

characteristic of the service s. This last approach provides

the same performances as with our proposed system

without compartmentalization. However, it allows to con-

trol the use of resources.
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