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Abstract Convergecast is a general communication pat-

tern of wireless sensor networks (WSNs) in which sensed

data is collected from outlying sensor nodes and is trans-

mitted to a sink node. In this paper, we consider periodic

convergecast, in which data packets are generated and

transmitted repeatedly with a certain interval. To support

the periodical packet delivery efficiently, we propose a

reservation based multi-channel MAC protocol (RM-

MAC) which employs a time reservation mechanism.

Periodical packet delivery allows receiver nodes to recog-

nize when the next packet is transmitted, which makes the

nodes reserve the time for the next packet transmission.

Consequently, our proposed mechanism can guarantee

minimum delivery latency from source nodes to a sink

node. Furthermore, RM-MAC provides a collision resolu-

tion mechanism which coordinates the reserved periodical

transmissions among multiple sender nodes. It can prevent

repeated collisions caused by the multiple-senders-single-

receiver problem. We implement RM-MAC by using an

ns-2 simulator to compare its performance with other

protocols. The simulation results show that RM-MAC

outperforms existing protocols in terms of energy effi-

ciency and packet delivery latency.

Keywords Wireless sensor networks � Multi-channel

MAC protocols � Duty cycling technique � Periodic
convergecast

1 Introduction

In traditional wireless sensor networks (WSNs), nodes

usually operate on single-channel radio interface since it is

enough to report the sensed information with low data

rates. As, recently, high data rate applications such as

multimedia data based environment monitoring and real-

time critical event detection have emerged in WSNs,

conventional single-channel communications are exposed

to not only a large number of collisions due to simultane-

ous sending among multiple nodes but also serious inter-

ference due to the transmissions of adjacent nodes, with

just one shared wireless medium [1]. On the other hand, in

multi-channel communications, adjacent nodes can simul-

taneously transmit/receive packets through different wire-

less channels which helps to reduce collisions and

interference. Therefore, multi-channel communications

have become promising for the high data rate applications

in WSNs.

A number of multi-channel MAC protocols have been

proposed in the previous literature. Each node in [2] and

[3] collects the channel assignment information of its

neighbor nodes to avoid potential collisions, and nodes in

[4–6] switch their channels for every transmission for

channel diversity. They show better network performance
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compared to single-channel MAC protocols in terms of

throughput, delivery ratio, and delivery latency. Further-

more, they improve energy efficiency by reducing the

number of collisions and interference under high traffic

load.

When these multi-channel MAC protocols are applied in

duty-cycled WSNs, they show some inherent limitations in

gathering sensed data. Duty cycling is an essential mech-

anism for energy efficiency in WSNs [7], which allows

nodes to alternate between active and sleep states. As an

inherent weakness, it increases transmission delay because

a sender cannot deliver a data packet until the receiver

wakes up from a sleep state [8]. In addition, if multiple

senders try to transmit their data packets to a common

intended receiver simultaneously when the receiver wakes

up, a collision may occur on the receiver. We refer to this

collision as a multiple-senders-single-receiver problem.

This problem leads to delivery latency and energy dissi-

pation by retransmissions. Typically, in WSNs, sensed data

is transmitted from many sensor nodes to a sink node as

many-to-one and multi-hop communications as shown in

Fig. 1(a) [9, 10]. Thus, end-to-end packet delivery latency

can be increased by the transmission delay accumulated

with every hop, and collisions caused by the multiple-

senders-single-receiver problem occur repeatedly. There-

fore, to resolve these problems, it is necessary to design an

efficient multi-channel MAC protocol for data gathering.

Periodic convergecast is a typical communication pattern

to gather sensed data in a sink node, and data packets peri-

odically are generated and transmitted with a certain interval

[9]. Representative applications of periodic convergecast are

environmental or habitat monitoring [11] in which all nodes

report sensed data while they are alive, mobile target tracking

[12] in which sensor nodes transmit the location of a target

while it is within their detection ranges, and forest fire

detection [13] to monitor environmental values, such as

temperature or smoke that exceed a given threshold. We

name a set of transmissions from a source node to a sink node

as a periodic data stream, which is represented as

hT1; T2; . . .; Tni as shown in Fig. 1(b). In the periodic data

stream, data packets are periodically generated and trans-

mitted for a certain time [14], so each receiver can easily

predict when the next data packet in the periodic data stream

will be transmitted by a sender. If the receiver wakes up at the

predicted transmission time, the next data packet will be

immediately transmitted without any waiting by the sender.

Furthermore, the receiver can coordinate the transmission

time of multiple senders to avoid the collisions caused by the

multiple-senders-single-receiver problem.

In this paper, we propose a reservation based multi-

channel MAC protocol (RM-MAC) to support periodic

convergecast efficiently. The proposed RM-MAC employs

a reservation mechanism to predict the traffic pattern of

periodic convergecast. The reservation mechanism helps

RM-MAC to achieve much higher energy efficiency and

lower packet delivery latency than conventional protocols

regardless of heavy traffic. The reservation mechanism in

RM-MAC is similar to that of MRMAC [14], which has

been proposed for event-driven applications. However,

MRMAC operates on single-channel communications, so it

is hard to support high data rate applications, especially in

heavy traffic. In addition, the reservation mechanism in

MRMAC results in considerable communication overhead.

On the other hand, the proposed RM-MAC operates on

multi-channel communications, and we introduce a method

to reduce the communication overhead. Although RM-

MAC uses a reservation scheme which is similar to

MRMAC, RM-MAC reduces communication overhead and

improves network performance with more energy effi-

ciency compared to MRMAC.

The remainder of this paper is organized as follows.

Existing multi-channel MAC protocols for WSNs are dis-

cussed in Sect. 2, and we describe the details of RM-MAC

in Sect. 3, we present the simulation results and compare

(a) (b)

Sink node

Sensor node time

Source

Relay

Relay

Sink

Periodic data streamFig. 1 a Data gathering

communications in WSNs;

b periodic data stream in

periodic convergecast
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the performance through the ns-2 simulator in Sect. 4, and

we conclude this paper in Sect. 5.

2 Related work

Multi-channel MAC protocols in WSNs should arrange a

rendezvous channel and time for communications. The

rendezvous channel can be chosen by fixed, semi-dynamic,

and dynamic channel assignment schemes [1]. The fixed

and semi-dynamic approaches assign a static channel to a

node for communications. Each node in the fixed approach

permanently chooses a channel, and the semi-dynamic

channel assignment allows each node to select a constant

channel which may be changed. On the other hands, in the

dynamic approach, each node changes its channel before

each wake-up or transmission. The multi-channel MAC

protocols are categorized as synchronous and asynchronous

approaches according to arranging rendezvous time. Syn-

chronous protocols use time synchronization where all

nodes simultaneously wake up for communications. Con-

trastively, each node in asynchronous protocols indepen-

dently wakes up following its own schedule, so a sender

should know wake-up time of a receiver to transmit data.

MMSN [2] and MC-LMAC [3] are one of the syn-

chronous protocols based on the semi-dynamic channel

assignment. Each node in these protocols collects 2-hop

neighbor nodes’ information to choose a different channel

from the neighbor nodes’ channel. It helps adjacent nodes

to avoid potential collisions. However, collecting the

information leads to additional overhead and complexity

due to exchange of control messages.

Synchronous approaches with the dynamic channel

assignment such as Y-MAC [5] and MuChMAC [4] have

also been proposed. Each node in Y-MAC switches its

channel by using its hopping channel sequence which is

predefined and is known to neighbor nodes. When a sender

intends to transmit a data packet to a receiver, the sender

wakes up on the first channel of the receiver’s channel

sequence. After the transmission, both of the sender and the

receiver switch to the next channel of the receiver’s

channel sequence if the sender wants to transmit more data

packets. This scheme helps to improve throughput in high

traffic loads, but Y-MAC requires tight time synchroniza-

tion with more complexity and overhead. Unlike Y-MAC,

each node in MuChMAC chooses a random channel in

every time-slot by using a pseudo random generator, and

MuChMAC adopts a short preamble scheme used in

X-MAC [15]. The short preamble scheme helps MuCh-

MAC to reduce the overhead of the tight time synchro-

nization. However, these two protocols do not consider

channel conditions, so nodes may attempt to transmit/re-

ceive packets on channels with bad conditions.

SA-MAC [16] is an asynchronous protocol based on the

semi-dynamic channel assignment. SA-MAC adopts a

preamble-based approach where nodes utilize a micro-

frame preamble (MFP). A sender transmits MFPs on its

channel before transmitting a data packet. A receiver

wakes up and scans all channels for receiving a MFP from

potential senders. The receiver transmits an acknowledge-

ment packet (ACK) to the sender after receiving a MFP,

and then they transmit/receive data. SA-MAC reduces

potential interference and effectively handles network

topology changes such as joining new nodes. However,

scanning all channels on every wake-up and transmitting

MFPs become large overhead. In addition, the preamble-

based approach typically consumes more energy than a

receiver-initiated approach [17].

In the receiver-initiated approach, a receiver transmits a

wake-up beacon message to potential senders when the

receiver wakes up. A sender who wants to transmit a data

packet to the receiver transmits the data packet after

receiving the wake-up beacon. The receiver transmits an

ACK beacon to the sender after receiving the data packet.

Recently, EM-MAC [6] have been proposed based on the

receiver-initiated approach and the dynamic channel

assignment. Each node in EM-MAC wakes up by using its

own schedule which consists of the next wake-up time and

channel. The schedule is generated by a common pseudo

random function, and a receiver informs a sender of

parameters of the function by using an ACK beacon.

Consequently, the sender can predict the future wake-up

schedules of the receiver. To avoid transmissions on

channels with bad conditions, each node maintains a

blacklist which includes IDs of bad channels. Nodes try to

avoid switching to the bad channels in order to reduce

transmission failure. EM-MAC achieves lower duty cycle,

delivery latency, and higher packet delivery ratio under

wireless interference and jamming.

As we mentioned in Sect. 1, the above MAC protocols

commonly have two problems; long delivery latency and a

number of collisions on cross nodes. MRMAC [14] have

been proposed to resolve these problems, but it is a single-

channel protocol and only a conceptual ideal without any

details of implementations. Therefore, the proposed RM-

MAC provides the reservation mechanism which is able to

improve network performances and the feasibility.

3 RM-MAC

In this section, we describe the detailed design of RM-

MAC. RM-MAC is based on the receiver-initiated

approach. Each node in RM-MAC wakes up according to

both a wake-up schedule and a reservation schedule. The

wake-up schedule is the set of the wake-up channel and
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time for receiving data packets from potential senders.

Each node determines its future wake-up schedules by

using a common pseudo random generator with its node

ID. Since a node can obtain the ID of a neighbor node

through neighbor discovery mechanisms such as in [18,

19], and [20], the node can know the wake-up schedules of

the neighbor node. On the other hand, the reservation

schedule consists of a reservation channel and time which

are made by a pair of a sender and a receiver when they

transmit/receive a periodic data stream. When each data

packet of the periodic data stream is transmitted, the sender

and the receiver make a reservation schedule for the next

data packet transmission. They wake up on the reservation

schedule, and then the sender transmits the next data packet

to the receiver immediately.

3.1 Reservation mechanism

A sender and a receiver use a reservation mechanism with

the symbols in Table 1 to make a reservation schedule. The

reservation mechanism comprises three steps: (i) a reser-

vation proposal, (ii) a reservation decision, and (iii)

reservation notification. In the first step, the sender trans-

mits a proposal P with a data packet, which consists of a

channel and time. The sender also transmits its list of

reservation schedules L to avoid overlapping reservations.

After receiving them, the receiver decides a channel and

time of a decision D in the reservation decision step. D is

transmitted with an ACK beacon, and then the sender and

the receiver add it to their L in the reservation notification

step. They use the RM-algorithm to determine P and D,

which is described in the Sect. 3.2.

If a collision occurs in the reservation mechanism, the

data packet is retransmitted by using a binary exponential

back-off in the receiver-initiated approach [21]. When a

receiver detects a collision by using the start of frame

delimiter (SFD) and the clear channel assessment (CCA),

the receiver transmits a wake-up beacon including a back-

off window size. Then, a sender chooses a random back-off

time and retransmits the data packet after the random back-

off time. The retransmission is repeated within the limited

number of retransmissions until the data packet is

successfully transmitted. The limited number of retrans-

missions is determined according to a channel condition

(described in Sect. 3.4), and the back-off window size is

doubled in every retransmission. The sender also uses a

random back-off time to retransmit the data packet when an

ACK beacon collision occurs. In this case, the sender tries

the retransmission only once by using a small value as the

back-off window size. Then, if the sender cannot receive

the ACK beacon in the retransmission, the sender goes to

sleep and then wakes up on the earliest wake-up schedule

of the receiver to retransmit the data packet.

Figure 2 shows the reservation mechanism in a simple

network with two channels where a source node S transmits

a periodic data stream to a destination node D through relay

nodes N1 and N2. In this example, we assume that four

nodes have no reservations and that no collision occurs.

When the first data packet is generated, node S wakes up on

a wake-up schedule of node N1 and then transmits ðchP ; tPÞ
and LS with the first data packet to node N1. Node N1

decides and transmits ðchD; tDÞ with an ACK beacon to

node S. Then, the decision is added to LS and LN1
,

respectively. In this example, chD and tD are decided to

Ch1 and t2, so nodes S and N1 simultaneously wake up on

Ch1 at t2 to transmit/receive the second data packet

immediately.

The reservation mechanisms from node N1 to node D are

similar to that between nodes S and N1. The second data

packet transmissions between nodes N1 and N2 and nodes

N2 and D are reserved to ðCh1; t2 þ T Þ and ðCh1; t2 þ 2T Þ,
respectively. Here, T is the time for each reserved trans-

mission, which is determined by the limited number of

retransmissions. Consequently, the second data packet is

transmitted from node S to node D with reduced delivery

latency.

The third data packet is reserved through the second

data packet transmission, and future-generated data packets

are also gradually reserved. As a result, each data packet in

the periodic data stream is transmitted from node S to node

D within 3T . If there are n relay nodes between nodes S

and D, every future data packet can be transmitted within

ðnþ 1ÞT .

3.2 RM-algorithm

A channel and time of a reservation schedule are deter-

mined by the RM-algorithm. First, in a periodic data

stream, all nodes along a route use the same channel to

reduce the cost of channel switching. A source node

chooses Chi when transmitting the first data packet of the

periodic data stream, and Chi is used for all reservations of

the periodic data stream. Each relay node assigns Chi to

chP when it makes P, and each receiver decides Chi for

Table 1 Symbols for RM-MAC

Symbol Description

P A proposal from a sender, ðchP ; tPÞ
D A decision by a receiver, ðchD; tDÞ
Li A list of reservation schedules of node i

Rk
i

The kth entry of Li

T The time for a reserved transmission
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chD. For example, as shown in Fig. 2, a source node S

chooses Ch1 for ch
P , and relay nodes N1 and N2 also assign

Ch1 to chP . Nodes N1, N2, and D choose Ch1 for ch
D when

they make the decisions. Consequently, the second data

packet is transmitted on Ch1 from node S to node D without

channel switching. The reservation channel can be changed

when the channel has a bad condition (described in

Sect. 3.4).

The purpose of determining the reservation time is to

reduce delivery latency and to avoid overlapping

reservations. A sender finds the earliest time to deter-

mine tP and then transmits tP and Ls to a receiver. The

receiver makes three sets by using tP , Ls, and its list Lr

as shown in Fig. 3. The receiver finds the reservable

time slots, and then the earliest time of the reservable

time slots is chosen for tD. As the result, the decided

reservation time is the earliest time without overlapping

reservations.

3.3 Operation of RM-MAC in a cross topology

In a cross topology, the reservation mechanism helps to

mitigate the multiple-senders-single-receiver problem.

Figure 4 shows how to operate on a simple cross network

with a cross node R and two senders S1 and S2. We assume

that nodes S1 and S2 simultaneously generate periodic data

streams with the same time interval. The three nodes have

no reservations, so their L are empty.

Nodes S1 and S2 simultaneously transmit the first data

packets after receiving a wake-up beacon from node R. The

first data packets collide on node R, and node R transmits

the wake-up beacon, which includes a back-off window

size. Then, nodes S1 and S2 retransmit the first data packets

after the random back-off time. In this example, we assume

that R first receives the data packet from node S2. Nodes R

and S2 reserve the second data packet transmission to

ðCh1; t2Þ. After that, node R receives the first data packet

from node S1 with the proposal ðCh2; t2Þ. However, node R
cannot reserve the second data packet transmission at t2
because it already has a reservation schedule at that time.

To avoid overlapping reservations, node R chooses ðt2 þ
T Þ as the reservation time of node S1, which is the end of

Fig. 2 The reservation mechanism of RM-MAC

Fig. 3 The RM-algorithm for tD
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the reservation schedule of node S2. Thus, node S1 wakes

up at ðt2 þ T Þ although the second data packet is generated

at t2. Node R also wakes up at ðt2 þ T Þ to receive the

second data packet from node S1 after the second trans-

mission of node S2. Therefore, the cross node R receives

the second data packets without a collision. All data

packets in the periodic data streams can be also transmitted

without any collisions by the same token. In cross

topologies with m senders, only ðm� 1Þ or fewer collisions
will occur for each periodic data stream. Consequently, the

multiple-senders-single-receiver problem is mitigated by

the reservation mechanism.

3.4 Consideration of channel conditions

RM-MAC considers channel conditions to avoid reserving

bad channels because transmissions on the bad channels

cause a number of retransmission with additional energy

dissipation [22]. Each node maintains a channel state value

(CSV) for each channel, which is the transmission success

rate. The CSV is statistically calculated by an exponential

moving average in every transmission as

CSVn ¼ p � Sn þ ð1� pÞ � CSVn�1 ð1Þ

where Sn is the success or failure of the nth transmission (0

or 1), and p is a weight value. If a channel has a CSV that is

lower than the threshold CSVthresh, the channel is labeled as

a bad channel, and the channel ID is added to the unusable

channel list (UCL). The bad channel ID is removed from

UCL after a certain time to prevent all channels being

included in the UCL.

A sender and a receiver use their UCL to avoid a

reservation channel with a bad condition. If the sender

proposes Chi which is in the receiver’s UCL, the receiver

chooses the best channel Chj among channels which are not

in the UCL of both the sender and the receiver. For this

mechanism, the sender has to transmit its UCL with P. If
there is no available channel for the reservation, the

receiver randomly chooses a channel which is not in the

receiver’s UCL. Therefore, the sender can transmit the next

data packet to the receiver on Chj (or the randomly chosen

channel), not on Chi.

When the receiver transmits the data packet to the next

hop node, the receiver assigns Chj (or the randomly chosen

channel) to chP . The rest of the relay nodes from the

receiver to a destination node also assign Chj to chP if Chj
is not in their UCL. Future generated data packets are also

reserved on Chj, so the nodes can avoid transmitting the

periodic data stream on a bad channel.

CSV is also used to determine the time for a reserved

transmission T . If T becomes larger, a sender can

retransmit a data packet when collisions occur during the

reservation mechanism, but the delivery latency may

increase. Otherwise, the delivery latency decreases, but the

dropped data packet cannot be retransmitted in the reser-

vation. To balance the trade-off between delivery latency

and retransmissions, the receiver flexibly adjusts T by

using CSV. We define k as the number of retransmissions

for achieving the target packet delivery ratio a:

ð1� CSVÞkþ1 �ð1� aÞ ð2Þ

Fig. 4 The operation of RM-MAC in the cross topology
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The receiver finds the minimum value of k satisfying

Eq. (2), which is used for the limited number of retrans-

missions l. Then, the receiver calculates T by using the

limited number l as follows:

T ¼ ttran þ
Xl

i¼1

ðtiback þ ttranÞ ð3Þ

where ttran is the total time to transmit a wake-up beacon, a

data packet, and an ACK beacon, and tiback is the maximum

back-off time of the ith retransmission in the receiver-ini-

tiated approach [21]. It helps to efficiently handle packet

collisions and packet drop in the reservation mechanism.

If the sender cannot transmit a data packet successfully

within T due to frequent collisions, the sender goes to

sleep and then wakes up on the earliest wake-up schedule

of the receiver to transmit the data packet again. We refer

to this retry transmission as an additional retransmission.

The sender also does the additional retransmission when

the sender does not receive the wake-up beacon from the

receiver. After two more failed additional retransmissions,

the sender considers the receiver as a failure node and then

notifies it to an upper layer protocol to find a new route.

3.5 Analysis of communication overhead

Each node in RM-MAC transmits the information such asP,
L, D, and UCL by using a RM-MAC header. Figure 5a, b

show the formats of the RM-MAC headers in a data packet

and an ACK beacon, respectively. The RM-MAC headers

commonly contain a frame control field (FCF), a source

address field (Src), a destination address field (Dst), and a

frame check sequence (FCS). In the data packet, the RM-

MAC header includes P and Ls with n reservations. A Res

field inP is reserved for future use. Each entry inLs consists

of a reservation ID, reservation time, and a k value. The k

value indicates the number of retransmissions in Eq. (2),

which is used to calculate T of each reservation. A sender

includes itsUCL in the data packet when itsUCL is changed

during each periodic data stream transmission. The number

of channels in the CC2420 radio is 16 [23], so the UCL is

encoded in 2 bytes and the size of chP is 4 bits. A BW field in

the ACK beacon is used for the back-off window size if a

receiver has detected collisions when receiving a data

packet. A kD field in D is used to inform the sender of T .

P, D, and Ls do not need to be transmitted with every

transmission because they are predictable. First, if a

receiver has P of the previous data packet transmission, the

receiver can predict current P when deciding D. However,

P that is actually transmitted from the sender may differ

from the predicted P in some cases such as when chP

should be changed by a bad condition or when tP is moved

forward or backward by other reservations. In these cases,

the sender should transmit P because the receiver should

use the transmitted P. On the contrary, if the receiver can

uses the predicted P, the sender does not need to transmit

P.
Similarly, D and Ls can also be predicted by those of the

previous data packet transmission. Thus, the receiver

transmits D only when the predicted D is different from the

D chosen by the receiver, and the sender transmits only

some entries of Ls when some reservations are newly made

or removed. Although the sender and the receiver do not

receive D and Ls, they can make a reservation schedule by

using the predicted D and Ls.

At this point, we can analyze the size of P, Ls, and D.

This analysis is simplified by two assumptions: (i) channel

conditions are not changed and (ii) P and Ls are trans-

mitted together. This analysis provides the expected size of

the piggybacked information in each periodic data stream.

Lemma 1 Suppose that k periodic data streams are

generated in time t which is the time duration of each

periodic data stream, and k follows a Poisson distribution

PðkÞ ¼ kke�k

k! with a mean rate k ¼ M. Then, each node has

an average of 2M reservations.

Proof Assume that K periodic data streams are generated

for a long time T. Then, the average number of periodic

data streams that are being transmitted simultaneously

E Nð Þ is calculated as the sum of the time durations of the K

periodic data streams divided by the time T as follows:

E Nð Þ ¼ E

PK

i¼1

t

T

0
BB@

1
CCA ¼ E

t � K

T

� �

¼ t � EðKÞ
T

¼
t � M

t
� T

� �

T
¼ M

ð4Þ

Each node uses only one reservation when transmitting a

periodic data stream because the next data packet

(a)

(b)

Fig. 5 a RM-MAC header in the data packet; b RM-MAC header in

the ACK beacon
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transmission is reserved when a current data packet trans-

mission is finished. Similarly, the node also uses a reser-

vation to receive the periodic data stream. Therefore, each

node (except source and destination nodes) has 2M
reservations for receiving/transmitting the M periodic data

streams. h

Lemma 2 When a sender transmits the first data packet

of a periodic data stream, the size of P and Ls that are

included in the first data packet is ð6Mþ 3Þ bytes.

Proof When the first data packet is transmitted, Ls

includes all reservations of the sender. Since the size of

each entry of Ls is 3 bytes and the sender has 2M reser-

vations by Lemma 1, the size of Ls is 6M bytes. The size

of P is 3 bytes, so the total size of P and Ls in the first data

packet is ð6Mþ 3Þ bytes. h

Lemma 3 The total size of P and Ls included in other

data packets except the first data packet is 18M bytes.

Proof The sender should transmit P and Ls with the data

packets when new reservations are made by new periodic

data streams or when existing reservations are removed by

finishing periodic data streams. Two reservations are made

or removed for each periodic data stream, so the size of P
and Ls included in each data packet is (3?6) bytes. Since

the number of the new periodic data streams generated in T

is M by the Poisson distribution, their total size trans-

mitted by the new reservations is 9M bytes. Similarly, M
existing periodic data streams are also finished in T, so the

size of P and Ls transmitted by the removed reservations is

9M bytes. Therefore, the total size of P and Ls included in

the data packets is 18M bytes. h

Lemma 4 The total size of D transmitted in a periodic

data stream is ð6Mþ 3Þ bytes.

Proof The receiver should transmit D in the first data

packet transmission of the periodic data stream. In addi-

tion, D will also be transmitted when other periodic data

streams are generated or finished. Since the total number of

periodic data streams generated or finished in T is 2M by

the Poisson distribution, D is transmitted ð2Mþ 1Þ times

in each periodic data stream. The size of D is fixed at 3

bytes, so the total size of D transmitted in the periodic data

stream is 3 � ð2Mþ 1Þ bytes. h

Lemma 5 The expected size of all information trans-

mitted in a periodic data stream is ð30Mþ 6Þ bytes.

Proof According to Lemmas 2 and 3, the size of P and Ls

transmitted in a periodic data stream is ð24Mþ 3Þ bytes.
The size of D transmitted in a periodic data stream is

ð6Mþ 3Þ bytes by Lemma 4. Therefore, their total size is

ð30Mþ 6Þ bytes. h

We also analyze the reservation mechanism of MRMAC

to compare the communication overhead of RM-MAC with

that of MRMAC. As in RM-MAC, a data packet in

MRMAC also includes a list of reservations and the next

data packet information called medium reservation infor-

mation (MRI) and next data packet arrival time (NPAT),

respectively. In contrast with RM-MAC, MRI and NPAT

are composed of only time values due to single-channel

communications, and their size is fixed. Then, MRI and

NPAT are transmitted with every data packet. The fol-

lowing Lemma shows the expected size of MRI and NPAT

in MRMAC.

Lemma 6 In MRMAC, the size of MRI and NPAT

transmitted in a periodic data stream is nð2S þ 2Þ bytes,

where S is the maximum number of reservations that each

node can have, and n is the number of data packets gen-

erated in each periodic data stream.

Proof In the reservation mechanism of MRMAC, a sen-

der has to transmit its all reservations by using the fixed-

sized MRI, so the number of entries of MRI should be

equal to the maximum number of reservations S. Then,
each data packet includes ðS þ 1Þ time values, S time

values for MRI and a time value for NPAT. If MRMAC

uses a two-byte floating format for the time values, the size

of MRI and NPAT in each data packet is ð2S þ 2Þ bytes.
Since n data packets are transmitted in a periodic data

stream, the total size of MRI and NPAT transmitted in a

periodic data stream is nð2S þ 2Þ bytes. h

Through Lemmas 5 and 6, we can estimate and compare

the upper bounds of the communication overhead of RM-

MAC and MRMAC. For the estimation, we suppose that

M satisfies the following condition because two reserva-

tions are required for each periodic data stream:

2M�S ð5Þ

Then, the upper bound of the communication overhead of

RM-MAC is obtained as follows:

ð30Mþ 6Þ� ð15S þ 6Þ ¼ OðSÞ ð6Þ

The upper bound of the communication overhead of

MRMAC can be easily estimated as Oðn � SÞ. At this point,
we can consider S as a constant because the number of

entries of MRI is limited doe to the maximum packet size

of CC2420 [23]. Therefore, the upper bound of RM-MAC

is bounded by a constant, and the upper bound of MRMAC

is bounded by OðnÞ. This estimation indicates that RM-

MAC can transmit periodic data streams with a constant

communication overhead regardless of high data rate

environments, whereas the communication overhead of

MRMAC increases as the data rate increases.
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4 Performance evaluation

To verify the performance, we implemented RM-MAC by

using an ns-2 simulator. We used the radio transceiver

parameters in the MICAz datasheet [24] as shown in

Table 2, which is an IEEE 802.15.4 compliant sensor

architecture for low-power and low-cost [25, 26]. IEEE

802.15.4 compliant networks support the lower data rate

compared to other wireless networks, and we assumed that

the lower data rate is enough for applications of WSNs

[27]. We also implemented MRMAC and two multi-

channel MAC protocols (MuChMAC [4] and EM-MAC

[6]) to compare the performance. We used the parameters

of MRMAC, EM-MAC, and MuChMAC from [6, 14], and

[4], respectively. The parameters of RM-MAC were set as

follows, CSVthresh and CSV0 were 0.6 and 0.8, respectively,

and the weight value p was 0.05. The target packet delivery

ratio a is 0.99, and the limited number of retransmissions k

was from 0 to 4. Nodes in RM-MAC, MRMAC, and EM-

MAC woke up following a uniform distribution between

0.5 and 1.5 seconds, and the nodes in MuChMAC woke up

every second.

4.1 Simulation results in simple topologies

First, we simulated the four protocols in chain/cross

topologies as shown in Fig. 6. We performed the simula-

tions 20 times and calculated the average in each topology.

The simulation time was 500 s, and source nodes S gener-

ated and transmitted a data packet to a destination node

D every second. Table 3 shows the simulation results of

each topology in terms of the packet delivery latency and

the total number of collisions. In the chain topology, no

collisions occur, so we did not obtain the number of

collisions.

In both the chain topology and the one-hop cross

topology, the results of EM-MAC and MuChMAC were

higher than those of RM-MAC and MRMAC. The reason

is that a sender in EM-MAC and MuChMAC has to wait

until a receiver wakes up, so the delivery latency increases.

In addition, since the senders S in the one-hop cross

topology intend to transmit their data packet simultane-

ously, collisions repeatedly occur on the destination node

D (the multiple-senders-single-receiver problem). On the

other hand, in RM-MAC and MRMAC, the next data

packet transmission is reserved by the reservation mecha-

nism, so a data packet is transmitted with lower delay. The

reservation mechanism also helps the destination node D to

coordinate transmissions, so RM-MAC and MRMAC can

avoid the repeated collisions caused by the multiple-sen-

ders-single-receiver problem. As the results, RM-MAC and

MRMAC can reduce not only the delivery latency but also

the number of collisions through the reservation mecha-

nism. A comparison of RM-MAC and MRMAC shows that

the delivery latency in RM-MAC is higher than that in

MRMAC. The difference between these results can be

explained by the fact that multi-channel communications

requires some extra time for network initialization [1].

In the two-hop cross topology, the results of MRMAC

were considerably worse than those of RM-MAC. Since

MRMAC operates on single-channel communications, data

packets transmitted by adjacent nodes [e.g. the sender

nodes S in Fig. 6(c)] collide. If the collisions occurred in

(a) (b) (c)

Fig. 6 a Chain topology; b one-hop cross topology; c two-hop cross

topology

Table 2 MICAz parameters

Parameter Value

Bandwidth 250 Kbps

Number of channels 16

Transmission range 40 m

Power in transmitting 52.2 mW

Power in receiving 59.1 mW

Power in sleeping 3 lW

Table 3 Simulation results in the simple chain/cross topologies

Protocols Chain topology One-hop cross topology Two-hop cross topology

Delivery latency (s) Delivery latency (s) Number of collisions Delivery latency (s) Number of collisions

RM-MAC 0.709 0.163 8.7 0.459 5.3

EM-MAC 2.222 0.720 351.4 1.401 233.4

MuChMAC 2.197 0.776 367.7 1.382 241.2

MRMAC 0.103 0.044 11.6 1.693 492.4
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reserved transmissions, the delivery latency significantly

increase because MRMAC cannot retransmit the collided

data packets in the reservations. In contrast, RM-MAC

operates on multi-channel communications that helps to

avoid interference and collisions between transmissions of

adjacent nodes [28]. In addition, RM-MAC can easily

retransmit the data packets even if the collisions occur in

the reserved transmissions.

We also performed simulations in a one-hop topology

with interferers, which were pairs of senders and receivers.

We varied the number of interferers from 0 to 5, which

transmitted/received a data packet every 0.1 s. Each

interferer in RM-MAC, EM-MAC, and MuChMAC ran-

domly chose a channel for the transmissions, and the

interferers in MRMAC used only the first channel. Each

simulation was performed 20 times, and the error bars

indicate the 95 % confidence intervals.

Figures 7 and 8 show the packet delivery latency and the

duty-cycle of each protocol with interferers, respectively.

The results of the three multi-channel protocols slightly

increased as the number of interferers increased. Through

the multi-channel communications, data packets in these

protocols are transmitted with less interference. It leads to

the reduced number of retransmissions caused by the

interference, so the duty-cycle and the delivery latency are

also reduced. In contrast, MRMAC operates on single-

channel communications, so it is hard to avoid interference.

It causes long delivery latency and the high duty-cycle

under interference. A comparison of the multi-channel

protocols shows that the delivery latency in MuChMAC

increased by about 0.123, whereas that in RM-MAC and

EM-MAC increased by about 0.083 and 0.094, respec-

tively. The increase of the duty-cycle in MuChMAC

(1.11 %) was also more than that in RM-MAC (0.62 %)

and EM-MAC (0.55 %). The reason is that nodes in RM-

MAC and EM-MAC can avoid communicating on the

interfered channels by considering channel conditions.

These results indicate that the consideration of channel

conditions in RM-MAC and EM-MAC helps to improve

the network performance and energy efficiency under

interference.

4.2 Simulation results in a random topology

We also simulated the four protocols in 20 random

topologies that were similar to real environments. In each

simulation, 50 nodes were randomly deployed, and one of

them was selected as a sink node. Next, k periodic data

streams were generated following a Poisson distribution

PðkÞ ¼ kke�k

k! with mean rates k ¼ 4 and 8. The duration of

each periodic data stream was exponentially determined,

and we varied the data packet generation interval in the

periodic data stream to 2, 4, 6, 8, and 10 s. Through these

parameters, we generated various traffic conditions, e.g.,

heavy traffic generated by k ¼ 8 and the interval of 2 s, and

light traffic generated by k ¼ 4 and the interval of 10 s.

Then, in each traffic condition, we obtained the simulation

results with a 95 % confidence interval.

Figure 9 shows the average number of collisions in each

protocol. The results of all protocols increased in heavy

traffic. Most of all, the number of collisions in MRMAC

was significantly higher because MRMAC operates on

single-channel communications. Transmissions of adjacent

nodes in single-channel communications easily interfere

with each other, so it causes a large number of collisions.

On the other hand, since other protocols operate on multi-

channel communications, fewer collisions occur than

MRMAC. A comparison of the multi-channel protocols

shows that RM-MAC reduced the number of collisions by

about 43.3 and 23.8 % compared to EM-MAC and

MuChMAC, respectively. As we mentioned in Sect. 4.1,

collisions occur repeatedly on cross nodes in EM-MAC and

MuChMAC, but RM-MAC can reduce the number of the

repeated collisions through the reservation mechanism.

Figure 10 shows the average duty-cycle in the four

protocols. In real applications, a few nodes transmit/receive

Fig. 7 Packet delivery latency in the one-hop topology with

interferers

Fig. 8 Duty-cycle in the one-hop topology with interferers
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data packets for each periodic data stream, so the average

duty-cycle was lower than that in the simple topologies.

Frequent collisions and interference lead to additional

active state time such as back-off time and retransmission

time, so reducing the number of collisions helps to reduce

duty-cycle. Since RM-MAC achieved the least number of

collisions among the four protocols, the duty-cycle in RM-

MAC was also the lowest, which was 77.9 % of that in

EM-MAC, 70.0 % of that in MuChMAC, and 34.1 % of

that in MRMAC. These results indicate that the RM-MAC

improved energy efficiency by reducing the number of

collisions.

Figure 11 shows the average packet delivery latency

from source nodes to the sink node. The delivery latency of

RM-MAC was 60.0–70.9 % of that in EM-MAC and 59.7–

70.9 % of that in MuChMAC. RM-MAC reserves the next

data packet transmission through the reservation mecha-

nism, so the data packet in RM-MAC can be delivered with

lower delay. In MRMAC which also uses the reservation

mechanism, the packet delivery latency was higher than

that in other protocols, especially in k ¼ 8 and the data

packet generation interval of 2 s. This result suggests that

MRMAC cannot use the reservation mechanism in heavy

traffic due to a large number of collisions. In contrast with

MRMAC, the packet delivery latency in RM-MAC did not

considerably increase regardless of the data packet gener-

ation interval, which was reduced by about 15.6–50.1 %

compared to MRMAC. This means that the reservation

mechanism of RM-MAC is more stable than MRMAC to

support heavy traffic conditions.

Figure 12 shows the total size of the communication

overhead incurred due to reservation mechanism. EM-

MAC and MuChMAC do not use the reservation mecha-

nism, so we did not obtain any communication overhead of

them. MRMAC transmits the piggybacked information

with every transmission, so the communication overhead in

MRMAC considerably increased as the traffic becomes

heavier. On the other hand, the piggybacked information in

RM-MAC is transmitted only if necessary, so the com-

munication overhead was significantly reduced by 8.9–

15.0 % compared to MRMAC. In addition, it seems that

the simulation results can verify our analysis where the

Fig. 9 The number of collisions in the random topologies

Fig. 10 Duty-cycle in the random topologies

Fig. 11 Packet delivery latency in the random topologies

Fig. 12 Communication overhead in the random topologies
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communication overhead in RM-MAC and MRMAC is

bounded by a constant and OðnÞ, respectively. It indicates
that the RM-MAC can transmit periodic data streams with

low communication overhead regardless of heavy traffic.

5 Conclusion

In this paper, we have adopted a reservation mechanism to

a multi-channel MAC protocol for periodic convergecast in

WSNs (RM-MAC). As the simulation results in the pre-

vious section, the reservation mechanism helps RM-MAC

to reduce the packet delivery latency by about 62.5–71.4 %

compared to other multi-channel MAC protocols (EM-

MAC and MuChMAC). In addition, the reservation

mechanism can mitigate the multiple-senders-single-re-

ceiver problem, so the energy efficiency of RM-MAC is

also improved by about 1.2–1.4 times. We have also

compared RM-MAC with MRMAC which also uses a

similar mechanism in single-channel communications.

Since nodes in RM-MAC can avoid a number of collisions

and interference through multi-channel communications,

RM-MAC improves the packet delivery latency and energy

efficiency by about 2–6.4 and 2.9 times, respectively,

regardless of heavy traffic. We have also verified that RM-

MAC can significantly reduce the communication over-

head incurred due to the reservation mechanism.
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