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Abstract Due to reliance on batteries, energy consump-

tion has always been of significant concern for sensor node

networks. This work presents the design and implementa-

tion of a house-build experimental platform, named Energy

Management System for Wireless Sensor Networks

(EMrise) for the energy management and exploration on

wireless sensor networks. Consisting of three parts, the

SystemC-based simulation environment of EMrise enables

the HW/SW co-simulation for energy evaluation on

heterogeneous sensor networks. The hardware platform of

EMrise is further designed to facilitate the realistic energy

consumption measurement and calibration as well as

accurate energy exploration. In the meantime, a generic

genetic algorithm based optimization framework of EMrise

is also implemented to automatically, quickly and intelli-

gently fine tune hundreds of possible solutions for the

given task to find the best suitable energy-aware tradeoffs.

Keywords Wireless sensor networks � Energy
consumption � Energy evaluation � Simulation � SystemC �
Measurements � Optimization � Genetic algorithm

1 Introduction

With the great development in embedded systems and

wireless communication technologies, wireless sensor

networks (WSNs) have gained worldwide attention and

have been developing rapidly in the past decade. Wireless

sensor networks are large-scale networks with low-cost,

small-size, low-power and limited processing sensor nodes

deployed in various kinds of environments. As the basic

part of WSNs, a typical sensor node comprises several

components: microcontroller, transceiver, sensor and

power supply (Fig. 1). By combining these different

components into a miniaturized device, these sensor nodes

become multi-functional and have been applied to a wide

variety of application scenarios: medical and health care

[1], environment and ecological monitoring [2], home and

building automation [3], industrial monitoring [4] and

battlefield [5]. Thus, such highly diverse scenarios impose

application-specific requirements on WSN design and

distinguish them from conventional networks.

Generally, WSNs are easy to achieve great scalability

and a wide range of densities, due to the low cost and small

dimensions of sensor nodes. In the meantime, specific

sensor network protocols and algorithms with self-orga-

nizing capabilities are usually designed and applied to

sensor nodes, so the whole sensor network is low-mainte-

nance and tolerant against communication failure and

topology changes which could be caused by node mal-

function, node mobility or energy depletion of the nodes.

Furthermore, sensor nodes can also be deployed in harsh

environments with self-organized network to carry out

given tasks in unmanned manners.

However, further and potential applications are limited

due to inherent WSN disadvantages. For instance, the

limited processing ability and low data rate of sensor nodes
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cannot guarantee high performance in some scenarios

especially for real-time applications. Short communication

range can cause energy waste and network inefficiency,

since multi-hop communications are always required for

data transport between source node and sink node. The

severe energy constraints also lead to a worse observation:

the improvement of data processing ability by using pow-

erful processors are not expected, since the energy will be

depleted very quickly and renders the network useless on

the given task. Limited energy also means it is not possible

to also maintain the operation of multi-hop communica-

tions for a long time. Meanwhile, sensor nodes are

expected to be used heavily in many remote area applica-

tions, where the frequent changing or recharging of bat-

teries is inconvenient.

Hence, an energy-efficient sensor network is necessary

to carry out the work in such conditions. Taking energy

consumption as the major consideration, while not under-

mining other network performances, is therefore desired as

the priority strategy in the design of current wireless sensor

networks.

2 Related works

The emerging field of wireless sensor networks and their

applications promises a higher quality of life in many

aspects of our daily activities, but the strict energy con-

strains stated above significantly limit their functionality

expansions and possible applications, which makes energy

consumption one of the most critical concerns in WSNs.

Therefore, energy consumption analysis and evaluation is a

critical process in the design and implementation of the

energy-efficient sensor network.

In recent years, great efforts which have been made on

energy saving management for wireless sensor networks

can be grouped into three categories: (1) simulation/emu-

lation based approach for energy consumption calculation

and analysis; (2) hardware based method for real-world

energy measurement and calibration; (3) optimization

based strategy for the exploration of energy-efficient

behaviors and configurations.

First of all, as a useful tool for the energy analysis and

management on wireless sensor networks, simulation/em-

ulation based method is widely accepted and commonly

used, it can provide a more realistic model for the evalu-

ation of energy consumption rather than the oversimplified

and idealized hypotheses that are assumed in the mathe-

matics based theoretical models. Although relatively

slowly, it offers the tradeoff between accuracy and effi-

ciency. General simulation tools like NS-2 [6], OMNeT??

[7], Prowler [8], written respectively in C??, Java and

MATLAB, provide satisfactory efficiency at the early

design stages, since the models are usually at a high

abstraction level to facilitate the testing and verification of

algorithms, protocols and strategies. However, only a rel-

ative coarse energy consumption evaluation can thus be

expected due to the lack of realistic low level models.

Emulation tools like TOSSIN [9], ATEMU [10] and

Avrora [11] can compensate this drawback on energy

consumption evaluation but at the cost of efficiency, and

they are basically limited to specific hardware platforms

and operating systems (TOSSIN is used for sensor nodes

with TinyOS [12] operating system, both ATEMU and

Avrora are used for AVR microcontroller based node

platforms).

From the aspect of hardware based method, an

increasing number of research works have already focused

on energy consumption in real-world sensor nodes. A

detailed energy consumption analysis based on the MICAz

mote [13] is presented in [14], several benchmarks are used

for energy estimation, battery charge effect and battery

lifetime are also considered. Authors in [15] present AEON

(Accurate Prediction of Power Consumption) and evaluate

detailed energy profiling on a MICA2 sensor node [16].

Elaborate energy consumption data on the TelosB mote

[17] is provided based on the authors’ measuring

methodology and power consumption measuring system

(PCMS) in [31]. Sensor Node Management Devices

(SNMD) [19, 20] is presented with detailed performance

parameter configuration for the energy data measurements.

In the view of optimization based energy management

strategy, corresponding research works have been done

from both hardware and software: (1) From the hardware

perspective, better energy efficiency can be achieved by

optimizing the power consumption of related hardware

components. By employing an ultra-low power based

microcontroller (e.g., MSP430 [21]) and configuring it into

its five different low power modes, a significant amount of

Fig. 1 Sensor node hardware architecture
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energy can be saved. Recent years, transceivers with some

emerging technologies such as Bluetooth low energy

technology [22], Ultra-wideband (UWB) [23], and ANT

[24] can also provide excellent performance in lifetime

improvement. Besides, transceiver with a higher data rate

described in [25], has proven to be a very energy-effective

choice. From the viewpoint of energy supply, emerging

energy harvesting technologies [26] are also highly useful

methods for overall energy management and power opti-

mization, since the dependence of battery-driven on sensor

motes can be greatly reduced. (2) From the software per-

spective, the optimization method can be grouped into

three categories: the development of new communication

protocols (MAC and routing) for optimization, the adop-

tion of energy-aware management methods for optimiza-

tion, and the configuration/exploration of the optimal set of

existing protocols for optimization. Firstly, such as S-MAC

[27] and T-MAC [28] protocols are proposed based on the

contention-based scheme for collision avoidance and radio-

off during the sleep periods for energy saving. Secondly,

the uses of strategies for energy management optimization

include in-network processing, data aggregation, and cross-

layer related optimization. For the final method, by

exploring different parameter configurations of a beacon-

less IEEE 802.15.4 network [29] via simulation, the goal of

achieving energy saving and better latency performance is

realized in [25].

3 Motivation

Despite the tradeoff can be achieved between accuracy and

efficiency with simulation/emulation based method for

energy management and evaluation on wireless sensor net-

works as mentioned above, without hardware-based instruc-

tion level model for energy evaluation only unrealistic result

can be acquired by simulation method. Meanwhile the inef-

ficient and platform-specific based emulation method cannot

be considered as a better solution. Since SystemC [30] is a

system-level and hardware description language offering

support for HW/SW co-simulation, concurrency, Modelling

at different abstraction levels as well as other flexible and

diverse Modelling advantages, it is therefore regarded as a

good alternative to model and simulate WSNs for accurate,

flexible and quick energy evaluation.

Although measurements from large-scale of sensor

nodes are hard to acquire and sometimes these nodes are

placed in harsh and inaccessible areas, the hardware based

measurements from real world testbed nodes are still

considered necessary and significant since they offer a

more realistic environment to the real deployment and are

able to calibrate and improve the accuracy of energy

evaluation. Research works mentioned above can only

provide simple energy measurements on specific node

platforms and with costly measurement equipment (high-

performance oscilloscope [14, 15], acquisition cards [31,

32]) on the sensor nodes to sample the varying low currents

and voltages, which limit the scale of deployment for

energy measuring beyond the lab environment. Therefore,

the building of a cost-effective, multi-functional and

measurement reliable hardware platform is currently

required.

For the hardware based energy optimization methods

mentioned above, such as the use of ultra-low power

devices, emerging low power radio technologies, higher

data rate as well as the energy harvesting method can be

very useful energy-efficient solutions. However, the

improvement on these hardware metrics always takes some

time, such that it is difficult to satisfy rapidly evolving

applications and requirements. Relatively speaking, efforts

on software aspects can provide a quicker alternative for

performance optimization on given scenarios in terms of

energy and a variety of other metrics. In spite of the effi-

ciency provided by software based simulation, the

exhaustive and full simulation process on all the possible

configurations of the protocol are not only time-consuming,

but also unnecessary most of the time. Thus, an approach

that can effectively and automatically select an appropriate

protocol parameter setting out of hundreds or thousands of

possible options is urgently needed. With the fast and

intelligent search ability, Genetic Algorithms (GAs) [33]

enables the fine tuning of parameter space of the protocol

to find the most suitable configuration for energy saving

and management.

4 The design and implementation of EMrise

Based on the limitations and suggestions of the three

aspects mentioned above, our EMrise (Energy Manage-

ment System for Wireless Sensor Networks) is proposed in

this chapter. Section 4.1 describes the design and imple-

mentation of EMrise_SS (EMrise_Simulation System)

which is a SystemC-based simulation environment at the

system-level and transaction-level, and the energy perfor-

mance of several different sensor motes under various case

scenarios are also investigated by EMrise_SS in this sec-

tion. Section 4.2 presents EMrise_MS (EMrise_Measure-

ment System), a cost-effective and flexible hardware based

energy measurement platform for the calibration and

management of realistic energy data. Section 4.3 focuses

on the introduction and design of EMrise_OpS, a generic

and genetic algorithm based optimization framework for

the optimized energy management on WSNs. Finally,

Sect. 5 concludes this book chapter and discusses the

possible future works.
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4.1 EMrise_SS (EMrise Simulation System)

EMrise_SS, also known as iWEEP_SW [36], is a system-

level, transaction-level and energy-aware SystemC based

generic sensor network simulation which implements sev-

eral popular commercial off-the-shelf (COTS) low data rate

based sensor node models including the Telos series (e.g.,

TelosB [17], Tmote Sky [34], Shimmer node [35]), the

MICA series (e.g., MICA2 [16], MICAz [13] ), and a house-

built high data rate and ultra-low power testbed node

iHop@Node [37] (PIC16Fmicrocontroller with nRF24L01?

transceiver, maximum data rate up to 2 Mbps). Four MAC

protocols are integrated and modeled in EMrise_SS which

are unslotted and slotted CSMA/CA protocols in IEEE

802.15.4 [29], as well as Enhanced ShockBurst (ESB) and

ShockBurst (SB) protocols [38] embedded in the high data

rate iHop@Node.

4.1.1 The framework of EMrise_SS

EMrise_SS is composed of SystemC defined components,

ports, channels, interfaces and connections shown in Fig. 2.

Components correspond to basic hardware modules such

as microcontroller, transceiver, sensor and battery as well

as various kinds of peripherals. Each component in EMri-

se_SS is modeled as an individual module of SystemC. In

these hardware component models, the sensor is modeled

to generate sensed data periodically from physical or

environment conditions. The microcontroller (MCU) col-

lects these analog data and converts them into digital sig-

nals by the built-in Analog to Digital Converter (ADC).

The converted digital data are then sent to the transceiver

according to different application scenarios and commu-

nication strategies. The transceiver (Radio) takes the

responsibility of over-the-air packet transmission and

reception, as well as clear channel assessment (CCA). The

energy module functions as a power consumption monitor

which can track and assess the energy consumption of

other hardware components at different abstraction levels

from bit-accurate/cycle-accurate to transaction-accurate

based on designer’s requirements. In the timer module,

several sub-timer components can be defined for different

purposes such as timer for sample interval, timer for each

transmission interval, protocol related timer, etc. For some

other peripherals such as the memory model and UART

model inside the MCU, their Modelling levels are optional,

which depend on the detailed design requirements. In

addition, the network module is also modeled as a com-

ponent since it is inherited from the TLM-based SystemC

Network Simulation Library (SCNSL) [39], which is used

to establish network topology, implement packet trans-

mission and handle network collisions.

Channels are responsible for the communications

between different components, such as the internal bus of

the microcontroller connecting CPU core and peripherals,

the Serial Peripheral Interface (SPI) bus connecting

microcontroller and transceiver. The channels’ implemen-

tations are not mandatory and they are always abstracted to

simplify the development process according to the

designer’s requirements. Each component and channel can

have one or more interfaces to distinguish and specify a set

of functions (or transactions), which are used to interact

with the relevant components or channels. Like interfaces,

multiple ports can be defined by components and channels,

and they are utilized to specify the types of the interfaces,

so each function-specific port can be connected to the

related component or channel as long as the corresponding

interface is implemented by that component or channel

[40].

In addition, in EMrise_SS framework, the whole sensor

network system maintains two data items for packet

frames. One is a generic packet format for Enhanced

ShockBurst (ESB)/ShockBurst (SB) protocol-based sensor

node network and the other is for IEEE 802.15.4 based

sensor network, which are presented in Figs. 3 and 4

respectively.

4.1.2 Microcontroller modelling

Detailed model of the microcontroller is presented in

Fig. 5.

Fig. 2 EMrise_SS framework Fig. 3 Generic packet format
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The microcontroller component defines the sensor-

data_read_if interface consisting of a single Sensor-Data-

Read transaction (or function) which allows the

microcontroller to first read data from the target sensor

module and then convert these analog data into digital data

by the built-in Analog to Digital Converter (ADC). In some

application scenarios, if an external ADC is needed for a

more accurate and quicker conversion, the microcontroller

defines another extADC_read_if interface. This is main-

tained by an extADC_read transaction (function) that

emulates the process whereby the microcontroller reads

converted ADC values through its digital I/O port pins or

through SPI pins from an external ADC chip. The micro-

controller component also links ADC’s extADC_config_if

interface by the defined output port on the microcontroller

side, which is composed of a single extADC_config trans-

action to receive configuration information from micro-

controller. Moreover, the extADC_readSensor_if interface

and extADC_readSensor transaction defined on the exter-

nal ADC are used to acquire sampled sensor data.

Considering that cycle-by-cycle based energy consumption

on the sensor node would be evaluated in later work, the

above interfaces and transactions can be easily extended to

incorporate detailed communication mechanism and device

driver code implementation. Another two transactions

named IRQdetect and CCAchecking, which are defined by

IRQdetect_if and CCAchecking_if, is responsible for

interrupts detecting from transceiver and clear channel

assessment processes respectively. Several timer transac-

tions can be defined for varying functions such as the

examples that are shown in Fig. 5. In addition, interactions

between the microcontroller and transceiver are handled

via SPI, considering that SPI communications between the

microcontroller and transceiver are bidirectional. Hence,

the SPI communication interface defines two transactions

named SPIdata_lrecv and SPIdata_lsend on the micro-

controller and transceiver components respectively. On the

other hand, the operation of the microcontroller is per-

formed with a finite state machine (FSM) in approximate-

timed manner. A generic microcontroller model shown in

Fig. 5 acts as the basic Modelling for other specific

microcontrollers.

4.1.2.1 Modelling of PIC16 Developed by Microchip,

MiWi [41] as a wireless networking protocol stack is

especially designed for PIC microcontroller families from

PIC16 to dsPIC33. Currently, only the non-beacon mode of

IEEE 802.15.4 is implemented as MiWi’s MAC layer, and

our PIC16F microcontroller is modeled following MiWi’s

unslotted algorithm as a FSM in previously mentioned

lIDLE, lTX and lRX states, and divides these three states

into many sub-states, which is shown in Fig. 6.

In Fig. 6, the microcontroller first performs a random

backoff duration and checks the channel status. If the

channel is detected to be busy, and the number of CCA

attempts is larger than the protocol parameter

macMaxCSMABackoffs, then a Channel Access Failure

(CAF) is reported. If on the other hand the number of CCA

attempts is smaller than macMaxCSMABackoffs, the

microcontroller will go back for a new round of random

backoff process. When the channel is indicated as free by

CCA, the microcontroller will trigger over the air trans-

mission to send a packet to the transceiver. After the

transmission of an ACK required data packet, the protocol

will make the microcontroller wait within a fixed time

period (0.864 ms or 54 symbols) for the ACK frame con-

firmation. If ACK is received in time, this transmission is

regarded as successful. Otherwise, the packet retransmis-

sion process will start. A Collision Failure (CF) occurs only

after failure to receive ACK frame macMaxFrameRetries

times, which might be caused by collisions of data packets

or collisions between data packets and the ACK frame. In

addition, as long as there are pending data packets in the

Fig. 4 IEEE 802.15.4 packet frame format

Fig. 5 EMrise_SS MCU model
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MCU, they will be uploaded to the transceiver immedi-

ately, once the transmission process is over (no matter

whether a success or a failure), which is to guarantee the

timeliness and reliability of data transmission.

4.1.2.2 Modelling of MSP430 Compared with PIC16F, a

powerful 16-bit MSP430 microcontroller is widely used in

some current COTS (commercial-off-the-shelf) sensor

motes such as the previous mentioned Telos, Tmote Sky

and Shimmer nodes. A complete MAC protocol stack of

IEEE 802.15.4 such as TKN15.4 [42] can be implemented

in the TinyOS operating system on these popular sensor

motes, which integrates both slotted and unslotted CSMA/

CA algorithms (used in beacon-enable and non-beacon

enable modes respectively). Hence, the MSP430 micro-

controller component in EMrise_SS is modeled as a slotted

and unslotted compatible FSM in the lIDLE, lTX and

lRX states shown in Fig. 7.

Compared with the unslotted algorithm, the slotted

CSMA/CA algorithm needs to be accurately timed, where a

beacon packet broadcast by the coordinator at the begin-

ning of the defined superframe [29] time period is used for

synchronization between coordinator and sensor motes.

After the reception of the beacon packet, sensor motes with

enough packets will start a slotted-based CSMA/CA

algorithm. This requires that the backoff period boundaries

should be aligned with the superframe slot boundaries

(simulation logs starting with ‘#####’ in Fig. 22 show that

the backoff period boundaries are accurately aligned with

slot boundaries). Note that before each new backoff period

there is a time evaluation process of checking whether

remaining CSMA/CA can be undertaken before the end of

the contention access period (CAP). If the number of

backoff periods is less than the remaining number of

backoff periods, the slotted algorithm will continue this

backoff delay under the condition that two CCA analyses,

the frame transmission and acknowledgement can be

completed before the end of the CAP. Otherwise, it must

wait until the start of the next superframe CAP. If the

number of backoff periods is greater than the number of

remaining backoff periods, the slotted algorithm shall first

pause the backoff countdown at the end of CAP and then

resume it at the beginning of the CAP of next superframe.

Except for the time evaluation mechanism, another dif-

ference between the slotted and unslotted algorithms is that

two times of idle channel checks before packet transmis-

sion are required for the slotted algorithm.

4.1.3 Transceiver modelling

The behavior of the RF transceiver is handled via two

interfaces. As mentioned previously, the SPIdata_lsend_if
interface is defined on the transceiver component and

consists of a single transaction SPIdata_lsend, which

manages events from the microcontroller such as receiving

configuration commands and payload data. The Net-

data_rInput_if interface defines the transaction Net-

data_rInput that allows the transceiver to detect network

related events such as the validation of incoming packets

from the RF channel and the transaction Netdata_chan-

nelstatus can perform CCA operation. If the communica-

tion protocol is embedded in hardware, then some

protocol-related timer transactions are also required such

as ACK waiting transaction and auto retransmission delay

(ESB mode). A typical transceiver is modeled shown in

Fig. 8.

Fig. 6 Unslotted CSMA/CA algorithm model Fig. 7 Slotted and unslotted CSMA/CA model
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A specific feature of transceiver model in EMrise_SS is

that its configuration is based on register settings like real

hardware, which means that related registers are defined in

each specific transceiver model. With the register config-

uration mechanism, the simulation of the network becomes

flexible because different nodes could keep their own set-

tings during the whole simulation process shown in Fig. 9.

The final results could be acquired from each node to

evaluate the performance of such a heterogeneous config-

ured network scenario.

4.1.3.1 Modelling of CC2420 The CC2420 is a 2.4 GHz

IEEE 802.15.4 compliant RF transceiver chip with a

maximum data rate of 250 Kbps. CC2420 is designed to

support low power applications, it provides on-chip packet

handling by means of automatically adding a preamble

sequence, frame check sequence and frame delimiter to the

data packet. It also provides data buffering, clear channel

assessment, link quality indication and packet timing

information, all of which reduce the load and power con-

sumption on the host microcontroller. Since for CC2420

based sensor motes (e.g., Telos, Tmote Sky and Shimmer),

MAC algorithms for channel access are programmed by

software and embedded in the microcontroller, the CC2420

acts only as a TX/RX device for transmission and reception

of the IEEE 804.15.4 format based data packet. Therefore,

the model of CC2420 in EMrise_SS employs the generic

model presented in Fig. 9.

4.1.3.2 Modelling of nRF24L transceiver series De-

signed by Nordic Semiconductor, the nRF24 transceiver

series [43] represent ultra-low-power RF chips that provide

available solutions for 2.4 GHz ISM band wireless appli-

cations. As a typical type in nRF24 family, nRF24L01?

supports Enhanced ShockBurst (ESB) with a maximum

data rate of 2 Mbps and backwards compatible with

ShockBurst (SB). Designed both by Nordic, ESB is a

baseband MAC protocol engine embedded in transceiver

chips with some basic channel access mechanisms, while

SB is only a simple TX/RX protocol without any channel

access algorithm. ESB and SB protocol has been modeled

in EMrise_SS via a finite state machine shown in Fig. 10.

4.1.4 Network modelling

The network model is derived and modified from the

SystemC Network Simulation Library (SCNSL). In net-

work Modelling, SystemC provides primitives such as

concurrency mechanism as well as events that are used to

simulate network transmission and reception behaviors.

Before the start of simulation (in the elaboration process),

nodeProxy class objects are instantiated with the same

number of node instances in the SystemC entrance function

sc_main(). The use of nodeProxy is to decouple each node

implementation of the network simulation, and each

nodeProxy instance uploads some significant information

to the network object, including node identity, two-di-

mensional position information, TX output power and

Fig. 8 Typical transceiver model

Fig. 9 Advantage of register configuration mechanism

Fig. 10 Enhanced ShockBurst and ShockBurst model
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receiver sensitivity. Combined with the channel model,

these parameters are used to reproduce the network sce-

nario and perform network connection assessment. At

present, two types of channel model are supported in

EMrise_SS, which are free space propagation model [44]

and human’s on-body Line Of Sight channel model. The

most fundamental free space model in EMrise_SS is pre-

sented as follows.

Pr ¼
Pt � Gt � Gr � k2

4pDð Þ2
ð1Þ

where Pr is the receiver power sensitivity measured in dBm,

Pt represents TX output power at transmitter, D is the dis-

tance (m) between the transmitter and receiver in two

dimensional space, Gr and Gt are antenna gains of the

receiver and transmitter respectively (it is common to select

Gr = Gt = 1), and k denotes the wavelength, calculated as

k ¼ c

fc
¼ 3 � 108ðm=sÞ

2:4 � 109ðHzÞ ¼ 0:125 mð Þ ð2Þ

When simulation is initiated by sc_start() function, the over-

the-air transmission time of the data packet and ACK frame

will be calculated in the networkmodel, and awaiting period

is thus required for each transmission. After this time, the

network model will distribute the packets to the receiver

nodes within the radio transmission range. However, if

collisions occur, no packets will be received. The collision

scenario is simulated by checking the numbers of active

transmitters that are interfering at a given receiver. If the

number is greater than one, then packet transmission is

considered as a failure because of the collision.

4.1.5 Sensor modelling

A generic sensor model can be designed in 3 ways. The

first is periodic data generation, which samples the signals

of the physical environment by an application defined time

interval (sampling period). The second is to read data from

an input file where this file can be a designer-specific data

input file at the early design stage, if the actual sensor has

not yet been chosen. This input file can also be the actual

measurements from experiments. The third way is to model

the sensor in a specific function.

In this work, sensor component modelling is mainly

focused on the generic model development for periodic

data sensing which consistent with the high-level design

philosophy of EMrise_SS.

4.1.6 Energy modelling

As a significant part of EMrise_SS, the energy model plays

an important role in energy consumption calculation and

therefore it must be well designed and optimized to adjust

accurate, realistic and flexible energy consumption evalu-

ation. The characteristics of design method of the energy

model is illustrated as follows.

Elaborate lib and register based An energy model is

developed to incorporate an elaborate library with the

current consumption of different operation modes of each

hardware component. The working mechanism of this

energy model is register-based. In the EMrise_SS energy

model, the hardware registers of each component are

mapped into the energy model as the mirrors, and the

updates of these values are synchronous with the corre-

sponding register prototypes in related hardware compo-

nents, as shown Fig. 11. Developers and researchers can

benefit greatly from this design method. Since the tracing

of the correct energy value is always consistent with the

change of component configuration during the whole

simulation process, the energy model is therefore flexible

enough to adjust scenarios where the hardware configura-

tions need to be changed during the simulation. In that

sense, the energy model is able to proceed without any

interruptions to the whole simulation process, and no re-

compilations are required for the new scenarios after con-

figuration changes.

Energy evaluation for multi-abstraction levels The

energy model in EMrise_SS is able to trace the energy

consumption at different abstraction levels. If the energy

evaluation is focused on high-level, the change in operation

state of each hardware component is linked to the energy

model, and then the duration and current consumption of

each state can be identified for the energy consumption

calculation by applying the following basic formula.

E ¼ P � t ¼ ðV � IÞ � t ð3Þ

If the energy evaluation is at low-level, the energy model

can track each executed instruction in different operation

states, record their execution time and associate them with

Fig. 11 Workflow of energy model
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corresponding current loads in the energy library for the

accurate energy estimation.

Calibrated energy support The energy model incorpo-

rates calibrated energy values from real-world measure-

ments for realistic and accurate energy evaluation. These

measurements can be acquired from any COTS sensor

motes and in-house testbed motes. However, accurate

power consumption data are not easy to extract from pro-

duct specifications, since a sensor mote is composed of

various chips and some chips need additional peripherals to

guarantee running operation. These peripherals on chip

modules and sensor mote boards can cause extra energy

consumption (nRF24L01? module in Sect. 4.2.2). Thus,

the calibrated energy model in EMrise_SS becomes

necessary.

Transition state energy consumption The energy model

considers state transitions in each hardware component,

because each transition introduces extra cost to the overall

energy consumption that cannot be ignored. So the total

energy consumption is calculated by adding the individual

energy consumption of each operation state of every

hardware component as well as the energy consumption of

each transition state of every hardware component.

Multi performance metrics The energy model supports

various performance metrics and can be calculated in mW,

mJ, mAh. On the other hand, if using a specific battery

module measured in capacity, then the lifetime perfor-

mance can be estimated in minutes, hours, days, months or

years.

4.1.7 Case studies for energy evaluation and management

In this section, EMrise_SS is used for the energy evaluation

and management on four mote type based networks (Telos,

MICAz, MICA2 and iHop@Node) under different case

scenarios. Detailed energy information and comparison

data are presented and analyzed for the corresponding mote

platform in each case scenario. The impact of sensing start

time and payload collecting strategy on the energy per-

formance is studied, while the energy consumption of ESB

and SB can be refer to [36].

4.1.7.1 Sensing start time Due to the spatially distributed

characteristic of sensor node networks and cheap manu-

facturing of hardware components, it is difficult to guar-

antee the same start up time or clock period for each sensor

node. Therefore, energy consumption with simultaneous

sensing start time and random sensing start time (each node

starts sensing first data at a random instant between the

beginning of the simulation experiment and the first sample

interval) are analyzed via a medical application scenario.

A typical health monitoring based network for human

body area [1, 45] (Fig. 12) is studied to explore the impact

of sensing start time on the energy consumption of sensor

network. Consisting of 3–10 nodes, the network is attached

to the human body for different physiological signal

monitoring purpose (10 Hz for temperature sensor, 50 Hz

for glucose sensor, 100 Hz for ECG-electrocardiogram).

Three types of sensor mote platforms applied in the sim-

ulation experiments are iHop250 K (iHop@Node with

250 Kbps), Telos (250 Kbps) and MICAz (250 Kbps). For

other parameter settings, a 2 byte payload is used to store

12 bits of sensed data. The default 0 dBm output power is

selected on the transceiver for over-the-air packet trans-

mission. The packets format of Telos and MICAz are

shown in Fig. 4. The packet format of ShockBurst (SB)

shown in Fig. 3 is applied by iHop250 K (1 byte preamble,

3 byte address as network id, 1 byte CRC, 4 bytes payload

field including 2 bytes source node id and 2 bytes real

payload data). Since only the unslotted CSMA/CA based

MiWi communication protocol is supported by iHop@

Node, both Telos and MICAz motes also need to apply the

same unslotted CSMA/CA for the comparison. Four

parameters of the unslotted algorithm are set as default

values, which are 3, 5, 4 and 3 for macMinBE, macMaxBE,

macMaxCSMABackoffs and macMaxFrameRetries respec-

tively. In addition, each case runs for the same simulation

time (4 s in this work) with different seeds to generate

random backoff slot numbers, and the average value of 50

times of runs are employed.

Taking the results of Telos mote for analysis, Fig. 13

reveals that the case with random start time is more energy-

efficient. Compared with the random start sensing case,

simultaneous sensing consumes more energy due to pro-

tocol overhead. This is because all sensor nodes start data

sensing at the same time under the simultaneous case, and

before over-the air-transmission 2BE-1 (BE initialize as

macMinBE) unit backoff periods are required. However,

when macMinBE is initialized to a smaller value (e.g.,

default value 3), it is easy for different sensor nodes to get

the same number of backoff slots (0–7). Thus, with the

same sensing start point and the same/similar backoff

period, the transmission time of many packets can overlap

with each other, which causes serious packet collisions

during a short period of time and therefore extra energy is

Fig. 12 Sensor node deployment on human body
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consumed. On the contrary, the transmissions of the

packets are spread out and channel competition is light

with random sensing start time. Much energy is saved since

it is more likely that packets can be successfully delivered

with no collisions and therefore taking low protocol

overhead.

4.1.7.2 Packet collecting strategy A typical lab-sized

network (with a size of about 20 sensor nodes [46]) is

under investigation with payload collecting strategy for

energy evaluation. The comparison experiments are made

on iHop250 K, MICAz and Telos-based networks. In the

first experiment, a packet with a 2 byte payload is trans-

mitted every 10 ms, then a 4 byte payload packet every

20 ms, a 6 byte payload packet every 30 ms until the

transmission of a 20 byte payload packet every 100 ms.

Each experiment runs for the same time (10 s) and the

average value of 50 runs is adopted. The results are pre-

sented in Fig. 14.

Since the increasing payload data can be attached to the

same size of packet overhead and when this data collecting

strategy is used, fewer data packets are transmitted when

the same amount of payload data is required. Therefore, the

energy wasted in packet overhead under frequent trans-

mission conditions can be greatly saved, while energy cost

is also reduced with fewer ACK frames. Fewer transmis-

sion also saves the energy wasted in active mode due to

possible packet overflow preventing the sensor node

entering into sleep mode. Besides, the experimental results

show the packet loss probability drastically reduces from

96.3 % in the 2-byte, 90.1 % in 4-byte cases to 3.98 % in

the 20-byte case for both MICAz and Telos (MICAz and

Telos share the same protocol model). For iHop250 K, this

rate is from 93.9 % in the 2-byte case, 36.0 % in the 4-byte

case, and is reduced to 1.97 % in the 20-byte case.

Although the payload collecting method can conserve

energy, it has some drawbacks. When the channel is of low

quality with a high bit error rate (BER)/packet error rate

(PER), longer data packets are more likely to subsume

errors and necessitate retransmissions. This will definitely

cause extra energy consumption and longer packet latency.

4.2 EMrise_MS (EMrise Measurement System)

EMrise_MS, known as iWEEP_HW [36, 37], is the hard-

ware based energy measurement and management platform

that is made up of a multi-channel energy measurement

device (MEMD) and energy data management software

platform (EDMSP) to be able to measure the energy related

data of iHop@Node, MICA mote, Telos mote and other

similar sensor motes. For MEMD, it can provide simulta-

neous measurements on different components of a sensor

node or simultaneous measurements on several different

nodes by using its multiple channel advantage. For

EDMSP, it offers an easy to use GUI to help users manage

and save energy data from the sensor node.

4.2.1 iHop@Node testbed node

In order to explore energy performance of future sensor

network which has high data rate and ultra-low power

features, iHop@Node [36, 37] is designed and built by

Microchip PIC16F88 [47] microcontroller with 0.93–1.30 mA

current load in active mode and 0.3–0.5 lA in sleep mode, as

well as high data rate (2 Mbps/1 Mbps) ultra low power

transceiver Nordic nRF24L01?.

iHop@Node has a small-dimension of 4.100 * 2.400 and it

also has multi-layer architecture design, which means that

the microcontroller layer, transceiver layer, sensor layer

and other components layer (e.g., LEDs, external memory)

are all separate and can be fed either by the same power

Fig. 13 Impact of random sensing start time on energy comparison
Fig. 14 Energy consumption under payload collecting strategy
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supply or by different supplies. When different power

supplies are adopted, each hardware component is con-

sidered as an independent load under test and detailed

energy information can be measured respectively and

synchronously by using MEMD. Compared with the soft-

ware based functional components decomposition

approach [31], this means is at hardware level and provide

much more reliable results.

4.2.2 MEMD

Without introducing side-effects to the sensor node hard-

ware or software for energy measurements, and saving cost

from using expensive measurement equipment such as

oscilloscope and acquisition card [31]. A dedicated MEMD

(Multichannel Energy Measurement Device) is therefore

designed and implemented.

Figure 15 is a simple architecture of one channel of

MEMD. A shunt resistor (Rsense) of the known value is

used between power supply and sensor node for energy

consumption measurements, the voltage drop (Vsense)

across the resistor will be amplified as the final measured

energy usage data (Vout). Then, a 10-bit ADC chip [18] is

employed to sample this Vout, and the sampled values can

further be stored in the buffer of PIC18 [48]. The sampled

data can be saved continuously in the whole buffer and

then sent out in a buffered sampling mode. Alternatively,

the data can also be sent out immediately after each sam-

pling, in an unbuffered sampling mode. To simplify the

development, we use commercial virtual COM port module

UR232R [49] for the communication between PIC18 and

data terminal. Serial UART signals generated by the MCU

is able to be sent over UB232R to data terminal for later

evaluation and analysis. However, a large amount of raw

measurements are likely to cause memory problem if the

experiments run for a long time.

With the multi-layer architecture design of iHop@Node,

MEMD can measure energy consumption on each hard-

ware component separately and synchronously as shown in

case 1 of Fig. 16a). While for case 2, instead of separate

hardware components, MEMD is used to measure the

energy consumption of four independent sensor motes. In

Fig. 16b), the MEMD prototype is presented. Channel 1 of

MEMD is responsible for the energy measurement of

nRF24L01? transceiver of iHop@Node, channel 2 is for

PIC16 microcontroller energy measurements, channel 3

can be attached to the sensor chip for energy measurement,

and channel 4 is used for other hardware components such

as LEDs or external memory. All the channels run sam-

plings simultaneously, and measurements are stored in

respective microcontrollers via buffered sampling mode for

high speed. These data will be sent and saved separately in

data terminal according to the channel number for later

evaluation. In addition, the cost of this MEMD is much

lower than an oscilloscope, an acquisition card and recently

proposed Sensor Node Management Device (SNMD) built

by KIT [50]. Table 1 lists the detailed measurement

capabilities of MEMD.

4.2.3 EDMSP

Compared with [51, 52], which provide SD or MMC card

memory interfaces for energy measurement storage,

EMrise_MS provides an alternative means for energy data

saving and management.

Since huge storage space is needed for the collection of

raw measurements, the on-board memory card based

method cannot even support the experiment running for

several minutes or hours. Therefore, saving measurements

onto hard disk with TB capacity level would be a better

choice. Thus, EDMSP is built to facilitate the raw mea-

surement sampling process as well as the data sending to

PC process for storage and future evaluation. A GUI-based

Energy Data Management Software Platform (EDMSP) is

designed and presented in Fig. 17.

The implementation of EDMSP is based on the well-

known CSerialPort class [53] developed by MFC and

Fig. 15 Architecture of MEMD (one channel) Fig. 16 MEMD prototype
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Windows API. Many configurable parameters can be set

via EDMSP GUI such as port number, baud rate, data bit

and stop bit. Once the selected COM port receives data, the

number of received data will be recorded and shown on the

configuration table, in the meantime the data values will

also be shown in the display window. Since EDMSP sup-

ports multi-type display functions, the received data can be

presented in decimal value, hex value, voltage value, cur-

rent value and even power consumption value when the

corresponding display check-box is selected. Other specific

functions can also be easily extended to EDMSP according

to users’ requirements. Further, all the displayed energy

values can be printed out into a TXT file for the conve-

nience of subsequent data processing and evaluation.

4.2.4 Measurements

In this part, MEMD and EDMSP are applied for the mea-

surements and calibration of the iHop@Node testbed. The

current consumption measurements of iHop@Node are pre-

sented in Fig. 18 on both PTX and PRX devices. Since the

microcontroller and transceiver are typically the most power

consuming parts, the measurement results are mainly focused

on these two parts in order to simply the investigations.

Figure 18a represents the process of PTX device under

Enhanced ShockBurst mode, where the iHop@Node

testbed is configured as 2 Mbps and 0 dBm output power.

Each operation step in the figure is marked with a corre-

sponding number for the clarity of illustration.

Interval 1 The PIC16 microcontroller is in active mode,

while the nRF transceiver is in power down mode. The

microcontroller demands about 1.4 mA current consump-

tion, and the transceiver consumes about 0.8–0.9 mA cur-

rent. During the whole experiment, the PIC16

microcontroller runs in active mode all the time.

Interval 2 and 4 During interval 2, the microcontroller

sends commands via SPI to the transceiver to configure it

from the power down mode to the standby mode. For

interval 4, the microcontroller sends a 10 byte payload to

the nRF transceiver’s TXFIFO also by SPI. Both intervals

show that SPI communication will not increase the current

consumption of PIC16 microcontroller.

Interval 3 After reception of SPI commands from

microcontroller, the crystal of nRF transceiver starts up and

the transceiver enters into standby mode from power down

mode. The maximum current consumption for this interval

can reach about 1.83 mA.

Interval 5 The CE (Chip Enable) signal is set high for at

least 10 ls, which triggers the transceiver first into the tran-

sition state TX_Settling. After 130 ls in this TX_Settling

Table 1 MEMD capabilities
MEMD capabilities

Four channels for sampling energy usage data

Synchronous energy usage data sampling

10-bit resolution for ADC value

1900 samples buffers (each channel)

Configurable gain (by tuning R1 and R2 in schematics)

150 kHz buffered sampling rate

5.5 kHz unbuffered sampling rate

Measurement range 0–40 mA

Configurable data rate via virtual COM port interface (UB232R module)

Fig. 17 EDMSP

Fig. 18 PTX and PRX measurements
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state, the transceiver will automatically enter into the TX

mode for packet transmission. An average current consump-

tion for this 130 ls settling state is given in the product

specification. Based on the measurement results, there are

actually two steps consuming different currents in this tran-

sition state. In the first 50 ls, the increase rate of current

consumption is slower than the last 80 ls, which is probably
because in the first 50 ls the transceiver only performs packet

assembly, while for the next 80 ls many internal components

of the transceiver are turned on for over the air packet trans-

mission. Therefore, a much more rapid increase in current

consumption can be detected during the second step.

Interval 6 With the ESB mode, the nRF transceiver will

automatically enter into RX_ACK mode waiting for the

acknowledgement packet. A transition state RX_Settling is

therefore required tomake the transceiver fromPTX to PRX.

Since the current consumption in RX_Settling is lower than

that consumed in TX and RX states, so the consumed current

during interval 6 will first reduce and then increase.

Interval 7 and 8 After the successful of reception ACK

frame, the nRF transceiver automatically returns to standby

mode. During interval 8, the microcontroller sends a

command via SPI to configure the transceiver into power

down mode.

Figure 18b represents the process of periodical listening

of PRX device.

Interval 1 The transceiver is in RX mode for channel

listening and is ready to receive possible incoming packets.

The microcontroller works is in active mode.

Interval 2 CE is set low by the microcontroller, and the

transceiver returns to standby mode.

Note that the nRF24L01? transceiver is integrated into

a module with an onboard 3.3 V regulator, RP-SMA

2.4 GHz antenna and some peripheral circuits, so as

shown in Table 2, the measured current values of

nRF24L01? are much greater than those listed in the

product specification. This is especially true in power

down and standby modes, because significant current

loads are required by other hardware components on the

module except for the nRF24L01? chip itself. Table 2

also shows that SPI and UART communications in the

microcontroller do not consume extra energy. This is also

true for the instruction execution of microcontroller,

where the instructions under investigation are AND, OR,

XOR, ADD, DIV, MUL, WHILE and FOR loop [54].

Besides, the measured current consumption in the sleep

mode of microcontroller is found to be significantly dif-

ferent (three orders of magnitude) from the values in the

specification. This discrepancy could be related to some

other scenarios: (1) The enable/disable of interrupt, SPI,

ADC and Timer functions on the MCU chip (about

0.2 mA current consumption can be saved if these func-

tions are disabled). (2) The enable/disable of watchdog

function. (3) The configuration of I/O ports.

In addition, considering other popular sensor motes,

such as Telos, Shimmer Node, Tmote (TelosB), MicaZ,

Mica2 and N@L, the measurement range of the proposed

MEMD and EDMSP is still available to use.

Table 2 Measurements of iHop@Node (oscilloscope: Tek 1012B)

iHop@Node Vout (scope) Vout (MEMD) Error of Vout Current (scope) Current (MEMD) Current datasheet

PIC16 (sleep) 0.048 V 0.047 V 0.001 V; 2.08 % 0.13 mA 0.12 mA 0.5 lA

PIC16 (Active) 0.36 V 0.35 V 0.01 V; 2.80 % 1.399 mA 1.34 mA 1.2 mA

PIC16 (SPI) 0.36 V 0.35 V 0.01 V; 2.80 % 1.399 mA 1.34 mA N/A

PIC16 (UART) 0.36 V 0.35 V 0.01 V; 2.80 % 1.399 mA 1.34 mA N/A

PIC (instruction) 0.36 V 0.35 V 0.01 V; 2.80 % 1.399 mA 1.34 mA N/A

nRF (power down) 0.23 V 0.21 V 0.02 V; 8.70 % 0.89 mA 0.82 mA 0.9 lA

nRF (standby) 0.24 V 0.22 V 0.02 V; 8.33 % 0.93 mA 0.85 mA 26 lA

nRF (startup) max 0.48 V 0.47 V 0.01 V; 2.08 % 1.86 mA 1.83 mA 0.4 mA

(average)

nRF (TX_Settling) max 2.24 V 2.23 V 0.01 V; 0.45 % 8.70 mA 8.66 mA 8.0 mA

(average)

nRF (TX@0dBm) 2.84 V 2.80 V 0.04 V; 1.41 % 11.03 mA 10.88 mA 11.3 mA

nRF (RX_Settling) max 2.76 V 2.75 V 0.01 V; 0.36 % 10.72 mA 10.68 mA 8.9 mA

(average)

nRF (RX@2Mbps) 3.85 V 3.82 V 0.03 V; 0.78 % 14.96 mA 14.84 mA 13.5 mA
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4.2.5 Calibration

After measuring energy consumption, the measurement

results are used for testbed operation calibration. Mea-

surements provide detailed time duration information on

each operation state of the iHop@Node, including chip

enable signal duration time, delay of interrupt, duration of

transition states, SPI communication time, etc. So with the

calibrated model, an ESB mode-based model is simulated

via EMrise_SS and is compared with the real world mea-

surement model. Detailed information is presented in

Fig. 19. In this experiment, the packet-based data rate is

configured to 2Mbps, and the packet format contains a 5

byte payload while other packet fields are maintained as

default values (1 byte preamble, 1 byte CRC, 5 bytes

address, and 9 bits packet control field). The experiment

shows that the calibrated simulation model can provide

very close results to the measurements, so more trusted and

accurate energy consumption is able to be predicted when

calculated with the realistic measurement energy data.

The second case study is to evaluate iHop@Node

maximum continuous packet stream data rate for trans-

mission and reception.

The maximum transmission packet stream rate can be

achieved via following steps. Firstly, single packet-based

data rate is configured as 2Mbps. Secondly, SB mode is

used rather than ESB mode, because SB can send three

packets continuously without waiting for the ACK frame

after each packet transmission. For the packet format, each

packet contains a 32 byte payload and default values for the

other overheads (1 byte preamble, 1 byte CRC and 5 bytes

address). In this case, one transmission process contains

three continuous packet sending, and this transmission

mechanism is used in both simulation and experiment. The

detailed result is presented in Fig. 20.

According to the results, the continuous packet stream

rate for simulation and experiment can be calculated

respectively as follows.

Measurement:

Number of bits to send :
39 � 3 � 8ð Þ � 3 ¼ 2808 bits ¼ 2808 � 10�6 Mbit

Transmission time :
5532 ls ¼ 5532 � 10�6 s

Continuous packet stream rate :
2808 � 10�6
� �

= 5532 � 10�6
� �

¼ 0:5076 Mbps

Simulation:

Number of bits to send :
39 � 3 � 8ð Þ � 3 ¼ 2808 bits ¼ 2808 � 10�6 Mbit

Transmission time :
5495:9 ls ¼ 5495:9 � 10�6s

Continuous packet stream rate :
2808 � 10�6
� �

= 5495:9 � 10�6
� �

¼ 0:5109 Mbps

However, based on the measurements, the receiver

cannot receive the packet stream at this 0.5 Mbps rate

without losing packets, because the SPI payload reading

speed is slower than its payload writing speed. This means

that before reading out all payloads from the three RXFIFO

spaces (each RXFIFO contains 32 bytes payload), new data

packets will continuously come from the transmitter to

make the RXFIFOs full. Then, the transceiver cannot

receive any new data packets with the saturated RXFIFOs,

which will lead to packet loss. In order to make sure that

the receiver can successfully receive all the packets without

Fig. 19 Calibrated ESB simulation model and corresponding

measurements Fig. 20 Maximum TX rate of packet stream
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any loss, the receiver should first read out all the packets

from RXFIFOs and have PRX_IRQ (RX interrupt) cleared

before the transmitter finishes the first data packet sending

during each transmission process. This is to guarantee that

the next PRX_IRQ can be triggered, and that in its interrupt

service routine the PIC16 microcontroller can continuously

read out all the packets from RXFIFOs and then clear

PRX_IRQ for the preparation of the new incoming packets.

Thus, measurements are run to find the maximum packet

stream reception rate, and the experimental measurement is

compared with its corresponding simulation result shown

in Fig. 21.

Based on the results, the maximum packet stream

reception rate is calculated respectively as follows.

Measurement:

Number of bits to send :
39 � 3 � 8ð Þ � 3 ¼ 2808 bits ¼ 2808 � 10�6 Mbit

Transmission time :
7100 ls ¼ 7100 � 10�6 s

Continuous packet stream rate :
2808 � 10�6
� �

= 7100 � 10�6
� �

¼ 0:395 Mbps

Simulation:

Number of bits to send :
39 � 3 � 8ð Þ � 3 ¼ 2808 bits ¼ 2808 � 10�6 Mbit

Transmission time ¼ 7038 ls ¼ 7038 � 10�6 s

Continuous packet stream rate :
2808 � 10�6
� �

= 7038 � 10�6
� �

¼ 0:399 Mbps

Despite the fact that reception rate is lower than trans-

mission rate, it is high enough to guarantee a much better

performance of many sensor network application scenarios.

4.3 EMrise_OpS (EMrise Optimization System)

In this section, iMASKO [55], a generic GA-based opti-

mization framework, is integrated into EMrise system and

regarded as EMrise_OpS. Due to the global search and

intelligent properties of genetic algorithms (GAs), the

framework is able to automatically and effectively fine tune

hundreds of possible solutions to find the best tradeoff

solution. Before the description of EMrise_OpS, a brief

introduction of genetic algorithm is first presented as

follows.

4.3.1 Genetic algorithms (GAs)

Genetic algorithms (GAs) are stochastic search engines

that mimic natural selection and biological evolution pro-

cesses. GAs are considered to be highly efficient tech-

niques, since their search is based on a whole population of

individuals in parallel calculations rather than a single

point, which improves the chance of achieving the global

optimum solution and helps to avoid local stationary

points. Further, the use of a fitness function for evaluation

can extend GAs to any kinds of continuous or discrete

optimization problems. As a domain-independent search

technique, GAs are ideal for applications where domain

knowledge and derivative information are difficult or

impossible to provide [56]. In other words, tedious and

knowledge-based processes can be greatly simplified,

which is of especial interest for inexperienced designers,

since only the fitness function and corresponding fitness

levels influence the whole search process [57, 58]. Finally,

some advantages of GAs are summarized and listed in

Table 3.

The use of GAs in wireless sensor network solutions has

been proved to be very successful for a number of works.

The most common use of GAs is how to achieve an energy-

aware network under specific routing conditions, which

includes the finding of proper cluster heads for data

aggregation in the network; the selection of the optimal

path to reduce hops (and thus transmission energy); and at

the same time the reduction of channel contention. Such

energy management efforts can be found in [59–61].

4.3.2 Architecture of the EMrise_OpS

With the same architecture of iMASKO, EMrise_OpS is

able to quickly and efficiently explore simulation-based

results or the theoretical model-based results optimizationFig. 21 Maximum RX rate of packet stream
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on energy management purpose. In this section, EMri-

se_OpS is applied to automatically fine-tune the results

from SystemC-based simulation of EMrise_SS.

In practical use, the optimization of related parameters

in the design space can help find the application-specific

solution to achieve the most optimal network performance

for the given scenario before real deployment. By using

EMrise_OpS, only two things are required: (1) A set of

input parameters in the design space. (2) A user defined

fitness function. As long as the system/model under eval-

uation can return the required data metrics to the fitness

function, the detailed implementation of the system/model

(simulators/emulators/mathematical models) can be

ignored, which is of especial interest for non-experts in

wireless sensor network design. Finally, the configuration

of the GA optimization process is very simple on EMri-

se_OpS for users, since the interfaces of the corresponding

algorithm parameters are provided and the configurations

can be done via a MATLAB-based GUI or command lines.

A brief workflow of EMrise_OpS is presented in

Fig. 22. Before starting the optimization, relevant param-

eters are fed to the simulation environment and to the GA

evaluation engine respectively. Once the corresponding

metrics have been generated from simulation and pro-

cessed by the fitness function, the GA evaluation engine

will decide whether the final result can satisfy the criteria

of the given task. If so, the solution can be considered and

applied in real applications. Otherwise, another cycle of the

parameter tuning will start until the qualified solution for

the task is found.

In Table 4, the typical optimization steps of EMri-

se_OpS are given by easily identified syntax: generate,

evaluate and compare. The parameter space X could be a

set of communication strategies/protocols, different con-

figurations of a given protocol, or different application

scenarios as long as the parameters that under the investi-

gation can be represented as the qualified individuals in

GAs. For the performance space P, it contains the metrics

that can reflect network performance (e.g., energy con-

sumption, network reliability, network delay). For the

comprehensive and overall optimization for the given

problem, the metrics returned by the fitness function are

separated and independent for the synchronous multi-ob-

jective optimization.

4.3.3 Multi-objective GA for Pareto-front optimization

As previously mentioned, the performance optimization for

the specific application scenario is always an overall and

comprehensive process which must consider multiple

objectives at the same time. The evaluation engine of

EMrise_OpS returns a set of performance metrics p that

need to be optimized/improved simultaneously and is given

as:

min
ðXÞ

p ¼ ½p1; p2; p3; . . .; pn� ð4Þ

where X is the parameter space, but the solutions that can

simultaneously optimize every metric are difficult to find.

However, the GA based multi-objective optimization

provides an alternative, since the parallelizable character-

istics of GA (represented by the population size) can help

evaluate many different sets of solutions in the parameter

space simultaneously, which greatly improves the effi-

ciency. The selection of the best individuals is based on the

Pareto-front (qF � , F-solution space), which can be

described as a solution f ¼ ½f1. . .fn� dominating

f� ¼ ½f �1 . . .f �n �. This condition is true if each parameter of f is

not greater than the corresponding parameter in f� and there

Table 3 Advantages of GAs

compared to the conventional

methods

Advantage of GAs

Parallelism, efficiency, reliability, easily modified and adaptable to different problems

Large and wide solution space search ability

Non-knowledge based optimization process

Use of fitness function for evaluation

Easy to discover global optimum, avoid trapping in local optima

Capable of multi objective optimization, can return a suite of potential solutions

Good choice for large-scale/wide variety of optimization problems

Fig. 22 Workflow of EMrise_OpS
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is at least one parameter that is less, i.e. f i � f�i for each i and

f i\f�i for some i. This is presented as f � f� to mean f

dominates f�, and the total description inmathematics can be

given as follows:

8ði2f1;...;ngÞðf i � f �i Þ ^ 9ði2f1;...;ngÞðf i \ f �i Þ ð5Þ

In other words, the Pareto-front is part of the boundary

of performance space. On this boundary, no solution is

better in criteria that makes at least one performance metric

better without making other metrics worse. The Pareto

front captures the trade-offs between competing perfor-

mance metrics and identifies the solutions that are non-

dominated, as shown in Fig. 23.

In order to satisfy the simultaneous evaluation require-

ments on complex design problems and system develop-

ment, if multi-objective GA optimization only focuses on a

specific condition, the satisfying results are hardly to

achieve. Therefore, a multi-scenario optimization method

is proposed, which has already solved many engineering

problems like [62, 63]. The use of this multi-scenario based

multi-objective optimization is to find a robust solution

which can give the optimal performance for all possible

case scenarios and it can be presented as:

min
ðXÞ

p ¼ ½pa1; pa2; . . .; pan; . . .; pm1; pm2; . . .; pmn� ð6Þ

where X is the vector of design parameters, p denotes a set

of related performance metrics of several scenarios which

are returned by EMrise_OpS evaluation engine from the

simulations, pa1 to pan and pm1 to pmn represent the per-

formance metrics of scenario a and scenario

m respectively.

Take two primary objectives, energy and reliability

(packet loss), as the example for performance optimization.

If these two metrics need to be evaluated under different

scenarios before practical use, the following four-dimen-

sional (4D) front in Fig. 24 is able to transpose the concept

for the case of multiple scenarios and help explore trade-

offs for the metrics. In this 4D coordinate, the dotted lines

plotted in quadrant one and four are the Pareto fronts.

A_Metric2 and B_Metric1 axes are reversed to make the

plot clearer, and quadrant two and three are used as the

auxiliary quadrant to help locate the rectangle tradeoff

markers. In the meantime, the rectangles are signs of

metrics balance for different scenario requirements

according to the decision maker.

4.3.4 GUI of EMrise_OpS and generic use of EMrise_OpS

A MATLAB based GUI has been developed for EMri-

se_SS and EMrise_OpS to link simulation and optimiza-

tion, which facilitates configurations on both sides and

makes the evaluation process visualizable. The GUI is

shown in Fig. 25, where all the corresponding parameters

can be set easily. Except for this multiple and detailed

configuration interfaces support, EMrise_OpS is very

generic of use. In this work, the fitness function uses

EMrise_SS simulation results. However, the fitness func-

tion in EMrise_OpS can be of multiple types as long as it

provides parameter space inputs and performance metrics

outputs. Thus, results from other well-known WSN simu-

lators such as NS-2, OMNeT?? and Prowler can also be

used under the evaluation of EMrise_OpS, even if the

Table 4 Pseudo code of EMrise_OpS optimization process

Fig. 23 Pareto-front optimality
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detailed implementation and knowledge of such simula-

tions are unknown. Therefore, EMrise_OpS GUI also

provides path loading to help select different types of fit-

ness functions (in the mid-left of GUI) according to each

specific case.

4.3.5 Case studies on multi-scenario and multi-objective

optimization

The main goal of this test case is to verify the capability of

the EMrise_OpS framework under the conditions of multi-

scenario and multi-objective optimization. The case

applied in this experiment is the typical wireless body area

networks (WBANs) [64], which are widely used in medical

and health care applications, as shown in Fig. 26. In the

experiments, both Telos node and iHop@Node based net-

works are under investigation, the typical payload length in

the packet is set to 2 bytes, and each simulation is set to

2 s. Fixed seed values are also adopted to mitigate the

influence of the starting time of data sensing.

For such a network, each sensor node represents a

specific scenario, and the use of different configurations of

the unslotted CSMA/CA algorithm under this multi-sce-

nario case could cause different performances at each

sensor node. Note that during the algorithm tuning process,

the same algorithm parameter combination is used to

configure all sensor nodes. As mentioned previously, per-

formance optimization problems always involve multiple

objectives to be met simultaneously in each specific sce-

nario. These objectives are usually conflicting such as

achieving maximum network reliability and at the same

time minimizing the energy consumption. Therefore, usu-

ally there is no single solution to a multi-objective opti-

mization problem, in addition to the use of the Pareto front

method to find a set of mathematically equal solutions.

In the test, two objectives (energy and packet loss) are

subjected to optimization within the framework to achieve

the solution trade-offs. In the multi-scenario situation of the

network, the fitness function of each individual is com-

posed of two pairs of energy consumption and packet loss

rate for two different sensor nodes. The detailed fitness

function is given as:

min
ðXÞ

p ¼ ½EnergyNode1;PktLossProNode1;

EnergyNode2;PktLossProNode2�
ð7Þ

Fig. 24 4D Plot for multi-objective based multi-scenario optimiza-

tion [58]

Fig. 25 MATLAB-based GUI Fig. 26 Typical WBANs for medical and health care
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where X is the parameter space of the unslotted algorithm

(four parameters). Node1 and Node2 are different nodes

selected from ECG, Arterial, Motion, Glucose, Respiration

and Temperature sensor nodes. The multi-objective genetic

algorithm was implemented by MATLAB, integrated into

the EMrise_OpS framework and was used to generate the

Pareto front for energy consumption and packet loss

probability. The GA was configured with 60 initial integer

individuals, 30 generations, scattered crossover, 0.8

crossover fraction as well as 2 elite children. Figure 27

shows the obtained four-dimensional Pareto front from the

Telos mote based network.

In the Figure, the node energy consumption and network

packet loss rate of the glucose sensor node are compared

with the corresponding performance metrics of the respi-

ration and temperature nodes respectively. According to

the problem requirements, a good tradeoff solution for both

energy and reliability can be manually selected by the

decision maker based on their knowledge and intuitive

experience (e.g., dashed rectangle in the Fig. 24). Algo-

rithm configurations are also presented in the Fig-

ure ([macMinBE, macMaxBE, macMaxFrameBackoffs,

macMaxFrameRetries] = [1, 3, 5]). On the other hand, do

note that the best tradeoff solution for two specific cases

might not guarantee the best tradeoff for the other two

cases. Therefore, if an overall tradeoff solution is required

for the whole network then a more comprehensive opti-

mization on all the possible scenarios needs to be

evaluated.

In another case study, the performance metrics (energy,

reliability) of the highest sample rate based ECG node are

also tested and compared with the glucose node by using

iHop@Node. Two scenarios were under investigation,

which were 1 Mbps based high data rate and 250 Kbps

based low data rate. Figure 28 shows the 4D Pareto front.

The results in Fig. 28 show that the balance of tradeoffs

between energy consumption and packet loss still needs to

be found on the Pareto front for both data rate cases. As

compared to the commonly used 250 Kbps low data rate,

the high data rate based network can provide both lower

energy consumption and packet loss, which brings it closer

to the ideal performance area. This is because the high data

rate reduces the channel occupation condition, so more

packets can be successfully transmitted. For energy saving,

this comes from two parts. Firstly, with good channel

conditions under high data rate, mechanisms like repeated

channel check and retransmission in the unslotted algo-

rithm are no longer necessary, since almost all the packets

can be successfully transmitted with one attempt, and

energy is saved from protocol overhead. Secondly, despite

the fact that a high data rate case consumes more current

during the packet and ACK frame transmission, the time

spent in both transmissions are greatly reduced due to the

high data rate, and ultimately a large amount of energy can

be saved from this part.

5 Conclusion

In this book chapter, the design and implementation of a

house-build platform EMrise is presented for the energy

management and evaluation of WSNs. Benefiting from

SystemC-based simulation, EMrise is able to support energy

consumption evaluation and exploration of heterogeneous

Fig. 27 Energy and packet loss Pareto front (Glucose vs Respiration/

Temperature)
Fig. 28 Energy and packet loss Pareto front (ECG vs Glucose @

1 Mb and 250 Kb)
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sensor network at system-level and transaction-level. With a

cost-effective and flexible hardware measurement platform,

simulation/emulation models can be calibrated and verified

for the accurate energy prediction. In addition, a generic

genetic algorithm-based optimization framework is also

integrated in the EMrise for the fast, multi-objective and

multi-scenario energy optimization.

For the future better work, more detailed simulation

models and communication protocols models will be

integrated into EMrise for more realistic energy evaluation.

The re-design of hardware platform in a smaller size will

also be necessary for the practical use on more sensor node

measurements. Besides, the integration of other optimiza-

tion algorithms will help the exploration of more efficient

methods of achieving energy-aware and manageable

WSNs.
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