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Abstract Mobile ad hoc multipath routing protocols have

attracted considerable research attention over the past

decade, but the limited battery life of nodes remains a

significant obstacle. Many researchers have designed

multipath routing protocols that balance the data load

between the generated paths, but there is always some

tradeoff between conserving the nodes’ energy and deliv-

ering data. In this paper, I introduce a load balancing (LB)

multipath routing protocol based on maximal minimal

nodal residual energy (MMRE) in the ad hoc on-demand

multipath distance vector (AOMDV) protocol. The pro-

posed LBMMRE-AOMDV protocol evaluates the gener-

ated paths based on the maximal nodal residual energy and

the actual number of packets that could be transmitted over

that path without depleting the nodes’ energy. The per-

formance of the proposed protocol was tested and evalu-

ated using different scenarios and performance metrics, and

achieved good results compared with MMRE-AOMDV

and AOMDV. In particular, the proposed method can

increase packet delivery and decrease the number of dead

nodes, thus reducing the probability of network portioning.

Keywords MANET � AODV � AOMDV � Load
balancing � MMRE-AOMDV

1 Introduction

Mobile ad hoc networks (MANETs) [4] are complex dis-

tributed systems that freely and dynamically enable self-

organized wireless mobile nodes to form arbitrary and

temporary ad hoc network topologies. MANETs allow

people and devices to work in areas with no preexisting

communication infrastructure.

Routing is the major functionality of a network, pro-

viding the paths on which the packets travel across the

network [3]. The nature of MANETs makes traditional

routing protocols impractical for ad hoc networks [9].

Therefore, a number of new routing protocols for ad hoc

networks have been introduced. These can be classified

into two different groups: proactive routing protocols,

including optimized link state routing [19] and destination

sequenced distance vector [23], and on-demand protocols,

such as dynamic source routing (DSR) [12], temporally

ordered routing algorithm [21], and ad hoc on-demand

distance vector routing (AODV) [24, 41]. Unfortunately,

proactive schemes consume more energy as they incur

large routing overheads, and reactive protocols suffer from

route discovery latencies.

The appearance of multipath routing protocols was a

major factor in solving many routing issues, especially in

MANETs. However, route discovery latencies and over-

heads persist. Multipath on-demand protocols such as

AOMDV and MP-DSR attempted to circumvent this lim-

itation by allowing the transfer of data through multiple

disjoint routes [16, 17]. Specifically, under the AOMDV

route discovery process, alternate loop-free reverse paths

are formed at intermediate nodes using the routing infor-

mation obtained through duplicate route request (RREQ)

copies. The destination node generates multiple route

replies (RREPs), which travel along multiple loop-free
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reverse paths to the source. The data forwarded from the

source node based on routing metrics is then used to select

the best multiple loop-free forward paths for forwarding

packets to the destination node [39]. Multiple paths may be

used to enhance the reliability of the routing, as they can be

applied when a route failure or congestion occurs [29], or

to provide load balancing, which is especially important

considering the limited bandwidth between nodes in

MANETs.

Load balancing [32] distributes the data and traffic load

across multiple paths to achieve optimal resource utiliza-

tion, maximize throughput, minimize response time,

increase network life time, and avoid overheads. An

unbalanced data load will lead to power depletion on

heavily loaded nodes that drop out of the network. Unless

nodes are replaced or recharged, the network will eventu-

ally be partitioned. Additionally, heavily loaded nodes will

suffer large delays and high packet loss ratios.

In recent years, energy-preserving load balancing rout-

ing protocols for ad hoc networks have received consid-

erable attention. In this paper, I introduce an energy-

efficient load balancing multipath routing protocol based

on maximal minimal nodal residual energy (MMRE) in the

AOMDV routing protocol. The proposed load balancing

(LB)MMRE-AOMDV protocol is an enhancement of

AOMDV that reduces traffic and takes advantage of

MMRE in balancing the data load among generated link-

disjoint paths while maintaining the nodes’ energy.

This paper is organized as follows. Section 2 briefly

reviews energy-efficient multipath routing protocols, both

with and without load balancing. In Sect. 3, the proposed

efficient-energy LBMMRE-AOMDV protocol is described.

Section 4 presents simulation results, and Sect. 5 outlines

the conclusions to this study.

2 Background

Wireless networks represent a fertile field for researchers to

investigate and introduce novel solutions and protocols to

keep up with the rapid evolution in wireless network types

and achieve better quality of service (QOS) metrics [5, 30].

As different network types, topologies, and applications

require different routing protocols, particularly with regard

to efficient energy consumption [40], path-finding

methodologies (unipath or multipath), and routing schemes

(unicast, broadcast, or even multicast) [22, 38].

Starting from traditional wireless networks as MANETs

[41], vehicular ad hoc networking is considered one of the

major factors in providing road safety and innovative

mobile applications [42], and could assist in forming

wireless sensor networks [15, 25, 34, 37].

Cognitive radio networks [2, 28] represent an innovative

approach to wireless engineering in which radios are

designed with an unprecedented level of intelligence and

agility, and wireless mesh networks [7] form a backbone

network composed of mesh routers that are usually static

and have no constraints on energy consumption. The most

recent wireless networks are known as opportunistic net-

works and delay-tolerant networks (DTNs). Opportunistic

networks mainly support information sharing through new

mobile applications by enabling communication between

two mobile nodes when they are in each other’s trans-

mission range or are on the same multihop path [33]. DTNs

are designed to operate over extreme distances, such as in

space, where delays are measured in hours or days rather

than seconds [8, 27, 31].

As mentioned, different wireless networks need differ-

ent routing protocols. As this paper is concerned with

MANETs, AOMDV, and MMRE-AOMDV, the following

subsections describe multipath distance vector protocols

and the updated MMRE-AOMDV, which is the basis of

this research. Finally, the concept of load balancing is

discussed.

2.1 Ad hoc on-demand multipath distance vector

The AODV [1] was one of the first powerful reactive

routing protocols. Through the route discovery phase, a

limited flooding of RREQs with a ring expansion to the

destination is processed to obtain a route through the

corresponding RREPs. AODV is a unipath routing pro-

tocol in which the route generation phase carries a huge

overhead, which limits its performance. The AOMDV

protocol reduces the overhead by generating multiple

loop-free and link-disjoint paths. In AOMDV, the source

node keeps several different routes from the multiple

RREPs.

Through AOMDV [16, 18], RREQ propagation from

the source node to the destination node establishes

multiple reverse paths, both at intermediate nodes and

the destination. Multiple RREPs traverse these reverse

paths to form multiple forward paths to the destination at

the source and intermediate nodes. AOMDV also sup-

ports intermediate nodes with alternate paths, as they are

found to be useful in minimizing the frequency of route

discovery.

Although the AOMDV employs a minimum-hop metric

to select a route, it does not take energy consumption into

consideration. It also causes the network to be flooded with

RREQs and RREPs. This produces a massive overhead

during the route discovery phase, which may lead to net-

work congestion.
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2.2 Maximal minimal nodal residual energy ad hoc

on-demand multipath distance vector

Liu et al. [14] introduced an energy-aware multipath

routing protocol called MMRE-AOMDV. The MMRE-

AOMDV protocol basically exploits the available routing

information that already exists in the underlying AOMDV

protocol. Thus, little additional overhead is required to

compute the maximal nodal residual energy in the route.

The MMRE-AOMDV routing protocol exploits the MMRE

concept. It balances the nodal energy consumption as it

selects and routes packets over multiple paths based on

minimum nodal residual energy. The MMRE-AOMDV

protocol detects the minimal nodal residual energy of each

route in the route discovery process, then sorts the multiple

routes in descending order of nodal residual energy, and

finally starts with the maximal residual energy route to

forward data packets.

MMRE-AOMDV [14] outperforms AOMDV in terms of

packet delivery fraction, throughput, and network lifetime,

but suffers from an increasing number of dead nodes as the

data load increases.

2.3 Load balancing multipath routing protocol

Effective load balancing is a challenging task in MANETs

because of their dynamic behavior and unpredictable

topology changes. The load should be efficiently dis-

tributed through the network. Otherwise, heavily-loaded

nodes may cause a bottleneck, resulting in congestion,

larger delays, and worse network performance. With the

increasing interest in multipath routing, load balancing

became a key issue in MANETs. Many multipath routing

protocols have considered the best technique for load

balancing.

Some researchers have dealt with the load balancing

concept by picking the best path from all of the generated

paths to send data. Hassanein and Zhou [10] proposed a

load-balancing routing (LBR) protocol that exploits the

node activity and traffic interference to select the source–

destination path that encounters the minimum traffic load

for transmission and the minimum interference by nodes in

the neighborhood.

Song et al. [26] proposed a load-aware on-demand

routing (LAOR) protocol for MANETs. During the route

selection phase, LAOR selects the optimal path based on

the estimated total path delay and hop count. The delay of

each node is calculated based on packet arrival times and

packet transmission times.

LBR and LAOR depend on sending data over the best

path (single path routing) [20] considering energy, traffic

load, or even hop count, so they do not strictly apply the

load balancing concept. Load balancing basically depends

on balancing data loads across multipaths. Protocols such

as LBR and LAOR tend to maximize delay, energy con-

sumption, and the number of dead nodes as they deplete the

selected path.

Many researchers have concentrated on the ranking and

energy status of paths, ignoring how to balance the data

load itself. Most studies have concentrated on distributing

the data load equally across the selected paths. Lee et al.

[13] presented a workload-based adaptive load balancing

technique that uses the idea of dropping RREQs depending

on the load status of each node; thus, nodes can be

excluded from route paths. Their algorithm uses the mes-

sage queue length in the nodes and the outstanding work-

load, defined as the combination of queue length and

residence time of packets in the queue.

Nagarjun et al. [35] proposed a packet count-based

routing mechanism. This extension of the DSR protocol

selects the least-used path for sending data packets,

rather than selecting the minimum hop count as in

DSR.

Deshmukh and Raisinghani [6] presented the energy-

efficient and load balancing multi-path (EALBM) routing

protocol to exploit multiple paths at the same time.

EALBM consists of three phases: neighbor discovery,

multipath discovery, and data transmission. The source

node initiates multipath discovery processes to determine

all existing disjoint multipaths from source to destination.

Each disjoint path is assigned a weight based on the energy

level of nodes along that path, with lower weights signi-

fying preferred paths. EALBM was tested in four different

scenarios, and exhibited a noticeable improvement over

AOMDV in terms of packet loss, latency, and normalized

load.

As this section has shown, a number of routing pro-

tocols have tried to achieve optimal load balancing, but

all suffer from some deficiencies. In the next section, the

proposed LBMMRE-AOMDV protocol is discussed in

detail.

3 LBMMRE-AOMDV

This section explains the basic operations of the

LBMMRE-AOMDV protocol, as well as its more complex

path maintenance and load balancing methodologies.

The LBMMRE-AOMDV protocol involves two phases.

The first generates link disjoint paths and maintains them in

case of one or more path failures. The second phase bal-

ances the data load among the generated link-disjoint

paths.
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3.1 Disjoint path discovery and maintenance

This phase of the proposed protocol is mainly based on the

generation of multi-link disjoint paths in MMRE-AOMDV

and AOMDV. The major modifications are as follows.

In the original AOMDV and MMRE-AOMDV, if a node

receives several redundant copies of the same RREQ, all

duplicate copies are examined for potential alternatives. In

LBMMRE-AOMDV, however, redundant RREQs with the

same\ source address, request id[ pair will be discarded.

Second, in the standard MMRE-AOMDV protocol, new

path discovery only starts when one or more paths fail, and

an RERR message is forwarded to the source when the last

path to the destination breaks. The LBMMRE-AOMDV

protocol only starts to forward the RERR at the beginning

of the new transmission round if

N ¼ N� 2 ð1Þ

where N is the number of generated disjoint paths. The

LBMMRE-AOMDV protocol permanently requires a

spare path to move data on if any path fails, as well as an

external path for the load balancing phase. The

LBMMRE-AOMDV protocol relies on switching the data

transmission between paths so as not to consume the

paths’ energy. For example, if four disjoint paths are

available, only three will be used for transmission, and the

fourth will be used as a spare in case any of the working

paths fail. If two paths fail, the transmitted data may be

lost, as the transmission power needed for the data may

exceed the available paths’ power. Preventing this sce-

nario is an important area of study. In the first transmis-

sion round, assume that paths 1, 2, and 3 will be used for

transmission. In the second round, the path with the

maximum consumed energy will be replaced by the spare

one, and the transmission will continue.

Similar to MMRE-AOMDV, the LBMMRE-AOMDV

protocol sorts the generated paths in descending order of

nodal residual energy, and uses the path with the maximal

nodal residual energy to forward data packets. The

LBMMRE-AOMDV protocol computes the maximum

number of packets the path can transmit, but this must not

exceed the maximum useable bandwidth of the path.

The LBMMRE-AOMDV protocol involves:

1. Generating the N link-disjoint paths.

2. Sorting the generated N link-disjoint paths in descending

order based on the maximal nodal residual energy [11]:

lj ¼ min
i2k

Eij ð2Þ

where Eij is the residual energy of node i on path j and

lj is the nodal residual energy of path j.

3. Setting the path with the minimal nodal residual

energy as a spare path, and continue with the

remaining N-1 link-disjoint paths.

4. Computing the maximum number of packets the path

can transmit [11]:

a ¼
Xk�1

i¼1

T ni; niþ1ð Þ
 !

ð3Þ

where a is the energy consumed for one packet, ni,…,

nk-1 are the nodes in the path, and T denotes the

energy consumed in transmitting and receiving a

packet over one hop. The maximum number of packets

that can be transmitted over path j is:

Pmax
j ¼

lj
a

ð4Þ

5. Computing the actual number of packets that can be

transmitted over path j:

ATPj ¼
lj � ATP
PN�1

j¼1 lj
ð5Þ

where ATP is the actual total number of packets to be

transmitted from source to destination on a network.

ATPj depends on the ratio of the residual energy

of path j to the total residual energy of all generated

paths.

6. Checking which of Pmaxj or ATPj is smaller and start

the transmission process.

7. Repeat steps 2–7 until the transmission is complete.

For example the following graph represents a MANET,

where S is the source node and D is the destination node.

A, B, C, E, and M are the intermediate nodes (the

residual energy of these nodes is shown next to the node).

Applying LBMMRE-AOMDV to send 50 packets from S

to D involves the following steps:

First the source S propagates an RREQ to the

destination node, where duplicated RREQs from

the same source nodes are ignored, as shown by

the black arrows

Second all available link-disjoint paths are generated:

Path 1 : S - E - D½ �
Path 2 : S - A - B - D½ �
Path 3 : S - M - C - D½ �
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Third to calculate each generated path’s nodal residual

energy (lj), the source S and destination D are

excluded from the calculations:

l1 ¼ minð120Þ ¼ 120

l2 ¼ minð100; 70Þ ¼ 70

l3 ¼ minð90; 130Þ ¼ 90

The paths are then sorted in descending order of nodal

residual energy, and the path with the least energy is set as

the spare path:

1. Path 1: [S-E-D]

2. Path 3: [S-M-C-D]

3. Path 2: [S-A-B-D] (set as spare path)

Fourth Pmaxj and ATPj are calculated as in Table 1.

Table 1 indicates that path 1 can transmit 28 of the 30

packets. This is the maximum the path can transmit, but

deplete the path energy. Path 3 can only transmit 15 out of

21 packets. Finally, the previous steps will be repeated

until the transmission has been completed. The next section

gives a detailed description of the simulation environment

(Fig. 1).

4 Simulation settings

4.1 Simulation environment

The performance of LBMMRE-AOMDV, MMRE-

AOMDV, and AOMDV was evaluated using the Network

Simulator (NS) v2.34 [36]. NS is a discrete event simulator

targeted at networking research, and provides substantial

support for the simulation of TCP, routing, and multicast

protocols over wired and wireless networks.

NS began as a variant of the REAL network simulator in

1989, and has evolved substantially over the past few

years. In 1995, NS development was supported by DARPA

through the VINT project at LBL, Xerox PARC, UCB, and

USC/ISI. Currently, NS development is supported through

DARPA with SAMAN and through NSF with CONSER,

both in collaboration with other institutes including ACIRI.

The simulation settings and parameters employed in the

experiments are summarized in Table 2.

4.2 Performance metrics

The following metrics were considered in the evaluation:

• Packet delivery ratio the ratio of the number of data

packets delivered to the destination. Packet delivery

ratio is obtained by dividing the number of data packets

correctly received at the destination by the number of

data packets sent by the source.

• End-to-end delay average delay of data packets from

source to destination.

• Average energy consumption average energy consumed

by all nodes in the network.

• Routing overhead the number of control packets

transmitted through the network.

• Number of dead nodes number of nodes dropping out of

the network at different simulation times.

Fig. 1 Route selection using LBMMRE-AOMDV

Table 1 LBMMRE-AOMDV

calculations
Paths A lj Pmaxj ATPj

1 4 120 30 28

3 6 90 15 21

Table 2 Simulation parameters

Simulator NS-2.34

Routing protocols AOMDV, MMRE-AOMDV,

and LBMMRE-AOMDV

Simulation time (s) 30, 60, 120, 300, 600, 900

Simulation area 1000 m 9 1000 m

Number of nodes 10, 20, 50, 100, 200

Transmission range (m) 250

Mobility model Random way point

Maximum speed 10 m/s

Data packet size 512, 1024 bytes

Traffic source CBR Traffic Source CBR

Initial node energy (J) 50
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5 Results and discussion

5.1 Packet delivery ratio

The packet delivery ratio was tested for packet sizes of 512

and 1024 bytes. Figure 2 illustrates how many 512-byte

data packets each protocol delivers successfully.

LBMMRE-AOMDV exhibited a higher packet delivery

ratio than MMRE-AOMDV and AOMDV for all numbers

of nodes. For example, with 10 nodes, the LBMMRE-

AOMDV packet delivery ratio was 99 %, compared with

97 % for MMRE-AOMDV and 91 % for AOMDV. With

200 nodes, LBMMRE-AOMDV successfully delivered

85 % of packets, whereas MMRE-AOMDV delivered

80 % and AOMDV delivered just 79 %. It is clear that the

packet delivery ratio of LBMMRE-AOMDV is less

affected by the simulation time than the other two

protocols.

Figure 3 demonstrates how many 1024-byte data pack-

ets each protocol delivers successfully. It can be seen that

the packet delivery ratio is generally lower for this higher

packet size. With 10 nodes, the LBMMRE-AOMDV

packet delivery ratio was 97 %, compared with 94 % for

MMRE-AOMDV and 85 % for AOMDV. With the

maximum of 200 nodes, LBMMRE-AOMDV achieved a

packet delivery ratio of 83 %, whereas MMRE-AOMDV

achieved 75 % and AOMDV scored just 63 %. AOMDV

suffers a higher attrition rate in both cases.

5.2 End-to-end delay

Figure 4 shows the average end-to-end delay with different

numbers of packets. LBMMRE-AOMDV suffered the

highest average end-to-end delay, followed by MMRE-

AOMDV and AOMDV. This is because the main goal of

LBMMRE-AOMDV is to deliver the maximum possible

amount of data safely. LBMMRE-AOMDV averaged

2.47 s end-to-end delay for 1000 packets, whereas

AOMDV achieved the lowest average end-to-end delay of

1.89 s. It is clear that the increase in the average end-to-end

delay with respect to the number of packets is much higher

for LBMMRE-AOMDV than the other two protocols.

5.3 Average energy consumption

Reducing energy consumption is an important goal. Fig-

ure 5 shows that the average amount of energy consumed

by LBMMRE-AOMDV is much less than that of the other
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two protocols. It can also be seen that the rate of increase in

energy consumed is less for LBMMRE-AOMDV than for

MMRE-AOMDV and AOMDV. The highest energy con-

sumption was 0.49 J by AOMDV with 200 nodes, whereas

LBMMRE-AOMDV consumed just 0.35 J for the same

topology.

5.4 Routing overhead

Lowering overheads is a goal of all routing algorithms, as it

implies lower energy consumption, fewer dead nodes, and

less traffic. The overhead was tested for different pause

times, as the pause time represents the time for which the

nodes freeze and the effect of their mobility disappears.

As Fig. 6 illustrates, LBMMRE-AOMDV achieved a

notable decrease in routing overhead. For a 10 s pause

time, LBMMRE-AOMDV incurred an overhead of 0.32,

compared with 0.38 for AOMDV. LBMMRE-AOMDV

also achieved a lower overhead than MMRE-AOMDV.

Finally, it is clear that the attrition in the routing overhead

is higher for LBMMRE-AOMDV than for the other two

protocols.

5.5 Number of dead nodes

The fewer dead nodes suffered by LBMMRE-AOMDV is a

clear advantage over MMRE-AOMDV. The number of

dead nodes was counted at different simulation times when

sending 1000 512-byte packets over 50 and 100 nodes.

Figure 7 plots the number of dead nodes at various

simulation times in a network of 50 nodes. Under

LBMMRE-AOMDV, only three nodes were dead after a

900 s simulation, whereas MMRE-AOMDV suffered three

times more than this number. Figure 8 shows the number of

dead nodes in a 100-node network over a 900 s simulation.

The difference between LBMMRE-AOMDV, MMRE-

AOMDV, and AOMDV decreases in this instance, but

LBMMRE-AOMDV still outperforms the other protocols.

The above results indicate that LBMMRE-AOMDV is

superior to MMRE-AOMDV and AOMDV in terms of

maximizing packet delivery ratio, reducing energy con-

sumption, minimizing the number of dead nodes, and

decreasing the routing overhead. However, LBMMRE-

AOMDV suffers from higher end-to-end delay, as it is

basically designed to deliver the maximum number of

packets with the minimum energy, taking into account the

number of dead nodes. Hence, LBMMRE-AOMDV is

highly applicable in systems that are focused on the

delivery of data, such as banking and online shopping.

6 Conclusions

A new load balancing multipath routing protocol

(LBMMRE-AOMDV) has been proposed in this research.

The LBMMRE-AOMDV protocol evaluates the generated

paths to determine the maximal nodal residual energy and

the actual number of packets that can be transmitted over

that path without depleting the nodes’ energy.

The performance of LBMMRE-AOMDV relative to

MMRE-AOMDV and AOMDV was studied under a wide

range of scenarios using NS v2.34. LBMMRE-AOMDV

achieved better performance in four of the five evaluation

metrics, but encountered higher end-to-end delay.

In applying LBMMRE-AOMDV, the tradeoff between

node energy consumption and the data load to be trans-

mitted over the network is effectively balanced. It is rec-

ommended that LBMMRE-AOMDV be applied in systems

where the delivery of data is especially important, as in

banking, plane reservations, and online shopping.

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

0.4

10 20 50 100 200

Ro
ut

in
g 

ov
er

he
ad

Pause time (s)
LBMMRE-AOMDV MMRE-AOMDV AOMDV

Fig. 6 Routing overhead with respect to pause time

0
1
2
3
4
5
6
7
8
9

10

30 60 120 300 600 900

N
um

be
r o

f d
ea

d 
no

de
s

Simulation time (s)
LBMMRE-AOMDV MMRE-AOMDV AOMDV

Fig. 7 Number of dead nodes (out of 50) at various simulation times

0
2
4
6
8

10
12
14
16
18

30 60 120 300 600 900

N
um

be
r o

f d
ea

d 
no

de
s

Simulation time (s)
LBMMRE-AOMDV MMRE-AOMDV AOMDV

Fig. 8 Number of dead nodes (out of 100) at various simulation

times

Wireless Netw (2016) 22:1355–1363 1361

123



References

1. Adam, S., & Hassan, R. (2013). Delay aware reactive routing

protocols for QoS in MANETs: A review. Journal of Applied

Research and Technology, 11(6), 844–850.

2. Attar, A., Tang, H., Vasilakos, A., Yu, F., & Leung, V. (2012). A

survey of security challenges in cognitive radio networks: solu-

tions and future research directions. In Proceedings of the IEEE,

100(12), 3172–3186.

3. Busch, C., Kannan, R., & Vasilakos, A. (2012). Approximating

congestion? dilation in networks via ‘‘quality of routing’’ games.

IEEE Transactions Computers, 61(9), 1270–1283.

4. Chlamtac, I., Conti, M., & Liu, J. (2003). Mobile ad hoc net-

working: Imperatives and challenges. Ad Hoc Networks, 1,

13–64.

5. Demestichas, P., Stavroulaki, V., Papadopoulou, L., Vasilakos,

A., & Theologou, M. (2004). Service configuration and traffic

distribution in composite radio environments. IEEE Transactions

on Systems, Man, and Cybernetics, Part C, 34(1), 69–81.

6. Deshmukh, S.R., & Raisinghani, V.T. (2014). EALBM: Energy

aware load balancing multipath routing protocol for MANETs.

Eleventh International conference on wireless and optical com-

munications networks (WOCN), pp. 1–7.

7. Duarte, P., Fadlullah, Z., Vasilakos, A., & Kato, N. (2012). On

the partially overlapped channel assignment on wireless mesh

network backbone: A game theoretic approach. IEEE Journal on

Selected Areas in Communications, 30(1), 119–127.

8. Dvir, A., & Vasilakos, A. (2010). Backpressure-based routing

protocol for DTNs. In Proceedings of the ACM SIGCOMM 2010

conference, 405–406.

9. Gunyoung, K., Duyoung, O., & Heekyoung, W. (2003). A graph-

based approach to compute multiple paths in mobile ad hoc

networks. In Proceedings of the second international conference

on human.society@internet, Seoul, Korea, 18–20 June 2003,

pp. 323–331.

10. Hassanein, H., & Zhou, A. (2001). Routing with load balancing in

wireless ad-hoc networks. 4th ACM international workshop on

modeling, analysis and simulation of wireless and mobile sys-

tems, 89–96.

11. Ijlal Ali Shah, S., Ilyas, M., & Mouftah, H. T. (2011). Pervasive

communications handbook. CRC Press, Taylor & Francis Group,

ISBN-10: 1420051091, ISBN-13: 978-1420051094.

12. Johnson, D., & Maltz, D. (1996). Dynamic source routing in ad

hoc wireless networks. Mobile computing, Kluwer international

series in engineering and computer science, 353 (pp. 153–181).

US: Springer.

13. Lee, Y., & Riley, G. (2005). A workload-based adaptive load-

balancing technique for mobile ad hoc networks. Wireless com-

munications and networking conference, 2005 IEEE, 4,

2002–2007.

14. Liu, Y., Guo, L., Ma, H., & Jiang, T. (2008). Energy efficient on-

demand multipath routing protocol for multi-hop ad hoc net-

works. In IEEE 10th international symposium on spread spec-

trum techniques and applications. ISSSTA’08, 572–576.

15. Liu, L., Song, Y., Zhang, H., Huadong, M., & Vasilakos, A.

(2015). Physarum optimization: A biology-inspired algorithm for

the steiner tree problem in networks. IEEE Transactions on

Computers, 64(3), 819–832.

16. Malini, S., Kannan, E., Valarmathi, A., & Rajan, C. D. S. (2011).

Traffic based energy consumption analysis of AOMDV protocol

in a mobile ad hoc network. International Journal of Computer

Applications, 14(6), 43–46.

17. Marina, M. K., & Das, S. R. (2001). On-demand multipath dis-

tance vector routing in ad hoc networks. Ninth international

conference on network protocols, 2001, IEEE, 14–23.

18. Marina, M. K., & Das, S. R. (2006). Ad hoc on-demand multipath

distance vector routing. Wireless Communcation and Mobile

Computing, 6(7), 969–988.

19. Mbarushimana, C., & Shahrabi, A. (2007). Comparative study of

reactive and proactive routing protocols performance in mobile

ad hoc networks. In IEEE 21st international conference on

advanced information networking and applications workshops

(AINAW’07), 2, 679–684.

20. Meng, T., Wu, F., Yang, Z., Chen, G., & Vasilakos, A. (2015).

Spatial reusability-aware routing in multi-hop wireless networks.

IEEE Transactions on Computers,. doi:10.1109/TC.2015.

2417543.

21. Park, V. D., & Corson, M. S. (1997). A highly adaptive dis-

tributed routing algorithm for mobile wireless networks. INFO-

COM 97, IEEE, 3, 1405–1413.

22. Peng, L., Song, G., Shui, Y., & Vasilakos, A. (2012). CodePipe:

An opportunistic feeding and routing protocol for reliable mul-

ticast with pipelined network coding. INFOCOM, 2012, 100–108.

23. Perkins, C. E., & Bhagwat, P. (1994). Highly dynamic destina-

tion-sequenced distance vector routing (DSDV) for mobile

computers. ACM SIG-COMM, 234–244.

24. Perkins, C. E., & Royer, E. M. (1999). Ad hoc on-demand dis-

tance-vector routing. In IEEE workshop on mobile computing

systems and applications, 90–100.

25. Sheng, Z., Yang, S., Yu, Y., Vasilakos, A., McCann, J., & Leung,

K. (2013). A survey on the IETF protocol suite for the internet of

things: Standards, challenges, and opportunities. Wireless Com-

munications, IEEE, 20(6), 91–98.

26. Song, J. H., Wong, V., & Leung, V. (2003). Load aware on-

demand routing (LAOR) protocol for mobile ad hoc networks. In

IEEE vehicular technology conference (VTCSpring), Jeju, Korea,

3, 1753–1757.

27. Spyropoulos, T., Bin Rais, R., Turletti, T., Obraczka, K., &

Vasilakos, A. (2010). Routing for disruption tolerant networks:

taxonomy and design. Wireless Networks, 16(8), 2349–2370.

28. Tigang, J., Honggang, W., & Vasilakos, A. (2012). QoE-driven

channel allocation schemes for multimedia transmission of prior-

ity-based secondary users over cognitive radio networks. IEEE

Journal on Selected Areas in Communications, 30(7), 1215–1224.

29. Valarmathi, A., Chandrasekaran, R., & Gopalan, N. (2010).

A Congestion aware and adaptive dynamic source routing algo-

rithm with load balancing for MANETs. International Journal of

Computer Science and Technology, 8, 1–4.

30. Vasilakos, A., Ricudis, C., Anagnostakis, K., Pedryca, W., &

Pitsillides, A. (1998). Evolutionary-fuzzy prediction for strategic

QoS routing in broadband networks. In Proceedings of the 1998

IEEE international conference on fuzzy systems, 2, 1488–1493.

31. Vasilakos, A., Zhang, Y., & Spyropoulos, T. (2012). Delay tol-

erant networks: Protocols and applications. CRC Press.

32. Wang, L., Shu, Y., Zhao, Z., Zhang, L., & Yang, O. (2002). Load

balancing of multipath source routing in ad hoc networks. In

IEEE international conference on communications 2002, 5,

3197–3201.

33. Woungang, I., Dhurandher, S., Anpalagan, A., & Vasilakos, A.

(2013). Routing in opportunistic networks. ISBN 978-1-4614-

3514-3. New York: Springer.

34. Xiang, L., Luo, J., & Vasilakos, A. (2011). Compressed data

aggregation for energy efficient wireless sensor networks. 2011

8th annual IEEE communications society conference on sensor,

mesh and ad hoc communications and networks (SECON), 46–54.

35. Nagarjun, B., Sathish, L., Santhosh Chaitanya, L., Tanvir Ansari,

Md., Tapaswi, S. . Packet count based routing mechanism: a load

balancing approach in MANETs. Networked digital technologies,

communications in computer and information science, 88, (pp.

669–675).

1362 Wireless Netw (2016) 22:1355–1363

123

http://dx.doi.org/10.1109/TC.2015.2417543
http://dx.doi.org/10.1109/TC.2015.2417543


36. The Network Simulator—ns-2. http://www.isi.edu/nsnam/ns/.

37. Yao, Y., Cao, Q., & Vasilakos, A. (2013). EDAL: An energy-

efficient, delay-aware, and lifetime balancing data collection

protocol for wireless sensor networks. In Proceedings of the 10th

IEEE international conference on mobile ad-hoc and sensor

systems, 182–190.

38. Yen, Y.-S., Chao, H., Chang, R., & Vasilakos, A. (2011).

Flooding-limited and multi-constrained QoS multicast routing

based on the genetic algorithm for MANETs. Mathematical and

Computer Modelling, 53(11–12), 2238–2250.

39. Youssef, M., Ibrahim, M., Abdelatif, M., Chen, L., & Vasi-

lakos, A. (2014). Routing metrics of cognitive radio networks:

A survey. IEEE Communications Surveys and Tutorials, 16(1),

92–109.

40. Zeng, Y., Xiang, K., Deshi, L., & Vasilakos, A. (2013). Direc-

tional routing and scheduling for green vehicular delay tolerant

networks. Wireless Networks, 19(2), 161–173.

41. Zhang, X., Zhang, Y., Yan, F., & Vasilakos, A. (2015). Inter-

ference-based topology control algorithm for delay-constrained

mobile ad hoc networks. IEEE Transactions on Mobile Com-

puting, 14(4), 742–754.

42. Zhou, L., Zhang, Y., Song, K., Weiping, J., & Vasilakos, A.

(2011). Distributed media services in P2P-based vehicular net-

works. IEEE Transactions on Vehicular Technology, 60(2),

692–703.

Saleh Alghamdi received his

B.Sc. in Electrical Engineering

from King Saud University,

Riyadh, Saudi Arabia. He

received his M.Sc. in Digital

Systems Engineering and Ph.D.

in Computer Engineering from

the University of Manchester

Institute of Science and Tech-

nology, Manchester, UK. He

worked with the Colleges of

Technology of Saudi Arabia for

many years as a faculty mem-

ber, a Department chairman, a

vice dean and a dean. Currently,

he is with the Department of Computer Engineering at AlBaha

University, Saudi Arabia. His research interests are in fault-tolerant

systems, network architectures and protocols, distributed systems,

neural networks, and wireless ad-hoc networks.

Wireless Netw (2016) 22:1355–1363 1363

123

http://www.isi.edu/nsnam/ns/

	Load balancing maximal minimal nodal residual energy ad hoc on-demand multipath distance vector routing protocol (LBMMRE-AOMDV)
	Abstract
	Introduction
	Background
	Ad hoc on-demand multipath distance vector
	Maximal minimal nodal residual energy ad hoc on-demand multipath distance vector
	Load balancing multipath routing protocol

	LBMMRE-AOMDV
	Disjoint path discovery and maintenance

	Simulation settings
	Simulation environment
	Performance metrics

	Results and discussion
	Packet delivery ratio
	End-to-end delay
	Average energy consumption
	Routing overhead
	Number of dead nodes

	Conclusions
	References




