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Abstract As the demands for efficient distributed device-

to-device (D2D) communications increase, signal-to-

interference ratio (SIR)-based multiple access (SBMA)

technique has been proposed. By enabling SIR-aware

multiple access control in distributed D2D communication,

SBMA can improve utilization of the shared wireless

medium in comparison with the conventional carrier sense

multiple access technique. However, SBMA suffers from

the cascade yielding problem which adversely affects the

performance gain expected from SBMA. Cascade yielding

is caused due to the limited knowledge available to each

device about the medium access decisions of the neigh-

boring devices. In order to reduce this problem, this paper

enhances SBMA by taking into account the yielding rela-

tionships between neighboring devices during medium

access decisions. The yielding relationships enable each

device to more precisely estimate the SIRs and hence more

effectively determine medium accessibility. Our simulation

results show that the enhanced SBMA can allow more

devices to simultaneously access the shared medium and

improve the overall performance of D2D communications.

Keywords Distributed device-to-device (D2D)

communications � Maximal matching scheduling �
SIR based multiple access � Proximity service

1 Introduction

In order to accommodate the burgeoning traffic in the

existing network capacity, device-to-device (D2D) com-

munication is being examined [1–8, 10, 11]. By enabling

direct data transfer between adjacent mobile devices, D2D

communication relieves the central base station from

unnecessary relaying of information to and from mobile

devices. Since D2D setup allows direct communication,

more users may be accommodated within the network

without increasing overall bandwidth requirements. Due to

its apparent advantages, the 3rd generation partnership

project (3GPP) is considering to standardize D2D com-

munication for the next generation communication systems

[3–7]. Various use cases and potential requirements for

D2D communication in 3GPP Rel. 12 of long term evo-

lution (LTE) system have been introduced in [3].

In order to get maximum benefit, D2D communications

should have the ability to offload the burden of cellular sys-

tems without introducing high control overhead. Secondly,

D2D services should be available even in the environments

where cellular coverage is not available. In such cases, D2D

communication may be able to provide extended coverage to

other nodes bymeansof relaying, as envisaged inpublic safety

communications [3]. Taking these issues into account,

exploring distributed D2D communications shall be of more

interest. In distributed D2D communications, a pair of a
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transmitting (Tx) device and a receiving (Rx)device is defined

as a D2D connection. The Tx and Rx devices in a D2D con-

nection do not require coordination from a centralized entity,

e.g. a base station or central network controller, for commu-

nicating with each other. The D2D connection must occupy

wireless medium consisting of certain time and frequency

resources. The medium of a network is often shared by mul-

tipleD2Dconnections to increase the spectral efficiency of the

network. Techniques such as carrier sense multiple access

with collision avoidance (CSMA/CA) can be used to

accommodate multiple D2D connections on the shared med-

ium. It is well known that CSMA/CA allows each user to

access the shared medium if the carrier for an ongoing trans-

mission is not sensed on the shared medium [9, 12]. A serious

drawback of CSMA/CA is that the devices may back off even

when the ongoing transmission and the devices’ transmission

could be performed at the same time with a sufficiently high

signal-to-interference ratios (SIRs). Therefore, CSMA/CA

based D2D communication results in underutilization of the

wireless resources [10].

SIR-based multiple access (SBMA) technique, which

provides fully distributed medium access coordination for

peer-to-peer and infrastructure-less communications, is

newly introduced for efficient distributed D2D communi-

cations [10, 11]. In the previous studies, SIR is considered

mostly in transmission power and call admission control

techniques, especially for the CDMA systems [13, 14].

Different from such pervious works, SMBA allows D2D

connections to determine their medium accessibility based

on instantaneous SIR that is measured by each device

before transmission in order to utilize the shared medium

more efficiently. SBMA intends to achieve what is known

as the maximal matching distributed scheduling [15–17].

The purpose of maximal matching is to find a maximal set

of devices that can access the shared medium simulta-

neously without violating predefined interference con-

straints [15–17]. In other word, the purpose of SBMA is to

allow as many devices as possible to simultaneously access

the shared medium while guaranteeing certain level of

transmission quality. By allowing more devices to simul-

taneously access the shared medium compared to the leg-

acy CSMA/CA, SBMA improves resource utilization while

still keeping interference within a tolerable limit.

In SBMA, multiple access to the shared medium is

conditioned on the SIR values of the D2D connections that

intend to transmit simultaneously. Let us consider a D2D

connection i consisting of a Tx device (Txi) and a Rx

device (Rxi). According to SBMA, Txi makes a decision to

transmit data to Rxi during a certain medium access period,

only if the estimated SIR of its own connection as well as

the estimated SIRs of its neighboring connections (that will

simultaneously access the medium) are higher than the

specified thresholds. A big limitation to this scheme is that

a device cannot determine which neighboring connections

will simultaneously transmit data on the shared medium.

Since the calculations of SIRs are done by multiple dis-

tributed connections in parallel, a device cannot know

whether each of its neighboring connections eventually

decides to access the medium or not. Each device simply

assumes that all of its neighboring connections attempting

data transmission will transmit data simultaneously during

the medium access period. Because of this assumption, the

device includes interferences from all of its neighboring

connections in the calculations of SIRs. The calculated SIR

values may force some connections to back off even when

they could have transmitted successfully with sufficiently

high SIRs. This phenomenon in SBMA is called cascade

yielding problem [18]. Since the cascade yielding problem

limits the reuse of the shared medium and reduces the

frequency of data transmissions for each connection, it

should be avoided in order to improve the performance of

distributed D2D communications.

For achieving improved maximal matching, this paper

proposes SBMA with cascade yielding avoidance (SBMA/

CYA) which is an enhanced version of the SBMA tech-

nique. In order to reduce the occurrence of cascade yield-

ing, the proposed technique introduces yielding

relationship indicator (YRI). YRI indicates whether a

connection can concurrently access the shared medium

with an adjacent high priority connection. In other words,

YRI is an indicator that enables each device to predict

whether each high priority connection shall simultaneously

transmit data. Each device can empirically obtain YRI in a

distributed manner. The use of YRI helps the devices to

avoid unnecessary back offs through enabling more accu-

rate calculation of SIRs. With the help of simulations, we

show that the SBMA/CYA can allow more connections to

simultaneously access the shared medium as compared to

the conventional SBMA as well as the legacy method

based on iterations in [10]. It has been shown that the

proposed scheme improves the performance of distributed

D2D communications in terms of the number of concurrent

transmissions, throughput, and delay.

The rest of this paper is organized as follows. An

overview of system model and techniques for medium

access decisions in legacy SBMA are introduced in Sect. 2,

and the cascade yielding problem is discussed in Sect. 3. In

Sect. 4, the proposed SBMA/CYA technique is introduced.

The performance of the proposed SBMA/CYA is evaluated

in Sect. 5 and the conclusion is given in Sect. 6.

2 Preliminaries

In this section, we discuss the basic system model for

SBMA. SBMA operates on the synchronous PHY/MAC
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network architecture introduced in [10]. For enabling SIR

measurements, a single-tone analog signal that is trans-

mitted on a single sub-channel in orthogonal frequency

division multiplexing (OFDM) signal structure is defined in

the PHY/MAC network architecture. By measuring the

received signal strengths of single-tone analog signals sent

by Tx devices, Rx devices can calculate their respective

connection’s SIR. Similarly, Tx devices can estimate the

SIRs of their neighboring connections by measuring the

received signal strengths of single-tone analog signals sent

by the Rx devices. More details on SIR measurements have

been given in Sects. 2.1 and 2.2. Since the single-tone

signal occupies only a narrow bandwidth (a sub-channel), it

can be transmitted with much higher power spectral density

(Watts/Hz) than other signals occupying multiple sub-

channels. Single-tone analog signal is also used for the

purposes of peer discovery and connection management.

In order to enable distributed D2D communications

based on SBMA, superframe structure has been introduced

in [10] and [19] as illustrated in Fig. 1(a). In primary

synchronization phase, coarse timing of devices is syn-

chronized for superframe alignment. In the discovery and

paging phase, devices perform secondary timing synchro-

nization and broadcast peer discovery signals to discover

each other. In addition, some of the devices establish D2D

connections during the peer paging phase. In order to

enable distributed coordination of medium access for D2D

transmission from a Tx device to a Rx device, SBMA

defines D2D connection, which is an unit of multiple

access, as a logical link for one-way D2D communication.

For bidirectional communication between two devices,

they need to establish two unidirectional connections

having opposite directions. Note that the two D2D con-

nections should be accessed in different time, since each

device can determine availability of only one connection at

a time. For connection management, connection identifier

(CID), which is an identifier of a D2D connection, is

defined in SBMA [10]. The value of CID typically ranges

from 1 to 112, and it is used by Tx and Rx devices to

determine their D2D connection’s priority of medium

access. Tx and Rx devices of the newly establishing D2D

connections acquire CID by observing single-tone analog

signals that are broadcasted by Tx and Rx devices of the

existing D2D connections during CID broadcast OFDM

block. The data transfer phase consists of 20 traffic channel

(TCCH) frames, and all connections access the medium

according to SBMA in each of these frames.

The structure of a TCCH frame is shown in

Fig. 1(b) [10, 20]. In the connection scheduling period,

devices on each active connection perform signaling using

the single-tone analog signals in the Tx and Rx OFDM

blocks. The SBMA technique uses this signaling to decide

medium access for different devices. After the decisions

are made, in the rate scheduling period, connections that

have decided to access the medium determine their mod-

ulation scheme and coding rate for data transmission. The

pilot signals and channel quality indicator (CQI) reports

help a connection in choosing an appropriate modulation

and coding technique. Finally, during the data segment

transfer and acknowledgment periods, Tx devices send

actual data to Rx devices, and the Rx devices acknowledge

the received data. The data and the acknowledgment are

transmitted through the entire system bandwidth.

As mentioned earlier, in SBMA, each connection dis-

tributively decides whether to access the medium during a

TCCH frame based on SIRs of its own connection as well

as the adjacent higher priority connections. In order to

allow calculation of the SIRs in each TCCH frame, SBMA

defines Tx and Rx OFDM blocks that enable devices to

exchange direct power (DP) and inverse power echo (IPE)

single-tone analog signals without interfering each other.

DP and IPE signals are used by the devices to determine (1)

SIRs of its own connection and neighboring connections,

and (2) whether other devices access the medium or not.

Figure 2 shows the structure of Tx and Rx OFDM blocks,

where an OFDM block is defined to contain 28 sub-chan-

nels in the frequency domain and 4 OFDM symbols in the

time domain [10]. It consists of 112 resource elements

(REs), where one RE corresponds to a sub-channel and an

OFDM symbol in frequency and time domains

Primary 
Sync. 

(  6 ms)
Discovery and paging 

(  20 ms)
Data transfer (  40 ms)

(consisting of 20 TCCH frames)

Superframe ( 66.67 ms)

Secondary
Timing Sync.

Peer Discovery Peer Paging

Quick
Paging

CID
Broadcast

Page
Request

Connection 
scheduling

Data 
segment transfer

Ack

Tx block Rx block

Rate 
scheduling

Pilot CQI

(a) (b)

Fig. 1 Structures of superframe and traffic channel (TCCH) frame. a Superframe, b TCCH frame
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respectively. Tx (or Rx) device in each connection occu-

pies a RE in Tx (or Rx) OFDM block for transmitting DP

(or IPE) single-tone analog signal. Tx and Rx devices can

locate REs in Tx and Rx OFDM blocks from CID of their

connection. At the beginning of each TCCH frame, Tx and

Rx devices in connection i substitute their connection’s

CID in the hash function commonly known by all devices

to determine geographically unique priority value of con-

nection i ðgiÞ. This priority value lies between 1 and 112,

where lower value indicates higher priority. The hash

function is such that the priority of each connection having

a certain CID changes over the TCCH frames in order to

give each connection an even opportunity to access the

shared medium. The numeric value shown in each RE in

Fig. 2 represents the priority value of the connection that

occupies that RE for exchanging single-tone analog sig-

nals. For example, Tx and Rx devices in connection i with

gi = 5 transmit DP and IPE signals through RE no. 5 in Tx

and Rx OFDM blocks, respectively.

For a clear explanation of SBMA procedure introduced

in [10], we consider two connections, i and j shown in

Fig. 3, where priority values of connections i and j are gi
and gj respectively. It has been assumed that connection j

has the higher priority than connection i (gj\gi). Recall
that a lower priority value indicates higher priority. In

addition, it is assumed that both Tx devices of connections

i (Txi) and j (Txj) have data for their peer Rx devices Rxi

and Rxj in the kth TCCH frame. jhabj2 in Fig. 3 is defined

as the channel gain between Tx device of connection a

(Txa) and Rx device of connection b (Rxb). If b = a, it

follows that jhabj2 ¼ jhaaj2, which represents the channel

gain between Txa and Rxa in the same connection a. For

medium access, a connection should make two decisions,

namely Rx- and Tx-yielding [10]. A connection can access

the medium only if the both conditions defined in Rx- and

Tx-yielding decisions are satisfied. These yielding deci-

sions dictate simultaneous medium access for different

connections. Rx- and Tx-yielding decision procedures for

determining medium access of the connection i are given in

the following. Note that (1–5) in the following descriptions

are based on the discussion given in [10].

2.1 Rx-yielding decision

Firstly, in the Tx OFDM block of kth TCCH frame, Txi and

Txj transmit DP signals in gith and gjth REs with Pi and Pj

(Watts) transmission powers respectively. Rxi listens to the

Tx OFDM block and measures received signal strengths of

the DP signals from Txi and Txj as Pi � jhiij2 and Pj � jhjij2
(Watts). Then, if SIR for its connection i satisfies:

Pi � jhiij2

Pj � jhjij2
[ cRx; ð1Þ

Rxi considers that the transmission from its peer Txi is

possible, where cRx is a predefined threshold. Upon

deciding that the transmission is possible, Rxi transmits

IPE signal through gith RE in the following Rx OFDM

block. This IPE signal serves as a response to Txi’s DP

signal. On the contrary, if the condition given in (1) is not

satisfied, Rxi yields to connection j and does not transmit

the IPE signal. This phenomenon is known as Rx-yielding.

If there exist multiple connections having the higher pri-

orities in close vicinity of connection i, (1) canbe expanded as:

Pi � jhiij2
P

l2SDP;i Pl � jhlij2
� � [ cRx; ð2Þ

where SDP;i is a set of connections that send DP signals in

the Tx OFDM block and have higher priorities than the

connection i (gi [ gl, 8l 2 SDP;i) [10].

2.2 Tx-yielding decision

Tx-yielding decision enables a low priority connection (in

this case connection i) to determine its impact on high

priority connections in its close vicinity (in this case con-

nection j). This decision is based on IPE signal sent by Rxj
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with signal power K=ðPj � jhjjj2Þ (Watts), where K is a

system constant.1 This IPE signal is received by Txi as the

power of rji ¼ jhijj2 � K=ðPj � jhjjj2Þ (Watts). From this, Txi
can estimate SIR of the connection j as:

rji �
Pi

K

� ��1

� Pj � jhjjj2

Pi � jhijj2
: ð3Þ

If the estimated SIR satisfies:

rji �
Pi

K

� ��1

[ cTx; ð4Þ

Txi considers that its transmission to Rxi is possible. On the

contrary, if the condition given in (4) is not satisfied, it

follows that connection i may reduce the SIR of connection

j below the predefined threshold cTx. Therefore, Txi gives
up its transmission during the current TCCH frame

(Tx-yielding). For a network with multiple connections, the

condition given in (4) can be expanded as:

rli �
Pi

K

� ��1

[ cTx; 8l 2 SIPE;i; ð5Þ

where SIPE;i is a set of connections that send IPE signal in

the Rx OFDM block and have higher priorities than the

connection i (gi [ gl, 8l 2 SIPE;i) [10].

3 Problem statement and related works

3.1 Cascade yielding problem in SBMA

This section introduces the concept of maximal matching

that is intended for SBMA. Let us denote L as a set of D2D

connections simultaneously accessing the shared medium

in the same TCCH frame and jLj as the number of D2D

connections in L, where the cardinality of a set (j � j)
denotes the number of elements in the set. SBMA intends

to maximize jLj while satisfying Rx- and Tx-yielding

constraints in (2) and (5) for all connections in L. The

optimal L can be obtained by determining the medium

accessibility of each connection sequentially (from the

connection with the highest priority to the connection with

the lowest priority). The procedure for obtaining optimal L

in a certain TCCH frame is shown in Algorithm 1, where

M denotes a set of connections attempting data transmis-

sion in the same TCCH frame and Rij denotes Pi � jhijj2
(Watts).

In distributed D2D communications, optimal L is

practically difficult to be computed by each device because

the sequential determinations of devices’ medium acces-

sibility is very time consuming. For example, in the system

introduced in Sect. 2, 2 � jMj OFDM symbol durations are

required for the sequential determinations in jMj connec-
tions. This is because (1) each connection requires two

OFDM symbol durations for exchanging DP and IPE sig-

nals to enable SIRs calculations and (2) the transmissions

of DP and IPE signals in jMj connections are performed in

different OFDM symbol durations. In order to enable

determination of medium accessibility in a shorter time

duration, SBMA adopts Tx and Rx OFDM blocks (see

Fig. 2) and allows multiple devices to simultaneously

determine their connections’ medium accessibility. This

operation results in cascade yielding problem, where some

connections unnecessarily back off their medium access

even when they satisfy both constraints of SBMA.

Let us consider D2D connections 1, 2, and 3

(g1\g2\g3) shown in Fig. 4 to explain the cascade

yielding problem in SBMA technique. All Tx devices

shown in the figure intend to transmit data to their corre-

sponding Rx devices in the same TCCH frame. In this case,

all Tx devices transmit DP signals in the Tx OFDM block

and follow the SBMA procedure explained in Sect. 2. It is

assumed that Rx2 and Rx3 yield to connections 1 and 2

respectively due to the differences in connection priorities

and interference from the neighboring connections.

Therefore, connection 2 (connection 3) has to back off

medium access if connection 1 (connection 2) accesses the

medium. In this case, if Tx- and Rx-yielding decisions for

connections 1, 2, and 3 are made sequentially, both con-

nections 1 and 3 can access the medium during the current

TCCH frame. However, in legacy SBMA, because all Tx
1 K is defined to scale the power of IPE signal within allowable

transmission power range.
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and Rx devices have to perform Tx- and Rx-yielding

decisions in parallel, connection 3 yields to connection 2,

even though connection 2 will give up the medium access

due to connection 1. Consequently, both connections 2 and

3 will back off and only connection 1 accesses the medium

during the current TCCH frame. This problem is known as

the cascade yielding problem [18].

3.2 Related works

Several studies have been conducted to reduce the occur-

rence of cascade yielding in SBMA [10, 18]. SBMA allows

an iterative method for Tx- and Rx-yielding as an optional

feature in order to reduce cascade yielding phenomenon

[10]. The iterative method allows D2D connections to

perform multiple iterations of medium access decision in

each medium access decision. For the purpose, in the

iterative method, more than one pair of Tx and Rx OFDM

blocks are allocated in each TCCH frame. All connections

perform Tx- and Rx-yielding decisions in multiple itera-

tions rather than in a single attempt. In each iteration, Tx

and Rx devices in each connection calculate a new value of

SIR for their own connection as well as the estimated SIR

values of its neighboring connections without considering

the neighboring connections that have already yielded in

the previous iteration. Based on the calculations of SIRs,

the conditions given in (2) and (5) are examined. By

allowing exclusion of connections that have already yiel-

ded during the previous iterations in the calculations of

SIRs, the iterative method can reduce the occurrence of

cascade yielding. However, the iterative method with Niter

iterations of medium access decision requires an additional

allocation of Niter � 1 pairs of Tx and Rx OFDM blocks.

Each pair occupies 102.4 ls, which is approximately

5.12 % of the length of a TCCH frame. Consequently, the

duration of data transmission in one TCCH frame is

reduced by Niter � 102:4 ls for the iterative method with

Niter iterations. It is likely to reduce the throughput of D2D

connections.

Cho et al. propose a multilevel thresholding technique in

[18] to reduce the occurrence of cascade yielding in

SBMA. In this technique, Rx device performs Rx-yielding

decision for multiple iterations in each TCCH frame, while

Tx device does not perform Tx-yielding decision. This

excludes only the neighboring connections, which will not

simultaneously transmit data, from the calculation of the

SIR of its own connection. Moreover, this technique uses a

different SIR threshold value for determining medium

access in each iteration. Consequently, the D2D connec-

tions having lower SIRs are preemptively backed off in

favor of high SIR connections. This improves the possi-

bility of medium access for the D2D connections that have

higher SIRs, because the D2D connections having lower

SIRs are preemptively backed off in favor of D2D con-

nections having higher SIR. However, this can reduce

fairness in terms of medium accessibility of D2D connec-

tions, since the D2D connections with relatively low SIR

may hardly transmit their data. Performing only Rx-

yielding decision in the multilevel thresholding technique

may increase interference from D2D connections with low

priorities to those with high priorities. This is because each

D2D connection does not consider effects of its transmis-

sion on the neighboring connections with higher priorities.

Like the iterative method reported in [10], the multilevel

thresholding technique with Niter levels may reduce the

throughput of D2D communications, because it requires

Niter � 1 additional Rx OFDM blocks for enabling Niter

iterations of the Rx-yielding decisions. Note that each Rx

OFDM block occupies 51.2 ls, which is approximately

2.56 % of the length of a TCCH frame. Finding a new

value of SIR threshold for each iteration may be difficult in

the multilevel thresholding technique, because the optimal

threshold value varies according to the network environ-

ment. Parameters like the number of D2D connections in

an area and channel conditions may affect the SIR

threshold value.

4 SIR-based multiple access with cascade yielding

avoidance

In order to avoid cascade yielding problem without a large

overhead and to achieve improved maximal matching, we

propose SBMA with cascade yielding avoidance (SBMA/

CYA) technique in this paper. Like the conventional

SBMA, the proposed SMBA/CYA operates on the wireless

PHY/MAC network architecture introduced in [10].

SBMA/CYA enables devices to predict whether a neigh-

boring connection contending for the same medium shall

yield to some other connection or not by using YRIs. Based

on the predictions, SBMA/CYA helps each device to more

accurately estimate SIR of its own connection as well as

SIRs of adjacent connections. The proposed technique is

possible to further reduce the occurrence of the cascade

yielding in comparison with the iterative method used in

conventional SBMA [10]. Moreover, different from the

methods in [10] and [18], the proposed SBMA/CYA

Tx3 Rx3

Tx1 Rx1

Tx2 Rx2

D2D connection
Interference

Fig. 4 A scenario resulting in cascade yielding problem
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technique does not require multiple iterations of medium

access decisions in each medium access period. SBMA/

CYA requires only one additional OFDM block (51.2 ls)
in a TCCH frame for gathering the YRIs.

The functionality of SMBA/CYA may be split into two

parts: (1) it develops a method for gathering YRIs for

neighboring connections and (2) it proposes enhanced

Tx- and Rx-yielding decision making procedures that do

not consider negligible connections.

4.1 Gathering yielding relationship indicator (YRI)

in SBMA/CYA

YRI is utilized in Rx- and Tx-yielding decisions to identify

negligible connections that should be excluded in the cal-

culations of SIRs. A new OFDM block, scheduling results

broadcasting (SRB) block, has been defined to gather YRIs

for neighboring connections. It can be seen from Fig. 5 that

SRB block has the same structure as the usual Tx (or Rx)

OFDM block. Recall that the yielding decisions are final-

ized after IPE signals are transmitted in the Rx OFDM

blocks. An additional SRB block after Rx OFDM block

indicates which Tx devices have not yielded and are ready

to transmit on the shared medium. Tx devices that have not

yielded to other connections transmit DP signals in their

respective REs of the SRB block. Like Tx (and Rx) OFDM

blocks, different devices are assigned different REs in SRB

block based on their priorities. This additional SRB block

shortens the length of data transmission time by 51.2 ls.
For managing the YRIs, each device stores and updates

W, a square matrix of dimension 112�112 with

wij 2 f�1; 0; 1g. The value of YRI wij indicates whether

connection i can access the medium (wij ¼ 1) without

violating the SIR constraints of SBMA (2 and 5) if con-

nection j with the higher priority (gj\gi) accesses the

medium. wij ¼ 0 indicates that connection i cannot access

the medium in the presence of connection j. All elements in

the matrix except wij for i = j are initialized to ‘�1’, where

wij ¼ �1 implies that the relationship between connections

i and j has not been identified. It is obvious that wij for i = j

is always ‘1’ because a connection would not back off due

to its own transmission.

Procedure of updating W in every TCCH frame is

shown in Algorithm 2. At the beginning of each TCCH

frame, each device firstly determines whether it already has

formed W or not. If the device has not formed W, it ini-

tializesW as wij ¼ 1 for all i ¼ j and wij ¼ �1 for all i 6¼ j.

Then, each device identifies priorities of all connections

(gj, 1� gj � 112) in order to know the REs used by itself

and neighboring connections in Tx, Rx, and SRB OFDM

blocks of the current TCCH frame. After determining

respective REs, devices identify a set of connections that

simultaneously attempt medium access (SAL) through

observing Tx or Rx OFDM block. Upon receiving the SRB

block, all devices, except Tx devices transmitting DP sig-

nals in the SRB block, identify a set of connections that

have transmitted DP signals in the SRB block (SSRB).

Next, all devices determine the connections with the

highest priority (j�) and second highest priority (j��) in SSRB,
such that j� ¼ argminj2SSRB gj and j

�� ¼ argminj2SSRB�fj�g gj.
Finally, the YRIs are determined as follows:

• wij ¼ 1 forall i; j 2 SSRB, because all connections in

SSRB can concurrently access the shared medium.

• wij� ¼ 0 if i 2 SAL \ ðSSRBÞc and gj�\gi\gj�� , where

ð�Þc is operator for set complement. This is because the

connection i has yielded only due to connection j�. Note
that the medium access of connections with priorities

lower than gj�� are restricted by more than one

connections. Hence these relationships cannot be

identified in the current TCCH frame.
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The devices update their relationship matrix W by

continually observing SRB blocks in every TCCH frame.

The extent to which cascade yielding problem is avoided

depends on how updated the entries in the W matrix are.

4.2 Medium access decisions of SBMA/CYA

Based on the matrix W representing YRIs for neighboring

connections, each device performs Rx- or Tx-yielding

decision in each TCCH frame without considering neigh-

boring connections that will Rx- or Tx-yield due to other

high prioritized connections. The disregard of the con-

nections expected to yield helps devices to avoid unnec-

essary deferment of medium access through enabling more

accurate estimations of SIRs in yielding decisions. The

followings describe the procedures of Rx- and Tx-yielding

decisions based on the YRIs.

At the beginning of each TCCH frame, Tx devices

willing to access the medium transmit DP signals in the Tx

OFDM block. Upon observing the Tx OFDM block, Rxi,

which has detected DP signal from Txi, performs Rx-

yielding decision as follows:

• Rxi identifies SDP;i, which is a set of connections which

have transmitted DP signals in the Tx OFDM block and

have higher priorities than the connection i.

• Among the connections contained in SDP;i, Rxi identi-

fies the connection having the highest priority as

j�DP ¼ argminj2SDP;i gj.
• Rxi identifies a connection having the second highest

priority among the connections that will not yield to

connection j�DP as j
��
DP ¼ argminj gj, where j 2 SDP;i � fj�DPg

and wjj�
DP
6¼ 0.

• Rxi identifies a set of connections expected to Tx- or

Rx-yield in the current TCCH frame as:

DDP;i ¼ fjjj 2 SDP;i andwjj�
DP
� wjj��

DP
¼ 0g: ð6Þ

• Finally, Rxi performs Rx-yielding decision as:

Pi � jhiij2
P

l2 SDP;i�DDP;ið Þ Pl � jhlij2
[ cRx; ð7Þ

and transmits IPE signal in Rx OFDM block only if the

condition (7) is satisfied.

Note that only the connections which will yield to the

connection j�DP or connection j��DP are identified and exclu-

ded from SIR calculation in (7). This is because Rxi cannot

identify whether the connections having lower priorities

than j��DP can simultaneously access the medium in presence

of j�DP and j��DP. If the total interference from Txj�
DP

and Txj��
DP

is higher than a certain value, connection k (which has a

lower priority than connection j��DP) may yield even when

both wkj�
DP

and wkj��
DP

are equal to ‘1’.

Upon reception of Rx OFDM block, Txi determines

whether Rxi has transmitted IPE signal or not. Txi decides

to back off if the IPE signal from Rxi is not detected in the

Rx OFDM block. If the IPE signal from Rxi is detected,

Txi performs Tx-yielding decision as follows:

• Txi receiving IPE signal from Rxi identifies SIPE;i, a set

of connections which have transmitted IPE signal in the

Rx OFDM block and have higher priorities than

connection i.

• Among SIPE;i, Txi finds the connection having the

highest priority as j�IPE ¼ argmin j 2 SIPE;igj.
• Txi identifies the connection having second highest

priority among the connections in SIPE;i expected to

concurrently access the medium with connection i�IPE
as j��IPE ¼ argminj gj, where j 2 SIPE;i � fj�IPEg and

wjj�
IPE

6¼ 0.

• Txi identifies a set of connections expected to give up

the medium access in the current TCCH frame as:

DIPE;i ¼ fjjj 2 SIPE;i andwjj�
IPE

� wjj��
IPE

¼ 0g: ð8Þ

• Txi performs Tx-yielding decision as

rli �
Pi

K

� ��1

[ cTx; 8l 2 SIPE;i � DIPE;i

� 	
; ð9Þ

and transmits pilot signal in the rate scheduling period

if the condition given in (9) is satisfied. If the condition

(9) is not satisfied, Txi gives up its medium access in

the current TCCH frame.

5 Performance evaluation

This section reports the C?? based simulation results in

order to evaluate the performance of the proposed SBMA/

CYA.2 The simulation setup is a 3-by-3 grid of nine square

planes, such that each plane has an area of 1 km2. The

number of D2D connections that are uniformly distributed

in each plane is given by Nc. In order to remove the

boundary effect, the simulation results are obtained from

the devices located in the center plane of the grid. Note that

SIR calculations for devices located at the center plane

consider interferences from other devices in surrounding

planes. Distance between Tx and Rx devices of each D2D

connection is uniformly determined from the range

[1, dmax] m. We consider saturated traffic condition, where

Tx devices of all connections always have data to transmit.

2 Note that home-grown simulators are commonly used for evalu-

ating the performance of D2D communications [21].
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Each simulation run lasts for 1,000 s, where positions of all

devices are rearranged at every 10 s. ITU-R outdoor upper

bound model [22] is used for calculating the path loss

between two devices. The discrete spectral efficiency look

up table, as given in [23], is used to obtain spectral effi-

ciency (bps/Hz) of a wireless channel having a certain

SINR. For fair comparison, we set the values of the sim-

ulation parameters in Table 1 same as those in [10].

The performance of SBMA/CYA is compared with the

legacy SBMA scheme that uses iterative method (Niter ¼ 1,

4, and 8) as given in [10]. The performance for optimal L,

which is obtained from Algorithm 1 through sequentially

determining connections’ medium accessibility, is also

compared with that of proposed SBMA/CYA. In order to

obtain the optimal L, it has been assumed that all devices

can identify medium access results of other high-priority

connections via a single pair of Tx and Rx OFDM blocks.

For the comparisons, all Tx devices use the same trans-

mission power PTx. Note that the multilevel thresholding

technique in [18] is not evaluated in this paper, because the

method for determining SIR threshold values for different

iterations and environments is not specified. Instead, we

discuss the expected performance of the multi-level thres-

holding technique, in terms of fairness index for data rates,

signal interference, and throughput, in Sect. 3.2.

In order to evaluate the effectiveness of SBMA/CYA,

we evaluate the average number of connections concur-

rently transmitting data on the shared medium in each

TCCH frame. The simulation results as varying Nc have

been shown in Fig. 6. The optimal L enables medium

access of all connections satisfying the Tx- and Rx-yield-

ing conditions in SBMA without cascade yielding. There-

fore, it can be seen from the figure that the optimal L

achieves the highest results. In the conventional SBMA,

some of connections unnecessarily give up their medium

access due to the cascade yielding problem. As the result,

legacy SBMA with Niter ¼ 1 achieves the lowest results. It

must be noted that the goal of iterative SBMA

(Niter ¼ 4 and 8) is same as that of SBMA/CYA. However,

from a set of connections that have decided to yield, iter-

ative SBMA excludes only a few from SIR calculations.

Thus, it cannot highly improve the number of concurrent

transmissions in comparison with legacy SBMA

(Niter ¼ 1). SBMA/CYA allows more devices to concur-

rently access the shared medium in comparison with legacy

SBMA schemes. This is because SBMA/CYA does not

include the yielded connections in the SIR calculations by

distinguishing between the connections that shall and shall

not yield to the highest and second highest priority con-

nections. Thus, SBMA/CYA reduces the occurrence of

cascade yielding. Also note that as Nc increases, the fre-

quency of cascade yielding increases. Because SBMA/

CYA can relieve more devices from the cascade yielding,

the gap between the results of SBMA/CYA and SBMA

widens as Nc increases.

The mean number of connections concurrently access-

ing the shared medium in each TCCH frame with different

values of dmax is shown in Fig. 7. It can be seen that the

number of concurrent transmissions decreases as dmax

increases. On the one hand, for a smaller dmax, the con-

nections have higher probability to access the shared

medium over shorter distances with higher SIRs. Note that

high SIRs reduce the occurrence of Rx- and Tx-yieldings.

On the other hand, for a higher dmax, some connections

may have low SIRs due to a longer separation between Tx

device and its peer Rx device. It follows that Rx- and

Tx-yieldings occur more frequently in the environments

with higher dmax. Moreover, since cascade yielding due to

the highest and second highest priority connections fre-

quently occurs for higher dmax, the gain of SBMA/CYA

increases as dmax increases. For dmax = 1,000 (m), the

number of connections concurrently accessing the medium

increases by 83.9 % in SBMA/CYA in comparison with

the legacy SBMA with Niter = 1.

The achieved total throughput with varying Nc has been

shown in Fig. 8. Total throughput is defined as the sum of

throughputs for all Nc connections. Difference between the

total throughputs for optimal L and SBMA/CYA is smaller

than the difference between the numbers of concurrent

transmissions for those cases. This is because, even though

more connections can simultaneously access the medium

with optimal L, the enhancement of throughput is limited

by the increased interferences among the connections. By

reducing cascade yielding, SBMA/CYA achieves higher

total throughput as compared to the legacy SBMA. This

improved performance has been observed despite the fact

that the data segment transfer period of each TCCH frame

is reduced by 51.2 ls due to the addition of the SRB block.

This is because the performance improved by the mitiga-

tion of cascade yielding is higher than the performance

Table 1 Simulation parameters

Parameters Values Unit

Carrier frequency 2.4 GHz

Total bandwidth 5 MHz

Length of a TCCH frame 2.08 ms

Noise power density -174 dBm/Hz

Receive antenna gain -2.5 dBi

PAPR gain 6 dB

Rx noise figure 7 dB

Receiver sensitivity -110 dBm

Antenna height 1.5 m

PTx 20 dBm

cTx, cRx 9 dB
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degradation caused by shortening the length of the data

transmission time. It can be seen that the total throughputs

for iterative SBMA (Niter = 4 and 8) are less than that of

legacy SBMA (Niter ¼ 1). The total throughput of iterative

SBMA with Niter = 8 is less than that of iterative SBMA

with Niter ¼ 4. This is because the performance degradation

caused by the allocation of additional pairs of Tx and Rx

OFDM blocks (3 � 102:4 ls for Niter = 4 and

7 � 102:4 ls for Niter ¼ 8) to detect connections that have

yielded is higher than the performance improved by the

mitigation of cascade yielding in iterative SBMA.

The average MAC delays for the connections with

optimal L, SBMA/CYA, SBMA with Niter ¼ 1, 4, and 8 are

shown in Fig. 9. MAC delay is defined as the time duration

required for a MAC frame to be successfully transmitted

after it is placed at the top of the transmission buffer.

SBMA/CYA helps each connection to transmit data more

(a) (b)

Fig. 6 Average number of concurrent transmissions as varying Nc. a dmax = 300 m, b dmax = 500 m

Fig. 7 Average number of concurrent transmissions for Nc = 80 as

varying dmax

(a) (b)

Fig. 8 Total throughput as varying Nc. a dmax = 300 m, b dmax = 500 m
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frequently than legacy SBMA by helping the connection to

avoid cascade yielding. Thus, SBMA/CYA results in lower

MAC delay than the legacy SBMA as shown in Fig. 9.

In order to investigate the effects of SBMA and SBMA/

CYA on the fairness among connections in terms of

throughputs, we evaluate Jain’s fairness index [24]. The

results are shown in Fig. 10. In the legacy SBMA with

Niter ¼ 1, 4, and 8, only some of the connections having

higher priorities can communicate in each TCCH frame

due to cascade yielding problem. On the contrary, by

allowing more connections to concurrently communicate

with the high priority connections, SBMA/CYA increases

the throughputs of the connections having relatively lower

priorities. Consequently, SBMA/CYA can achieve higher

fairness in terms of throughputs in comparison with the

legacy SBMA schemes.

6 Conclusion

In this paper, an enhanced SBMA technique, named

SBMA/CYA, has been proposed to enhance the utilized of

wireless medium through reducing occurrence of cascade

yielding. In the proposed SBMA/CYA scheme, YRIs for

neighboring connections are firstly acquired through the

newly introduced SRB OFDM block. These relationships

are then utilized by the connections in making medium

access decisions. It has been shown via simulation results

that SBMA/CYA can improve the number of connections

concurrently accessing the shared medium by 83.9 % in

comparison with the legacy SBMA. This has been made

possible by mitigating the cascade yielding problem. Per-

formance indicators such as average number of concurrent

transmissions, total throughput, MAC delay and fairness

index have verified the performance of SBMA/CYA.
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