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Abstract In recent years, wireless sensor networks

(WSN’s) have gained much attention due to its various

applications in military, environmental monitoring, indus-

tries and in many others. All these applications require

some target field to be monitored by a group of sensor

nodes. Hence, coverage becomes an important issue in

WSN’s. This paper focuses on full coverage issue of

WSN’s. Based on the idea of some existing and derived

theorems, Position and Hop-count Assisted (PHA) algo-

rithm is proposed. This algorithm provides full coverage of

the target field, maintains network connectivity and tries to

minimize the number of working sensor nodes. Algorithm

works for communication range less than root three times

of sensing range and it can be extended for arbitrary rela-

tion between communication range and sensing range. By

using hop-count value, three-connectivity in the network is

maintained. Also, neighbors information is used to create

logical tree structure which can be utilized in routing,

redundant data removal and in other areas. Simulation

results show that PHA algorithm outperforms layered dif-

fusion-based coverage control algorithm by providing

better area coverage and activating fewer nodes.

Keywords Wireless sensor networks � Coverage �
Connectivity � Full coverage

1 Introduction

Wireless sensor networks (WSN’s) consist of a number of

sensor nodes communicating through wireless channel.

Each sensor node is a converter which measures a physical

quantity and gives output in a format which can be read by

an observer or by an instrument. Due to small size, self-

configuration capability and low cost of sensor nodes,

WSNs have many applications such as in the development

of smart homes [1], in health care [2, 3], military [4],

environment monitoring [5], forest fire detection [6] and in

many others [7].

In all the applications, proper coverage of target field is

very important. For a given sensor network, coverage mea-

sures how closely target area is observed by the sensor nodes.

Formally, coverage denoted by C is defined as the mapping

from a set of sensors S, to the set of area A, in the given field of

interest F or Coverage C is defined as a mapping C : S! A

such that8si 2 S; 9!ai 2 A and overlapping between each ai is

removed, where: S is the set of sensor, denoted by si, and

identified by their coordinates (xi; yi), A is the set of area

denoted by ai which are identified by calculating p � Rs2
i , Rsi

is the sensing area of sensor si, F is the given area which has to

be monitored, C is termed as coverage which maps S to A and

the cardinality of S and A are same.

Full coverage of the target area means each point within

the area is monitored by at-least one sensor node. Full

coverage is also known as area coverage and blanket

coverage. Full coverage may also be defined as: Given field

of interest F, covered in such a way that every point pi in F

is covered in the area ai 2 A of some sensor si 2 S, which

is selected by mapping C.

Connectivity can be defined as the ability of sensor

nodes to communicate with the sink node or any other
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active sensor nodes in the network directly or by multi-hop

transmission. k-connectivity in a network is defined as the

ability of any active sensor node to communicate with

other active nodes in the network, even if it’s ðk � 1Þ active

neighbors are failed.

Due to design constraints, sensor nodes are equipped

with small battery and hence they have limited energy [8,

9]. Therefore, any algorithm developed for providing full

coverage, tries to minimize number of active sensor nodes.

In this paper, three issues of sensor networks are con-

sidered: full coverage, network connectivity and active

node minimization. Results of some existing theorems are

used in the proposed work. These theorems are given with

proof in the work of Zhang et al. [10], Wang et al. [11] and

Gallais et al. [12]. Apart from existing theorems, some new

theorems are given. It is shown that the condition com-

munication range is at-least twice of sensing range is only

a sufficient and not a necessary condition for ensuring that

full coverage of the target field implies connectivity in the

network. Another theorem helps to understand that how

one can achieve connected sensor network with full cov-

erage without considering the connectivity issue separately.

Based on the idea of the theorems, decentralized and

localized Position and Hop-count Assisted (PHA) algo-

rithm is proposed.

The rest of the paper is organized as follows. Section 2

gives overview of existing work. Section 3 explains some

theorems for providing full coverage. In Sect. 4, Position

and Hop-count Assisted (PHA) algorithm is proposed.

Section 5 gives the performance analysis of PHA algorithm

and finally Sect. 6 gives conclusion and future work.

2 Related work

Some work in the field of network coverage and connec-

tivity is discussed below.

Wang et al. [13] propose layered diffusion-based cov-

erage control (LDCC) protocol. This protocol utilizes the

hop count value to classify sensor nodes into different

levels. In initial stage, sensors wait until some ACTIVE

message is received. After receiving the message, sensors

start their timer and wait to receive some more ACTIVE

message. Sensor node becomes active after timeout period

and sends ACTIVE message with its hop-count value.

Neighbor node after receiving the message, compare its

hop-count value with hop-count value received in the

message and then based on the comparison result either

resets its timer or enters in sleep state. In this method if

sensor receives two messages from the sensors of the same

level, then it changes its state to sleep. LDCC protocol

ensures the full coverage and connectivity. However, full

coverage detection scheme and active node minimization

scheme is not utilized properly.

Zhang et al. [10] give optimal geographical density

control (OGDC) algorithm for dense sensor network. The

authors have given different theorems to suggest best

possible geometrical structure in which number of active

sensor nodes are minimum. The algorithm defines three

states for sensor nodes undecided, on and off. Based on the

threshold, one node activates and sends the power on

message. Then, all neighbors set their timer in such a way

that node at a distance of
ffiffiffi

3
p

times of sensing range (Rs)

gets activated. If the node is not present at
ffiffiffi

3
p

Rs distance,

then node close to this distance gets high priority. In this

way, sensor nodes are selected for activation in different

rounds. OGDC algorithm is able to select very few sensor

nodes in high density of sensor nodes, but in the area of

high noise, positioning error is high and number of working

sensor node increases [13].

Wang et al. [11] propose coverage configuration proto-

col (CCP). This protocol solves the k-coverage problem

which demands that each point of the field is monitored by

at-least k sensor nodes. To find the relation between

communication and sensing range, Voronoi diagram is

used. In this protocol to collect the information of the

neighbors HELLO messages are used. Three states of

nodes are defined listen, active and sleep. At any duration

of time node detects that its sensing area is covered by its

neighbors, then it enters in the sleep state for a fixed time.

On wake up it again checks its sensing area and then takes

the decision to go in sleep state or in active state. The

problem with this protocol is that it does not ensure con-

nectivity when communication range is less than twice of

sensing range.

Approach of Tian et al. [14] use sponsored area tech-

nique to provide full coverage. The maximum area covered

by the neighbors of a sensor node is termed as sponsored

area. When a sensor node receives some message from its

neighbors, then it calculates sponsored area. After calcu-

lating sponsored area if node detects that sponsored area of

adjacent sensor nodes fully cover its sensing area, then the

sensor node decides to go into a sleep state. By calculating

sponsored area, only full coverage is addressed without

considering connectivity issue.

Fan et al. [15] present probing environment and adaptive

sleeping (PEAS) algorithm. This algorithm is position

independent and range free. So, it has less effect on cov-

erage maintenance due to positioning error. This algorithm

assumes that sensor nodes can change their communication

range after the deployment. From deployed sensor nodes,

the algorithm selects some of them for full coverage of the

field. The remaining nodes are kept in a sleep state for a

limited time. On wake up, sensor node detects whether
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adjacent sensor nodes are working in its area or not. If it

cannot discover any node, then it changes its state to active,

otherwise it again sets its state to sleep. This algorithm

provides connected network, but does not focus on the full

coverage issue.

Sibbineni et al. [16] suggest a Scalable selfConfigurable

and Adaptive REconfiguration scheme (SCARE) for dense

sensor network. This method classifies the sensor nodes

into coordinators and non-coordinators. Coordinators are

sensor nodes in active state which are used for field mon-

itoring and non-coordinator sensor nodes are kept in the

sleep state. Coordinators are selected from some threshold.

When node becomes coordinator, it waits for random time

and then sends a HELLO message. Nodes which are not

coordinator, on receiving this message, calculate distance

from the coordinator and based on some comparison,

decide whether to become a coordinator or non-coordina-

tor. Authors only solve network connectivity issue without

considering full coverage issue.

More related work is given in [17–19]. Positioning is a

very important and closely related to the coverage issue.

Description of various localization algorithms is given in

the work of Nazir et al. [20], Guangjie et al. [21]. Some

data collection and aggregation techniques can be found in

[22–25]. Survey on ietf protocol and duty cycled WSN’s

can be found in [26, 27].

3 Theorems used in the algorithm

Some existing theorems used in the development of PHA

algorithm are given below.

Theorem 1 For ensuring full coverage in a region, one

can minimize the number of active sensor nodes by mini-

mizing the overlapping sensing area of all active sensor

nodes under the condition that all sensor nodes have same

sensing area [10].

According to this theorem, overlapping of sensing area

is just re-monitoring of the same set of field points say Pi’s.

So one can shift the sensor node away to cover a new set of

field points Pj’s. Otherwise, some extra sensor will be

required to monitor the Pj set of points.

Theorem 2 To provide full coverage with minimum

overlap, active sensor nodes should be placed according to

the equilateral triangle pattern having side length
ffiffiffi

3
p

Rs

(Fig. 1), where Rs is the sensing radius of the sensor node

[10].

According to this theorem, triangular pattern having side

length of
ffiffiffi

3
p

Rs is the best possible geometrical structure

for sensor placement. In this condition, there is minimum

overlap in sensing area of sensors and still full coverage of

target field is ensured.

Theorem 3 If there are at least two covering circles and

any intersection point of two covering circles inside the

sensing area is covered by a third covering circle, then the

sensing area is fully covered (Fig. 2) [12].

This theorem can be used by the sensor node to check

full coverage of its sensing area by the active neighbor

nodes.

Two new theorems with their proof are stated below.

Theorem 4 Rc� 2Rs is not a necessary condition (how-

ever sufficient) for ensuring that full coverage of the target

field implies network connectivity.

Proof Rc� 2Rs provides the sufficient condition for

ensuring full coverage of the target field implies network

connectivity is already proved in the work of Wang et al.

[11]. So theorem is given only for necessary condition.

Initially, basics of necessary condition are discussed and

then how to show some condition as not a necessary con-

dition is given.

Suppose, condition A is necessary for B. It means, in all

those cases where A is false, B must be false. However, if

A is true, nothing can be said about B. In the form of

logical statement, above statement can be written in the

form B! A, where! is the usual implication sign. Here,

A is a necessary condition for B. Its contra-positive is

written in the form :A! :B. However, if in some case, A

is false and B is true, then A is no more necessary for B and

in this case one can say that A is not a necessary condition

for B. This technique is used to prove that statement

Rc� 2Rs does not provide a necessary condition for saying

full coverage implies connectivity in the network.

Fig. 1 Illustration of Theorem 2
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Assume, Rc� 2Rs is necessary for the ensuring that full

coverage of the target field ensures connectivity in the

network. If Rc\2Rs (Fig. 3) then full coverage in the

network should not ensure connectivity.

Case 1 Suppose sensor nodes are activated in such a way

that they are just outside the communication range of node

placed at C Fig. 4. In this condition, all nodes provide full

coverage of the region, but the resultant network is not

connected. This fulfills the requirement for the necessary

condition. Figure 4 shows an example in which Rc\2Rs

and full coverage is not ensuring connectivity.

Case 2 Suppose sensor nodes are activated in such a way

that they are inside the communication range of central

node C. In this condition, all nodes are providing full

coverage of the region and the resultant network is

connected. This does not fulfill the requirement for the

necessary condition which says if Rc\2Rs then full

Fig. 2 Illustration of

Theorem 3: green circle

represents the sensing area of

sensor node checking for full

coverage of its region, blue

circles are sensing area of

neighbors, red dots represent

intersection points not within

the sensing area of any neighbor

and yellow dots represent

intersection points within the

sensing area of some neighbor.

When all intersection points are

within sensing range of

neighbors (yellow) then sensing

area is fully covered (Color

figure online)

Fig. 3 Diagram representing the case where communication range is

less than twice of sensing range

Fig. 4 Diagram representing the case in which full coverage of the

area is not ensuring network connectivity when communication range

is less than twice of sensing range
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coverage in the network should not ensure connectivity.

Figure 5 shows an example in which Rc\2Rs and still full

coverage is ensuring connectivity.

Hence, Rc� 2Rs does not provide a necessary condition

for ensuring that full coverage of the target field implies

network connectivity.

Theorem 5 Suppose, A is the wireless network whose

elements are sensor nodes si such that all these si in

working state form a connected network. If there is a sensor

sj (not belonging to A) is present in communication range

of any sensor si 2 A and this sensor sj is activated for

network monitoring then the network A after including

node sj remains connected.

Proof Network A is connected it means each node si 2 A

in the network can communicate any other node sk 2 A

directly or by multi-hop communication. Suppose, sj (not

belonging to A) is in communication range of some node

sa 2 A. By the definition of connectivity, all nodes in the

network can communicate with sa and sa in turn can

communicate with sj. So, by transitivity all si 2 A can

communicate with sa and similarly sa can communicate

with all si 2 A in the network A. Hence the theorem.

4 Algorithm

This section explains the PHA algorithm for maintaining

full coverage in the target field.

4.1 Assumptions

PHA algorithm is developed under following assumptions.

1. Nodes are homogeneous Each node has the same

processing speed, same communication and sensing

range.

2. Each node knows its position Each sensor has inbuilt

global positioning system (GPS) or some localization

algorithm, which calculates its position.

3. Sensor nodes and base-station are static Sensor nodes

and sink nodes are unable to change their position once

they are deployed in the target region.

4. Rc�
ffiffiffi

3
p

Rs Communication range (Rc) is less than or

equal to root three times of sensing range (Rs).

5. If timer of all sensor nodes is activated simultaneously

and each sensor node selects a random value for timer,

then the timer of nodes expires in the non-decreasing

order of their values.

6. If all sensor nodes in the target field are activated, then

resultant network is connected Without this full

coverage of the target region cannot be obtained.

4.2 Network structure

Network structure defines nodes organization, communi-

cation medium and type of communication.

1. Flat network There is no clustering in the network.

2. Dense deployment A large number of sensor nodes are

deployed in the target field.

3. Random deployment There is no predetermined posi-

tion for node placement.

4. Two-dimensional structure Sensor nodes are identified

by their x and y coordinates.

5. Multi-hop transmission Sensor nodes have message

forwarding capability.

4.3 Overview

In the initial stage, all sensor nodes are in waiting state to

receive some message from their neighbors. Suppose node

A starts the process. It creates the activation message and

sends it over wireless channel. Nodes in its communication

range receive this message and based on the value con-

tained in the message and their position, calculate their

waiting time. This time is calculated in such a way that

node close to the distance
ffiffiffi

3
p

Rs has short timer value than

the nodes at higher distances. Suppose node B is at a dis-

tance of
ffiffiffi

3
p

Rs and at hop-count value one from node A. In

this case the timeout value of B is least among all sensor

nodes. When the timer expires, B changes its state to active

Fig. 5 Diagram representing the case in which full coverage of the

area is ensuring network connectivity even if communication range is

less than twice of sensing range
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and sends the activation message. Now nodes at the hop

count of one and two receive this message. But, priority is

given to nodes with one hop-count value so that nodes can

be activated according to their hop-count value.

Among nodes with one hop-count value, node at a dis-

tance close to
ffiffiffi

3
p

Rs from node A and B is selected for

activation. In this way nodes at one hop-count value from

node A change their state to active. Nodes at two and

higher hop-count value are then selected in the similar way.

Nodes keep on scheduling their timers based on the acti-

vation message received from neighbors. Before timeout

period, if node detects that its sensing area is already

covered by its active neighbors, then it changes its state to

sleep.

This algorithm divides the sensor nodes into different

levels according to their hop-count value from sink node (if

node A is sink). The algorithm uses hop-count value to

select nodes from different levels and position to activate

the sensor node at proper place. For full coverage detec-

tion, sensor node uses the idea of the Theorem 3. Selection

of distance
ffiffiffi

3
p

Rs for node activation is based on the idea of

Theorem 2. The new node is always activated in commu-

nication range of an already active set of nodes so that

network connectivity can be obtained as mentioned in

Theorem 5. Proof of theorem 4 helps to develop an algo-

rithm for the case where Rc�
ffiffiffi

3
p

Rs. The algorithm can be

extended for an arbitrary relation between Rc and Rs and

Sect. 4.5.2 gives an overview of how to extend the algo-

rithm for Rc [ Rs.

4.4 Details of PHA algorithm

This algorithm tries to divide the sensor nodes into dif-

ferent levels. For classifying the nodes into different levels,

their hop-count value from the sink is used. One can look

sink node as the root of the tree and the remaining nodes as

the children of the root node. Section 4.5.3 defines how

logical tree is created for data communication when all

sensor nodes have successfully executed the algorithm.

After the algorithm completion, each node has its parent,

children and sibling in active state. Each node after

changing its state to active, sends the activation message

which contains its position and hop-count value from the

sink node. This algorithm is given for the case where

Rs\Rc�
ffiffiffi

3
p

Rs. Section 4.5.2 defines how to extend the

algorithm for communication range greater than root three

times of sensing range.

Starting node This algorithm assumes the sink node as

the starting node. Any sensor node in the communication

range of sink node can also start this process. The reason

for choosing sink node as starting node is that all sensed

data of sensor nodes is finally forwarded to the sink node so

that data processing can be done effectively. Starting the

algorithm from the sink node will create a logical path

between sink node and sensor nodes which will be useful in

the data communication process.

Another option is to use any sensor node in the com-

munication range of sink node. But then, all sensed data is

received by this sensor node and then forwarded to the

sink. Due to frequent message communication, energy of

this sensor node is fully consumed much earlier than other

sensor nodes and resultant network is disconnected. In that

case, another sensor node is required to start the process

again. This causes frequent execution of the algorithm and

thus high energy usage. Therefore, sensor node as the

starting node is not preferred and algorithm starts from sink

node. If the sink is selected as starting node, then it creates

an activation message containing its position and hop-

count value as zero and transmits this message. Nodes in

the communication range of sink (in waiting state) receive

this activation message and change their state to sleep or

active according to the conditions given below.

4.4.1 Message reception

When a node in waiting state receives an activation mes-

sage from its neighbor, then it extracts the message

parameters and calculates the distance (Euclidean) and

angle from the message transmitter. The calculated dis-

tance and angle are used to provide a unique waiting time

to the sensor nodes. After that, sensor node makes entry of

the transmitter node (in the form of coordinates) in its

neighbor list of active sensor nodes. The following condi-

tions are used to set different waiting time of sensors and

their hop-count value from the sink.

Condition 1: If received activation message is the first

message of its kind (Fig. 6). In this case, set the hop-count

value as one greater than the hop-count value contained in

the message. Set message transmitter as the parent node by

saving the coordinates of the message transmitter in a

separate variable. Then calculate a unique timer value

which is used to define the upper limit that a sensor must

wait before changing its state to active. The timer value is

calculated as follows:

timer1 ¼ ððcrange � distanceÞ � c1Þ þ angle

c2

� �

ð1Þ

Where, crange is the communication range of sensor

nodes, distance is the Euclidean distance of sensor from its

parent, angle is the measured (in degree) from the positive

direction of the x-axis and its range is 0–360�. For angle

calculation, the parent node is shifted to origin and then

sensor node according to the parent. Then, a line segment is

drawn joining new sensor position to the origin. The angle

made by this line segment with the positive direction of the
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X-axis is the desired angle, c1 and c2 are positive real

valued constants.

If the distance of sensor nodes is different from message

transmitter, then first term ðcrange � distanceÞ � c1 domi-

nates and provide different timer value to different sensors.

If the distance of sensor nodes is same then the term

ðcrange � distanceÞ � c1 gives the same value to different

sensors. If nodes are at the same distance, then the second

term ðangle
c2
Þ is used to distinguish between sensor nodes.

Therefore, the combination of both terms provides the

unique value of waiting time to different sensor nodes.

The reason behind calculating difference of crange and

distance in the first term is as follows. This algorithm is

given in the case where communication range is less than

or equal to root three times of sensing range and according

to Theorem 2, active sensor nodes must form an equilateral

triangle pattern with side length root three times of sensing

range. Suppose, communication range is equal to root three

times of sensing range. Then, node just at the boundary of

the circular area with radius equal to communication range

must be activated before any other node to fulfill the

condition given in Theorem 2. Term ðcrange � distanceÞ
gives the minimum value to the node present near the

boundary of the circular area with radius equal to com-

munication range. Therefore, timer of node present at the

boundary expires earlier than other nodes and this node

gets chance for activation before other nodes. According to

Theorem 1, less overlapping in sensing area activates less

number of nodes in the target area. If the communication

range is less than root three times of sensing range, then

same method can be used to activate the farthest node so

that overlapping between the sensing area can be mini-

mized. However, this is not the only way to calculate timer

value. One can define its own way to calculate the timeout

period, but it should maintain the triangular geometry with

specified parameters as given in Theorem 2.

Condition 2: If received activation message is not the

first message of its kind. Calculate the distance of the

message receiving node with its parent and name it to

ndistance. This distance is used in timer calculation in

following steps.

Condition 2.1: If the hop-count value of a node is greater

than the hop-count value contained in the message and

ndistance is greater than distance calculated in Condition 1

(Fig. 7). In this case, the message is received from the level of

the parent and message transmitter is eligible to become the

parent of the message receiver. But message transmitter is

actually new parent is determined by checking the distance

of message receiver with its existing parent and message

transmitter. If the distance to message transmitter is less than

the existing parent, then coordinates of the parent are chan-

ged with the coordinates of message transmitter. This leads

to the cancellation of existing timer and reschedule as done in

Condition 1 but now with new parent.

Condition 2.2: If the hop-count value of the node is

equal to hop-count value contained in the message. In this

case, sensor node has received message from its sibling or

sensor node with same hop-count value but having differ-

ent parent.

Condition 2.2.1: If received activation message is first

message from node with same hop-count value (Fig. 8). In

this case, node cancels its previous timer and computes

new waiting period timer2. This timer is calculated as

follows.

timer2 ¼ 1

distance2 þ ndistance2 þ c
ð2Þ

where, distance is calculated at the starting of the message

reception algorithm, ndistance is the distance calculated at

Fig. 6 Diagram representing the case in which condition 1 is true

Fig. 7 Diagram representing one case in which condition 2.1 and

2.2.2 is true
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the starting of condition 2, c is random value between 0 and

1. Reason to calculate timer value in this way is defined as

follows. According to theorem 2, suppose nodes X and Y

are in active state and distance between them is
ffiffiffi

3
p

Rs. If

Rc�
ffiffiffi

3
p

Rs, then third node Z must be activated near the

intersection point of two circles, having a radius equal to
ffiffiffi

3
p

Rs and circles centered at X and Y. If Z is placed at the

intersection point of these two circles, then it has maximum

combined distance from both X and Y. So, inversion of this

combined distance gives the minimum value to the node Z

and this value is treated as the timeout value. The constant

c helps to avoid activation of the two nodes at the same

time.

If the node at desired position is not found, then the node

near to this position gets a chance for activation before any

other node. One can use any other way to activate node Z

but the position of Z which best approximates triangular

pattern with
ffiffiffi

3
p

Rs side length must be selected for

activation.

Condition 2.2.2: More than one activation message is

received from the node with same hop-count value. In this

case, the sensing area of the sensor node may be fully

covered. For full coverage detection, idea of Theorem 3 is

used. If the sensing area of the sensor is fully covered, then

the state of sensor node is changed to sleep state for energy

saving. If part of sensing area is not covered, then the

sensor node waits for activation of more sensor nodes

because at this stage all of its neighbors may not be acti-

vated (such as nodes with high hop-count value). If nodes

with high hop-count value are unable to fully cover the

sensing area of the sensor node then sensor node is acti-

vated. Waiting time of sensor node is set as mentioned in

condition 1 so that all possible neighbors of sensor node are

activated and sensor node has enough nodes to check full

coverage of its region. Figure 7 represents this case.

Condition 2.3: Activation message is received from the

node with high hop-count value (Fig. 9). In this case, the

node checks the condition of full coverage detection. If

sensing area is fully covered, then the state of sensor node

is changed to sleep otherwise sensor node extends its timer

value to receive some more activation messages. Timer

value is set as in condition 2.2.2.

4.4.2 Message transmission

After timeout period, sensor node changes its state to active

and creates an activation message. The activation message

contains the position of the sensor node in the form of its x

and y coordinates and its hop-count value from the sink

node. This activation message is then transmitted to the

nodes in its communication range. Nodes which receive

this message if not in active or sleep state, executes mes-

sage reception algorithm.

4.5 Discussion

First part of this section describes how the PHA algorithm

provides 3-connectivity in the sensor network. Second and

third part of the section are extension of the algorithm and

provides only a brief description about how to set the timer

value if Rc [
ffiffiffi

3
p

Rs and how to form the logical tree among

the sensor nodes.

4.5.1 3-connectivity

PHA algorithm achieves 3-connectivity in the sensor net-

work by activating at-least one parent, sibling and child of

the sensor node. The validity of this statement is as follows.

When sensor node activates at that time it has received

Fig. 8 Diagram representing one case in which condition 2.2.1 is true

Fig. 9 Diagram representing one case in which condition 2.3 is true
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at-least one message from its parent. So, in this case node is

connected to only one node. When it sends the activation

message, then two nodes with the same hop-count value

activates in its communication range. These two nodes are

on left and right side of the sensor. So, now it is 3-con-

nected. The sensor node receives more activation messages

from nodes with high hop-count value. So, connectivity of

active sensor node further increases. Boundary nodes are

not considered because they may not have any nodes on its

left, right side or even child nodes may not be present. In

this case, condition of 3-connectivity is not fulfilled. The

meaning of left and right side is that when a line segment is

drawn from the sensor node (A) to its parent (B) and if

position of new sensor nodes is checked from the sensor

node A then one node is on the left side of the line segment

AB and another on the right side of the line segment AB.

4.5.2 Rc [
ffiffiffi

3
p

Rs

Only short description is given in this case because full

description requires a separate algorithm for its explana-

tion. If Rc [
ffiffiffi

3
p

Rs and node at farthest distance is acti-

vated (as done in the PHA algorithm), then full coverage in

the network is not ensured. To handle such cases, a sepa-

rate timer is required. Condition 1 in the Sect. 4.4.1 defines

one timer. That timer is used for the nodes whose distance

from transmitter is less than
ffiffiffi

3
p

Rs. For nodes with distance

greater than
ffiffiffi

3
p

Rs, a random constant value a is added to

the timer so that nodes with distance less than
ffiffiffi

3
p

Rs gets

priority for activation over those nodes having distance

greater than
ffiffiffi

3
p

Rs. Timer defined in condition 2.2.1 needs

to be recalculated otherwise node activation will not ensure

full coverage. For timer calculation, the intersection points

of circles centered at X and Y (defined in condition 2.2.1)

with radius
ffiffiffi

3
p

Rs are calculated. Now, nodes which are

near to this intersection point gets priority for activation.

Also in that nodes, node whose distance to both X and Y is

less than
ffiffiffi

3
p

Rs gets priority so that triangular pattern can

be approximated and activated sensor nodes provide full

coverage of the target region.

4.5.3 Logical tree formation

In wired communication, tree topology is formed by con-

necting nodes in such a way that each node has exactly one

parent node (for rooted tree). If there is no information about

the source and destination at the intermediate node and it

receives message on one port, it broadcasts that message to

all other ports and in this way communication is made. Here,

message broadcasting does not flood the network with a lot of

messages, because in tree topology for n nodes only n� 1

messages are created. However, in wireless communication,

message transmitted from one node is received by all the

nodes in its communication range. If each node starts

retransmission of the received message, then message is

delivered to the destination, but it requires a lot of commu-

nication overhead. Due to excessive message transmission

and reception, energy of sensor nodes is consumed much

earlier than required. So, there should be some logical tree

structure in the wireless networks which can prevent

excessive message overhead.

In the case of wireless communication, one way to form a

tree like structure is to create a logical tree by creating

routing tables in the node. Each entry of the table represents

the node position and its entry as parent, sibling or child.

When condition 1 or 2.1 (message reception algorithm) is

true, then node creates or replaces the entry of parent node. If

condition 2.2 is true, then entry of sibling is done and for

condition 2.3 entry of child is done. Selection of child node is

done by comparing the distance to child node with sibling. If

the child is near to the one of the sibling, then its entry is

removed from the table. In this way, each sensor node is

designated as a child node in only one routing table. Now,

data communication proceeds as actual tree is formed by

joining the links between sensor nodes.

Suppose, sensor node M has node N as parent and O, P

as child nodes. If node M receives some message. Then it

checks whether it is the query message transmitted from

parent node N. If both of these conditions are satisfied, then

only message is forwarded by the node M otherwise it is

dropped. Another case of message forwarding occurs when

received message is a reply message and is received from

child node (O or P). In all other cases received message is

dropped. This way of message forwarding proceeds in the

way as actual link are established between the sensor nodes

to form a tree structure. Figure 10 shows the tree structure

formed by sensor nodes with different levels according to

their hop-count value from starting node. It is clear from

Fig. 10 Diagram representing logical tree structure formed after the

execution of PHA algorithm. Green nodes represent active sensor

nodes and red nodes represent nodes in sleep state (Color figure online)
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the figure that each sensor node has exactly one parent and

it may have one, two, three or more children. There may be

some case in which a sensor node does not have any child

node because child selection process is totally dependent

on its distance from neighbors.

5 Performance analysis and comparison

This section gives simulation details, performance metrics,

performance analysis of PHA algorithm and its comparison

with existing schemes.

5.1 Network setup

Simulation of PHA algorithm is performed in OMNET??

[28]. For simulation, target field of 120� 120 m2 is selected

and sensor nodes are randomly deployed in the target area.

For node deployment, the uniform distribution is used so that

it can properly model the actual sensor deployment from an

airplane or helicopter. Sensor nodes are placed in a randomly

generated value for x and y coordinate whose value lie

between 0 and 120. For simplicity, sink node is placed at the

origin, so that node activation starts from one direction.

However, sink node is not necessary to be placed at the

origin, position of sink node can be changed according to the

requirement. Sensing range (Rs) of each sensor node is fixed

at 10 m and communication range (Cr) varies from 12 to

17.32 m. 17.32 communication range (it is the radius of the

circle centered at sensor node position) is selected as the

upper limit because it is root three times of sensing radius

(10 m). Each value used in the graph is averaged value for 50

different network deployment.

To change the network deployment, seed value of ran-

dom number generator (RNG) is changed in each network

setup. By, changing the seed value, the RNG is initialized

to different values and random position assigned to sensor

node is changed from its previous value. High density of

sensor nodes is assumed in the algorithm so simulation is

performed in the area of 120� 120 m2 by varying number

of nodes in the range of 500–1,500. According to

assumption six of the algorithm, in each deployment,

sensor nodes form a connected network. Hence, special

care is taken so that network formed just after the

deployment is a connected network.

5.2 Performance metrics

5.2.1 Coverage ratio

It measures how much percentage of the target area is actu-

ally covered by the sensor nodes. It is calculated as the ratio

of the sensing area to the actual target area. In measuring the

coverage ratio, the target area is divided into several grids

where the length and breath of one grid is set to 0.25 m. The

end vertex of grid is used in coverage measurement. The

matrix A of size equal to the number of grid points is created

such that (x, y) coordinate of the end vertex of any grid

represents (x, y) entry of the matrix A. This matrix A is

initialized to zero. If the end vertex of some grid is inside the

sensing range of any sensor node, then corresponding (x, y)

entry in the matrix is set to one. Finally, coverage ratio is

calculated by calculating the ratio of number of one’s in the

matrix A to the total number of entries in the matrix A.

5.2.2 Number of active sensor nodes

This metric counts the number of active sensor nodes

providing full coverage of the target region.

5.2.3 Number of activation messages used

This metric counts the total number of activation messages

sent by the sensor nodes after the execution of full coverage

control algorithm. During simulation only those activation

messages are counted which are given by the application

layer to the network layer (TCP/IP stack). If some collision

occurs during the message transmission, then it is left over

the MAC layer to deliver the message correctly.

5.3 Performance analysis and comparison

5.3.1 Number of nodes in deterministic deployment

This setup is done to find out the lower bound on the

number of nodes required to fully cover the region.

Fig. 11 Diagram representing node placement according to the

Theorem 2 and number of nodes required to fully cover the target area
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Network parameters are same as in Sect. 5.1 and posi-

tioning is done according to theorem 2 (Fig. 11). In this

arrangement, number of nodes required to fully cover

(coverage ratio ¼ 1) the region comes out to be 67.

5.3.2 Performance analysis

Based on the performance metrics, different graphs are

plotted to check the performance of PHA algorithm.

Figure 12 shows the achieved coverage ratio by varying

number of deployed nodes. It can be seen that, as the

number of sensor nodes increases, coverage ratio also

increases. The reason is on increasing the number of sensor

nodes, possibility of uncovered area decreases and hence

coverage ratio increases. The achieved coverage ratio in

most of cases is above 98 %. This confirms that PHA

algorithm provides full coverage.

Figure 13 shows the variation in number of active sensor

nodes for different number of deployed nodes. For specific

value of Cr, curve increases with increase in number of

deployed nodes. The reason is that with increase in number

of deployed nodes, probability of sensor placement in

uncovered region also increases. Figure 13 also shows that

for high value of Cr, number of active sensor nodes are

less. The reason is that for high value of Cr, large number

of sensor nodes receive activation message and change

their state to sleep. The another reason is that for high value

of Cr, active sensor nodes are at higher distance, so over-

lapping between their sensing area is less and hence

according to theorem 1 number of active sensor nodes are

less.

The minimum number of active sensor nodes by PHA

algorithm are 90 which are greater than 67. The reason is

random deployment due to which sensor nodes cannot be

activated according to triangular geometry.

Figure 14 shows the graph for total number of activation

message required in the process of providing full coverage.

This graph is similar to the graph shown in Fig. 13. The

reason is that each active sensor node broadcasts exactly

one activation message to its neighbors.

5.3.3 Comparison

Comparison metrics

a) Coverage ratio.

b) Number of active sensor nodes.

Figures 15 and 16 compares the PHA algorithm with the

LDCC algorithm. Target area is of 120� 120 m2:

Figure 15 is the graph between the number of active

nodes and communication range for different number of

deployed nodes (N). This graph shows that PHA algorithm

activates less number of nodes than nodes activated with

LDCC algorithm. The reason behind is that PHA algorithm

tries to approximate the triangular geometry with more

accuracy.

Figure 16 shows the graph between coverage ratio and

communication range. The coverage ratio of PHA algo-

rithm is better than that of the LDCC algorithm because of

Fig. 12 Coverage ratio versus total deployed nodes
Fig. 13 Working sensor nodes versus deployed sensor nodes

Fig. 14 Number of activation messages used versus deployed sensor

nodes
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better implementation of the full coverage detection

scheme at each sensor node.

Figures 17 and 18 compares the PHA algorithm with the

OGDC, PEAS and CCP algorithm. Target area is of

50� 50 m2:

Figure 17 shows that PEAS algorithm with probing

range of 8 m provides maximum coverage. But high cov-

erage ratio is achieved by activating large number of sensor

nodes (Fig. 18). On the other side, PHA and OGDC

algorithm provides full coverage by using very less number

of sensor nodes than PEAS with probing range of 8 m.

Figure 18 shows number of active sensor nodes for

different algorithms. OGDC activates minimum number of

sensors by approximating triangular pattern very effi-

ciently. PHA algorithm uses few more sensors than OGDC

algorithm because it also provides 3-connectivity in the

network. However, performance of PHA algorithm is

equivalent to CCP and PEAS with probing range 10.

6 Conclusion and future work

This paper explores a new algorithm for providing full

coverage of the target field. Proposed algorithm provides full

coverage of the target field, maintains network connectivity

and tries to minimize the sensor nodes in the active state. The

algorithm is designed in such a way that it is able to provide

3-connectivity in the network. This algorithm also provides

logical tree structure under the condition that each sensor

node has enough space to store the position information of all

its active neighbors. Algorithm is given for the case where

communication range is less than root three times of sensing

range. However, only timer adjustment enables algorithm to

work for the case where communication range is greater than

root three times of sensing range. Simulation shows that

PHA algorithm is able to provide full coverage of the target

field by activating very less number of sensor nodes and uses

very less number of activation message. Hence, it saves the

energy of sensor nodes and helps to increase the sensor

network’s lifetime.

Fig. 15 Active nodes versus communication range

Fig. 16 Coverage ratio versus communication range

Fig. 17 Coverage ratio versus number of deployed sensor nodes

Fig. 18 Number of active nodes versus number of deployed nodes
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One can extend the algorithm to include the heteroge-

neous nodes in the network or add mobile sensor nodes.

The algorithm can be extended to provide coverage and

connectivity issue with routing in the network. Load bal-

ancing factor can also be included the algorithm to save the

energy of node present near the sink node. It is not always

desired to provide full coverage of the target area. So, some

extension can be given to convert the algorithm from full

coverage to target coverage and vice versa. The fault tol-

erance issue can be included in the algorithm so that full

coverage is maintained even if some nodes are destroyed or

their battery power is zero.

The proposed algorithm can also be extended to execute

in several rounds, selecting different nodes in each round.

Criteria for selection may include position, hop-count value

and remaining energy of the sensor node. This properly

distributes the energy consumption among the sensor

nodes. Logical tree structure suggested in the work can be

used to route the data effectively and some redundancy

removal techniques can also be applied by the sensor nodes

to the data obtained from the child nodes. It helps in energy

saving because data for transmission is reduced. The

algorithm can be extended to provide full coverage in three

dimensions.
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