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Abstract Cooperative communication (CC) allows mul-

tiple nodes to simultaneously transmit the same packet to

the receiver so that the combined signal at the receiver can

be correctly decoded. Since the CC can reduce the trans-

mission power and extend the transmission coverage, it has

been considered in minimum energy routing protocols to

reduce the total energy consumption. However, previous

research on cooperative routing only focuses on minimiz-

ing the total energy consumption from the source node to

the destination node, which may lead to the unbalanced

energy distribution among nodes. In this paper, we aim to

study the impact of cooperative routing on balancing the

energy distribution among nodes. By introducing a new

routing scheme which carefully selects cooperative relay

nodes and assigns their transmission power, our coopera-

tive routing method can balance the remaining energy

among neighboring nodes to maximize the lifetime of the

network. Simulation results demonstrate that the proposed

cooperative routing algorithm significantly balances the

energy distribution and prolongs the lifetime of the

network.

Keywords Energy balancing � Cooperative routing �
Multihop networks

1 Introduction

Multihop wireless networks have various civilian or mili-

tary applications and have drawn considerable attention in

recent years. One of the major concerns in designing

multihop wireless networks is to save the energy con-

sumption as the wireless nodes are often powered by bat-

teries only. Energy-aware routing protocols [1–10] have

been well-studied. Most of these energy-aware routing

protocols consider new energy-related metrics, such as a

function of the energy required to communicate on a link

[1, 2, 5] or the nodes’ remaining lifetime [3] or both [11],

instead of classic route metrics such as hop count or delay.

Recently, a new class of communication techniques,

cooperative communications (CC) [12, 13], have been

introduced to allow single antenna devices to take advan-

tage of the multiple-input–multiple-output (MIMO) sys-

tems. This CC explores the broadcast nature of the wireless

medium and allows nodes that have received the trans-

mitted signal to cooperatively help by relaying data for

other nodes. Previous study has shown significant perfor-

mance gain of CC in various wireless network applications:

broadcasting [14–16], topology control and connectivity

[17–20], and throughput maximization [21].

Recent works [22–27] have investigated the impacts of

CCs on the problem of minimum power routing. For

example, Khandani et al. [23] and Li et al. [22] both study

the methods of finding the minimum energy cooperative
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route for a wireless network. They have developed several

heuristic algorithms to decide the next hop node and the

nodes which will participate the CC to the next hop. All

these methods only focus on minimizing the total energy

consumption of routing the packet from the source node to

the destination node. However, it is well known that con-

sistently using the minimum cost path for routing may lead

to uneven energy distribution among nodes, which could

substantially reduce the lifetime of the network.

Therefore, in this paper, we focus on studying the impact of

CC on energy balancing among nodes. We introduce a new

cooperative scheme to carefully select cooperative relay

nodes from one-hop neighbors around the current node and

make smart decisions on their transmission power. It can be

applied to any underlying energy-aware routing protocol, and

only need local information to perform the optimization on

CCs. We formally prove that our cooperative routing method

can indeed balance the energy consumption among nodes to

prolong lifetime of the network. Notice that Pandana et al.

[11] also study how to maximize network lifetime by using

cooperative routing. However, they limit the scope of coop-

erative relay within the nodes on the route and concentrate on

minimizing the total energy consumption of all cooperative

nodes. This significantly limits the effectiveness of their

method on energy balancing. In contrast, we allow all one-hop

neighbors around current node to participate the energy-bal-

anced cooperative relay and aim to balance their remaining

energy. In addition, under our CC model, one of their methods

regresses to the minimum energy path based routing.

The rest of this paper is organized as follows. In Sect. 2,

we summarize related works in energy-efficient routing

and cooperative routing for wireless networks. In Sect. 3,

we introduce the network model and CC model used by our

routing protocol. In Sect. 4, we present our energy-bal-

anced cooperative routing (EBCR) protocol and theoreti-

cally prove that the protocol guarantees the improvement

of balancing remaining energy among nodes in the net-

work. Section 5 presents the simulation results on random

networks by comparing the EBCR routing with the mini-

mum energy path routing. Finally, Sect. 6 concludes the

paper with a summary and an outlook for future work.

2 Related work

Since energy is a scarce resource which limits the lifetime

of wireless networks, a number of energy efficient routing

protocols [1–10] have been proposed recently using a

variety of techniques. Classical routing algorithms may be

adapted to energy-related criteria rather than metrics such

as delay or hop distance. Most of the proposed energy-

aware metrics are defined as a function of the energy

required to communicate on a link [1, 2, 5] or a function of

the nodes remaining lifetime [3]. By taking these energy-

aware metrics, many centralized minimum energy routing

protocols [3–5] and energy efficient localized routing

protocols [6–10] have been proposed and widely used in

wireless ad hoc networks or sensor networks.

Cooperative communication models introduce a new

element in designing energy efficient routing algorithms

for wireless ad hoc networks. Recent work [22–27] has

investigated the impacts of CCs on the problem of mini-

mizing power routing. Khandani et al. [23] first formulate

the problem of finding the minimum energy cooperative

route for a wireless network and develop a dynamic-pro-

gramming-based algorithm as well as two polynomial-time

heuristic algorithms. Li et al. [22] also study the finding

minimum energy cooperative route problem, but they

assume that the last L predecessor nodes along the path are

allowed for cooperative transmission to the next hop. They

propose an algorithm which uses the Dijkstra’s algorithm

with a modified relaxation procedure to reflect the CC cost.

In [24], a cooperation-based routing algorithm minimum

power cooperative routing (MPCR) algorithm is proposed.

This algorithm constructs the minimum-power route using

any number of the proposed cooperation-based building

blocks that require the least possible transmission power. In

[26, 27], the cooperative multi-hop routing under more

complex fading model is studied for the purpose of energy

savings.

All of the research above focuses on minimizing the

total energy consumption in cooperative routing. However,

in this paper, we concentrate on balancing the energy

among nodes and prolong the lifetime of the network.

Pandana et al. [11] in study how to maximize network

lifetime of network by using cooperative routing. They

define the link cost by normalizing the transmission power

with the residual energy at each node. Their methods first

find the least cost route based on their link costs, then use

the last L nodes in the route to perform cooperative relay

for current node. Even though their methods indeed can

balance energy consumption on certain level, they limit the

scope of cooperative relay within the nodes on the route,

which restricts the effectiveness on balancing energy. In

contrast, in this paper, we consider one-hop neighbors

around the route and use all possible neighbors to perform

cooperative relay aiming at energy balancing. In addition,

their method aims to minimize the total normalized energy

consumption of all participating nodes, while our study

want to balance the remaining lifetime among all partici-

pating nodes in CCs. Notice that under our CC model,

which is different with their model, simply minimizing the

total energy consumption of all nodes on the minimum

energy path regresses to the minimum energy path itself

without CCs.
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In addition, cross-layer cooperative routing problems

have been studied recently. Zhang et al. [25] study the joint

problem of routing selection in network layer and conten-

tion avoidance among multiple links in MAC layer in a CC

aware network. They convert the decision problem into an

optimization problem which can be solved by linear pro-

gramming. They also provide a distributed cooperative

scheme to approximate the optimal solution. Recently,

Sharma et al. [28] study the joint optimization problem of

relay node assignment and flow routing for concurrent

sessions under CC to maximize the throughput. They

model the problem as a mixed integer linear programming

problem and provide a novel solution based on the branch-

and-cut framework.

3 Network models and assumptions

In this section, we briefly introduce the network models

and assumptions in our proposed cooperative routing

protocol.

We consider a connected multihop wireless network

with n nodes V ¼ fv1; v2; . . .; vng. Every node vi can adjust

its transmission power P(vi) which is limited by a maxi-

mum value PMAX. If a sending node vi wants to commu-

nicate with node vj directly, the transmission power of node

vi must satisfy

PðviÞ � ðdðvi; vjÞÞ�a� s ðPðviÞ�PMAXÞ:

Here, a is the path loss exponent (between 2 and 4), s is the

minimum average signal-to-noise ratio (SNR) for decoding

received data successfully, and d(vi, vj) is the distance

between node vi and node vj. We also assume the

transmission time of a packet is one unit time. With

PMAX, we can define a direct communication graph

G = (V, E) where V is the node set and E is the direct

link set of all possible direct communication among nodes.

Let N(vi) represent the set of direct neighbors of node vi,

i.e., for any vj 2 NðviÞ; ðdðvi; vjÞÞ�a � s�PMAX .

We assume that each node has a distinctive identity and

each node knows its position information either through a

low-power GPS receiver or localization methods. By a

single-hop exchange, each node can gather the location

information of its neighbors. By using this position infor-

mation, a node can calculate the distances to its neighbors

and use them to optimize its transmission power.

Our CC model is similar to those of [17–20] but dif-

ferent from those1 of [11, 24]. CC model takes advantage

of the physical layer design that combines partial signals

containing the same information to obtain the complete

information. Thus, a complete communication from node vi

to node vj can be achieved by CC if vi transits the same

signal simultaneously with a set of helper nodes H(vi) and

their transmission power satisfies
X

vk2vi[HðviÞ
PðvkÞ � ðdðvk; vjÞÞ�a� s ðPðvkÞ�PMAXÞ:

Figure 1 shows a simple example of CC. Node v1 wants

to transmit data to node v2. v1 can first transmit to its

nearby neighbors v3 and v4, then the three nodes transmit

simultaneously to v2 using CC. If the combined SNR is

larger than s, v2 can successfully decode the data. Physical

layer techniques for implementation of CC could be found

in [29]. Carefully selecting the helper set and using CC can

reduce the transmission power. v1 can directly reach v2

using at least Pdðv1Þ ¼ s � ðdðv1; v2ÞÞa transmission power.

If the total transmission power Pcc(v1) ? Pcc(v3) ?

Pcc(v4) \ Pd(v1) when using CC, CC can reduce the total

transmission power from the direct transmission between

v1 and v2. More importantly, CC can also spread the energy

consumption among multiple nodes which can benefit the

energy balancing in the network. In the above example, if

Pcc(v1) ? Pcc(v3) ? Pcc(v4) C Pd(v1), but max{Pcc(v1),

Pcc(v3), Pcc(v4)} is smaller than Pd(v1), CC has potential

to balance the energy, more than the direct communication

between v1 and v2. In this paper, we apply CC in the one-

hop neighborhood along the energy efficient path to

balance the energy in the whole network.

We assume that the initial battery level of each node vi is

E0(vi) and the battery level of vi at time t is Et(vi). For all

Fig. 1 Cooperative Communication (CC): v1 together with its helpers

v3 and v4 transmit simultaneously to v2 using CC

1 In [11, 24], a complete communication from node vi to node vj

can be achieved by CC if ð
P

vk2vi[HðviÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðvkÞ � ðdðvk; vjÞÞ�ap

Þ2 � s.

This model is more realistic than the simplified model which we and

[17–20] used. If we use this model in our load balancing scheme, it

Footnote 1 continued

is difficult to get an explicit solution of the optimal remaining energy

Ex (we will define it in Sect. 4). Notice that the transmission power

obtained under the simplified model can always guarantee that the CC

transmission successes under the realistic model, since
P

vk2vi[HðviÞ

PðvkÞ � ðdðvk; vjÞÞ�a�ð
P

vk2vi[HðviÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðvkÞ � ðdðvk; vjÞÞ�ap

Þ2. There-

fore, we believe the results obtained by our algorithm can be directly

used for the realistic model, though the perfect load balancing may

not be guaranteed. Similarly, in our simplified CC model, we do not

consider the fading effect since it will make the optimal remaining

energy hard to solve.
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definitions, when the time t is clear in context, it could be

ignored. When node vi transmits a packet using transmis-

sion power Pt(vi), its battery level reduces to Et?1(vi) =

Et(vi) - Pt(vi) 9 1. Here, for simplicity, we ignore the

receiving energy cost and assume that the size of a packet

is the same and the time to send a packet is unified to one

unit time. Thus, Pt(vi) 9 1 is the energy consumed from

transmitting the packet in a unit time. But our proposed

cooperative routing protocol can be easily extended to

handle the cases without these assumptions. When

Et(vi) B 0, node vi is running out of its battery and dies out.

Let EminðSÞ ¼ minvi2S EtðviÞ, which is the minimum

remaining energy of a node set S. As usual, we define the

lifetime of the network T as the time when the first node

dies out, i.e., T = {min t| Et(V) = 0}.

In this paper, we assume that the underlying routing

decision (the route connecting the source and the destina-

tion) has been made by certain non-CC routing strategy,

such as energy-efficient ad hoc routing protocols or shortest

path based routing algorithms. We only focus on how to

apply CC technique to further improve the energy bal-

ancing along the selected path.

Table 1 lists all the symbols used in the paper.

4 Energy-balanced cooperative routing (EBCR)

In this section, we first introduce how our proposed

cooperative routing (EBCR) can balance the energy along a

single path from its source vs to its destination vd, then we

further discuss how the EBCR performs under multiple-

flow routing and prove its optimality.

4.1 Balancing energy along single path

As explained in last section, our cooperative routing

algorithm starts from a path generated by an underlying

non-cooperative routing protocol. Assume the path is

p ¼ v0; v1; v2; . . .; vh, where vs = v0 and vd = vh. Our goal

is to perform CC for each hop vivi?1 along the path, such

that after the transmission vi and its helpers H(vi) have the

balanced remaining energy and the minimum remaining

energy among them is maximized. Therefore, we hope that

the energy along the path is balanced too. See Fig. 2 for

illustration. Here, we assume that each node vi exchanges

the information of its remaining energy and position with

neighbors so that vi also has information of its neighbors.

We also assume that the energy consumed by exchanging

control packets is ignorable.

In order to apply CC, we need to pick the helper set for

current node vi which will send the same packet simulta-

neously to vi?1. We first define a potential cooperative

helper set PHðviÞ � NðviÞ. Obviously, in PH(vi), we only

consider those neighbors of vi which are closer to vi than

vi?1 (here, the closeness is defined based on the Euclidean

distance between the neighbor to the current node vi, and

this can be easily obtained since each node knows its own

position and positions of its neighbors); otherwise directly

sending the packet to vi?1 is more energy efficient.

Therefore, PH(vi) could be any subset of fvkjvk

2 NðviÞ and dðvi; vkÞ\dðvi; viþ1Þg.
Given a potential helper set PH(vi) with size k, we first

introduce an algorithm to calculate the remaining energy of

vi and its helper set Hk(vi) under CC model. The basic ideaTable 1 Summary of notations

Symbol Definition

PMAX Maximum transmission power

P(vi), Pt(vi) Transmission power of node vi (at time t)

a Path loss exponent

s Minimum average SNR

d(vi, vj) Distance between node vi and node vj

N(vi) One-hop neighbor nodes of node vi

E0(vi) Initial battery level of vi

Et(vi) Remaining energy of vi at time t

Pik Energy consumption to support direct link vivk

Emin(S) Minimum remaining energy of node set S,

i.e., EminðSÞ ¼ minvi2S EtðviÞ
T Lifetime of the network, i.e., T = {min t| Et(V) = 0}

H(vi) Helper node set of node vi for CC

PH(vi) Potential helper nodes of vi for CC

Ph(vi) Transmission energy need for vi to directly reach

the farthest helper in PH(vi)

Fig. 2 Illustration of EBCR to pick the helper set H(vi) (including vj

and vk in this example) for current node vi which will send the same

packet simultaneously to next hop node vi?1. The large circle

represents neighborhood N(vi) of vi and the small circle represents one

of the potential cooperative helper sets PH(vi) of vi

1090 Wireless Netw (2013) 19:1087–1099
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of the algorithm is as follows. We first calculate the

transmission power Ph(vi) needed to reach the farthest

neighbor inside PH(vi), then use it to update the remaining

energy of vi by Et?1(vi) = Et(vi) - Ph(vi). For other nodes

vj in PH(vi), the remaining energy is Et?1(vj) = Et(vj).

Then we sort all these k ? 1 nodes (defined as set A) in the

descending order by its remaining energy Et?1(vj). Assume

that the sorted set is fv01; v02; . . .; v0kþ1g. Our algorithm will

greedily pick those nodes with larger remaining energy to

be helpers of vi, until their cumulated signal strength at vi?1

is larger than or equal to s, i.e.,
Pw

j¼1ðEtþ1ðv0jÞ�
Etþ1ðv0wþ1ÞÞðdðv0j; viþ1ÞÞ�a� s. If the cumulative power

strength of the first w nodes in PH(vi) is enough to reach

vi?1, our algorithm will just use these w nodes as vi’s

helpers during CC. We try to balance every helper’s

remaining energy after the transmission. Let Ex be the

remaining energy of all w nodes. We need

Xw

j¼1

ðEtþ1ðv0jÞ � ExÞðdðv0j; viþ1ÞÞ�a ¼ s:

Thus,

Ex ¼
Pw

j¼1 Etþ1ðv0jÞðdðv0j; viþ1ÞÞ�a � s
Pw

j¼1ðdðv0j; viþ1ÞÞ�a :

If the energy consumption of vi with CC (Et?1(vi) -

Ex) ? Ph(vi) is less than the energy consumption of direct

transmission s � ðdðvi; viþ1ÞÞa, we return Ex as the estimated

energy and the first w nodes fv01; v02; . . .; v0wg as the helper

set Hk(vi). If Etþ1ðviÞ � Ex þ PhðviÞ� s � ðdðvi; viþ1ÞÞa,

then CC with nodes in PH(vi) is not useful and vi directly

sends the packet to vi?1. In that case, we return Etþ1
k ðviÞ ¼

�1 and Hk(vi) = {vi}. Algorithm 1 shows the detailed

algorithm. By running this algorithm, for a given HP(vi),

we can decide which nodes have to involve into the

cooperative routing and what are their transmission power

during CC.

Figure 3 illustrates a simple example where there are 4

nodes inside A = PH(vi) [ {vi}. Under CC model, the

sender vi first sends the packet to other nodes in A. Then vi

refreshes its remaining energy. The sorted remaining

energy of the nodes in A is shown in the figure. The sender

vi is assumed to have the second largest remaining energy,

i.e. v02 ¼ vi. Based on Algorithm 1, we try to find first

w nodes whose cumulated signal strength at vi?1 is strong

enough as s. In this example, w = 3. Then a target

remaining energy Ex is calculated. As the output of Algo-

rithm 1, v01 and v03 will help v02 (vi) to perform CC trans-

mission. After the transmission, the remaining energy of

these three nodes is Ex.

Fig. 3 Example for Algorithm 1
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Now we are ready to present our main algorithm

(Algorithm 2) of the proposed EBCR. Basically, it tries all

possible initial setting of PH(vi) by running Algorithm 1

for each setting and picks the solution with the largest

remaining energy as the final decision. If the best solution

Ek*
t?1(vi) C 0, we perform CC with its helper set Hk*(vi),

otherwise, send the packet directly to vi?1. Notice that the

proposed EBCR algorithm only use 1-hop neighbor infor-

mation around node vi and its time complexity is only

O(m2) where m is the number of neighbors whose distances

from vi are less than vj’s. Since usually the number of

neighbors of a node is small unless the network is very

crowded, the additional computation cost of the proposed

method over the routing task is very limited and the

requirement of computation capability on each individual

node is very low.

Our cooperative routing problem can efficiently balance

the remaining energy among nodes. Figure 4 illustrates an

example with just three nodes. Assume that all nodes can

communicate with each other directly and have the same

initial energy 32s, i.e., E0(v1) = E0(v2) = E0(v3) = 32s.

The distances among them are marked in the figure. Let

a = 2 and the underlying routing is minimum energy rout-

ing. Assume that we want to send a packet from v1 to v3.

Without CC, v1 need transmit at power of 16s, thus

Ev1 = 32s - 16s = 16s. Then Emin(V) = 16s. If with our

cooperative routing, v1 will choose v2 as its helper. First, v1

needs to send the packet to v2 using the transmission power of

4s. Then v1 and v2 transmit the packet simultaneously to v3

with transmission power of 6s and 10s respectively, so that

the power strength at v3 is 6s � 4�2 þ 10s � 4�2 ¼ s. After the

transmission, the remaining energy of both v1 and v2 is 22s.

Thus, the minimum remaining energy of the network

Emin(V) = 22s, which is larger than the one without CC. In

addition, the remaining energy among all the three nodes are

more balanced.

Next we formally prove that our proposed EBCR can

indeed balance remaining energy of the network. Recall that

the minimum remaining energy of a network is the minimum

of remaining energy of individual nodes in the network.

Theorem 1 For a routing task between a pair of source

and destination nodes, the proposed EBCR can improve the

minimum remaining energy of the network.

Proof Assume that Emin(V) is the remaining energy of the

network V with the proposed cooperative routing, while

E0minðVÞ is the remaining energy of the network without using

the proposed cooperative routing. In the network, there are

three types of nodes: nodes in the original path p (denoted as

R), nodes acting as helpers during CC (denoted as H), and

nodes which do not participate in any packet forwarding

process even under CC (denoted as U). So V = R [ H [
U. Assume that Emin(S) and E0minðSÞ are the minimum

remaining energy of node set S with and without cooperative

routing, respectively. Then we consider the minimum

remaining energy of these three types of nodes separately.

First, the remaining energy of U does not change, i.e.,

EminðUÞ ¼ E0minðUÞ. Second, the remaining energy of helpers

H may be reduced by using CC (EminðHÞ�E0minðHÞ). How-

ever, since our cooperative routing guarantees that all helpers’

remaining energy is not less than the sender’s remaining

energy after cooperative routing, Emin(H) C Emin(R). This

Fig. 4 Example of cooperative routing with a single flow
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also shows E0minðHÞ �EminðRÞ. Third, the remaining energy

of R must be extended by using CC, thus EminðRÞ�E0minðRÞ.
Since Emin(V) = min {Emin(R), Emin(H), Emin(U)} = min

{Emin(R), Emin(U)} and E0minðVÞ ¼ minfE0minðRÞ;E0minðHÞ;
E0minðUÞg, we now have EminðVÞ�E0minðVÞ. Therefore, using

cooperative routing can indeed lead to larger minimum

remaining energy of the network.

4.2 Balancing energy along multiple routes

So far, we only consider to cooperatively route a single flow

in the network. But the proposed cooperative routing method

can also handle multiple flows by serving them one by one.

However, different serving order may lead to different

remaining energy of the network. Notice that the remaining

energy of nodes changes after serving one flow, thus the

selected helper sets for each flow may vary under different

serving orders. Figure 5 illustrates such an example. There

are two flows from node v1 and v3 to v4, respectively.

Assume that the initial energy of the nodes are

E0(v1) = 32s, E0(v2) = 44s, E0(v3) = 24s, and E0(v4) =

36s, respectively. If we apply our cooperative routing, both

v1 and v3 will use v2 as its helper to perform cooperative

routing. However, v2 helps which flow first will affect the

remaining energy of the network. Case 1: v2 helps v1 to

transmit its packet to v4 first. After four rounds’ transmis-

sion, the final remaining energy of the four nodes are

E(v1) = 28s, E(v2) = E(v3) = 16s, and E(v4) = 36s. Thus,

the minimum remaining energy of the network is 16s. Case

2: v2 helps v3 to transmit its packet to v4 first. After four

rounds’ transmission, the final remaining energy of all nodes

are E(v1) = E(v2) = E(v3) = 20s, and E(v4) = 36s. Thus,

the remaining energy of the network is 20s. Therefore, the

remaining energy level of the network is different with

different order. But, for both cases, the remaining energy of

the network is better than without cooperative routing which

is 8s.

Fortunately, with any serving order our cooperative

routing protocol can guarantee the improvement of mini-

mum remaining energy of the network compared with the

routing algorithms without using cooperative routing.

Theorem 2 For a routing task between k pairs of source

and destination nodes, the proposed EBCR can improve the

minimum remaining energy of the network.

Proof Again let Emin(S) and E0minðSÞ be the minimum

remaining energy of node set S with and without cooper-

ative routing, respectively. When k = 1, we already prove

that EminðVÞ�E0minðVÞ in Theorem 1. Now we consider

that k [ 1, i.e., there are k packet flows in the network. We

want to prove that after all of these k packets p1; p2; . . .; pk

arrive to their final destinations, EminðVÞ�E0minðVÞ.

The proving technique is similar with the one used in

Theorem 1. We now divide the all nodes V into k ? 1 disjoint

node sets. With the cooperative routing, we divide V into

node sets: R1;R2; . . .;Rk;U. Here, Ri includes a subset of

nodes participate in the cooperative routing of packet pi and

U is the set of nodes which do not participate any route. If a

node vk participates multiple flows, it only belongs to the set

Ri in the last flow it participates (i.e., pi is the last packet it

transmits). Obviously, V ¼ R1 [ R2 [ . . . [ Rk [ U. Simi-

larly, we can define k ? 1 node sets for the case without

cooperative routing, and let them be R01;R
0
2; . . .;R0k and U0.

V ¼ R01 [ R02 [ � � � [ R0k [ U0.

First, U � U0 since some nodes in U0 will be helpers in

cooperative routing. Thus, EminðUÞ�E0minðU0Þ.
Assume that vmin is the node with least remaining energy

in set Rj. It is either a node on the original route of packet pj

or a helper for a node on that route. If it is a node on the

original route of packet pj, the remaining energy of vmin

must be larger than or equal to the remaining energy of the

same node in the set R0j, because our algorithm can guar-

antee to enlarge the remaining energy of node vi at each

step. Thus, EminðRjÞ ¼ EðvminÞ�E0ðvminÞ�EminðR0jÞ. If the

node vmin is a helper of a node vp on that route of packet pj,

there are three cases and we discuss them one by one.

Case 1 The last packet handled by vp is pj, i.e., vp 2 Rj.

Based on our algorithm, E(vmin) C E(vp), since vmin is the

helper of vp. Notice that the remaining energy of vp must also

be larger than or equal to the remaining energy of the same

node in the set R0j. Consequently, EminðRjÞ ¼
EðvminÞ�EðvpÞ�E0ðvpÞ�E0minðR0jÞ.

Case 2 The last packet handled by vp is not pj but another

packet ps, and vp is on the route of packet ps. Thus, vp 2 Rs and

vp 2 R0s. Recall that when vp involves into pj’s forwarding, the

remaining energy of vmin is already larger than or equal to the

remaining energy of vp, thus E(vmin) C E(vp). And in the end,

Fig. 5 Example of EBCR routing with multiple flows. Different

serving order of CCs will lead to different remaining energy level of

the network
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the remaining energy of vp is also greater than or equal to the

remaining energy of the same node in R0s at that time. There-

fore, EminðRjÞ ¼ EðvminÞ�EðvpÞ�E0ðvpÞ� E0minðR0sÞ.

Case 3 The last packet handled by vp is not pj but another

packet ps, and vp is a helper for a node vq on the route of

packet ps. Based on our cooperative routing algorithm,

E(vp) C E(vq) and EðvqÞ�E0ðvqÞ. Hence, EminðRjÞ ¼
EðvminÞ�EðvpÞ�EðvqÞ�E0ðvqÞ�E0minðR0sÞ.

In summary, for any set Ri, we can always find a set R0j such

that EminðRiÞ�E0minðR0jÞ. Since EminðUÞ�Emin 0ðU0Þ;
EminðVÞ ¼ minðEminðR1Þ; . . .;EminðRkÞ;EminðUÞÞ and

E0minðVÞ ¼ minðE0minðR01Þ; . . .;E0minðR0kÞ;E0minðU0ÞÞ, we know

that EminðVÞ�E0minðVÞ.

5 Simulation

In this section, we evaluate our proposed EBCR protocol

by comparing its performances with the minimum energy

path based routing protocol. In addition, we also implement

a variation of our EBCR, EBCR back-N, in which the

0 500 1000 1500 2000 2500
0

1

2

3

4

5

6

7

8

9

x 10
4

Rounds of Routing

M
in

im
um

 N
od

e 
R

em
ai

ni
ng

 E
ne

rg
y

EBCR Routing
EBCR BackN routing
Minimum Energy Routing

0 500 1000 1500 2000 2500
8.9

9

9.1

9.2

9.3

9.4

9.5

9.6

9.7

9.8

9.9 x 10
4

Rounds of Routing

A
ve

ra
ge

 N
od

e 
R

em
ai

ni
ng

 E
ne

rg
y

EBCR Routing
EBCR BackN routing
Minimum Energy Routing

0 500 1000 1500 2000 2500
0

0.5

1

1.5

2

2.5 x 10
4

Rounds of RoutingS
ta

rd
ar

d 
V

ar
ia

nc
e 

of
 N

od
e 

R
em

ai
ni

ng
 E

ne
rg

y

EBCR Routing
EBCR BackN routing
Minimum Energy Routing

(a) (b)

(c) 

Fig. 6 Results on a 200-node random network with a fixed source-destination pair. a Minimum node remaining energy, b average node

remaining energy, c standard variance of node remaining energy

Table 2 Lifetime (in rounds) of random networks with a fixed

source-destination pair

Minimum

energy routing

EBCR routing EBCR back-N

routing

951 1,682 951

1,083 1,311 1,083

457 1,250 839

477 1,304 477

1,132 2,882 1,132

336 2,261 945

731 1,614 731

737 1,591 1,046

754 967 815

1094 Wireless Netw (2013) 19:1087–1099

123



helpers of vi during CC are selected from the last N-hop

nodes along the minimum energy path instead of one-hop

neighbors of vi. However, the method to select helpers and

assign transmission power is the same with EBCR. The

underlying wireless networks are randomly generated and

have 200 nodes. For convenience, we set the path loss

factor a = 2 and the SNR threshold s = 1. The initial

energy level of each node E0(vi) is set to 99,000 units.

Simulations are run in rounds. Each round we pick one

source and one destination and perform one round of

routing using different routing algorithms. We ignore the

energy consumption of control packets and only consider

the energy consumed by data packets, since the size of

control packets is relevantly smaller than the size of data

packets. Notice that we do consider the energy consumed

by sending the data packets to the selected helper set at

each node during CC operations, which is the major energy

overhead of the proposed method. In addition, as shown in

Sect. 4, the computational complexity of the proposed

algorithm is just O(m2) and m is smaller than the number of

neighbors of the current node which is usually a small

number. Thus, we also ignore the energy consumed from

computations.
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Fig. 7 Results on a 200-node random network with random source-destination pairs. a Minimum node remaining energy, b average node

remaining energy, c standard variance of node remaining energy

Table 3 Lifetime (in rounds) of random networks with random

source-destination pairs

Minimum energy

routing

EBCR

routing

EBCR back-N

routing

7,483 11,629 7,483

9,002 15,815 13,606

10,056 12,284 10,856

8,103 11,421 9,786

8,454 13,508 10,380

8,485 11,411 8,485

8,977 12,218 8,977

6,759 13,962 8,842

9,247 12,502 9,247
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In the simulations, we take two metrics as the perfor-

mance measurements:

– Node Remaining Energy: current energy level of each

node Et(vi). We report the average, minimum, and

standard variance of node remaining energy of all

nodes in the network.

– Lifetime: the lifetime of the network is defined as the

total number of rounds of routing before the first node

runs out of its power.

In the first set of simulations, we generate nine 200-node

random networks. For each network, we randomly pick a

pair of nodes as the source and the destination and keep

running the routing between them using different routing

methods, until the first node runs out of its power. In other

words, this is a single flow case. The minimum energy

routing protocol sends the packet directly along the mini-

mum energy path between the source and the destination,

while our EBCR (or EBCR back-N) method uses the

neighbors (or last N-hop) of the nodes on the minimum

energy path to cooperatively forward the packet. Figure 6

shows the results of one random network. Figure 6(a) plots

the minimum node remaining energy of the network at

each 200 rounds. With more routing task completed, the

minimum node remaining energy of the network reduces.

From the simulation results, the EBCR algorithm has the

best performance among the three algorithms. The lifetime

of EBCR is over six time of the one of the minimum

energy routing. This confirms our theoretical proof in

Section 4. Notice that EBCR back-N performs worse than

EBCR, but still better than the minimum energy routing.

Figure 6(b) shows the average node remaining energy of

the network at each 200 rounds. Since the minimum energy

routing protocol aims to minimize the total transmission

energy, its average node remaining energy is better than the

other two methods. However, its lifetime is much shorter

than EBCR’s. Figure 6(c) shows the standard variance of

remaining energy among nodes. The standard variance of
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Fig. 8 Results over 10,000 routes on 50 200-node random networks with random source- destination pairs in each round. a Minimum node

remaining energy, b average node remaining energy, c standard variance of node remaining energy
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node remaining energy of our EBCR routing is the mini-

mum among those of all methods. This shows that it can

balance remaining energy among nodes very well. Table 2

shows the lifetime of the nine different networks. The

conclusions are consistent.

In the second set of simulations, we again generate nine

200-node random networks. Instead of using one fixed

source-destination pair, we randomly pick a source-desti-

nation pair in each round. Thus, it is a multi-flow case. For

each network, we keep running the routing for random

source-destination pairs, until the first node runs out of its

power. Figure 7 shows the results of one network. Clearly,

the lifetime of the network is much longer than the one in

the first set of simulation. From the results in Fig. 7, EBCR

performs best among all methods in term of minimum

remaining energy and energy balancing. Again, the curves

of EBCR back-N and minimum energy routing are much

shorter than those of EBCR. This confirms that our pro-

posed method can prolong the lifetime significantly.

Table 3 also shows the lifetime of all nine networks.

Clearly, EBCR can prolong the lifetime of the network in

multi-flow networks too.

For the third set of simulations, we again test all algo-

rithms for the multi-flow cases over 50 different networks.

For each network, we run 10,000 rounds (i.e., 10,000

routes) and record the node remaining energy after each

200 rounds. Results over 50 networks are averaged and

plotted in Fig. 8. The advantage of EBCR over other two

methods is obvious too. In summary, our EBCR algorithm

can always balance the remaining energy among nodes and

prolong the lifetime of the whole networks.

6 Conclusion

In this paper, we study the impact of CC on energy bal-

ancing in multihop routing. We introduce a novel routing

scheme (EBCR) to select cooperative relay nodes and their

transmission power for each hop. It can be applied to any

underlying energy-aware routing protocol, and only need

local information to perform the optimization on CCs. We

formally prove that our cooperative routing method EBCR

can indeed balance the energy among nodes and prolong

the remaining lifetime of the network. Simulation results

confirm the nice performance of our proposed method over

the minimum energy routing. Even though our proposed

method can balance the energy over any energy-aware

routing protocols, it has several limitations too: (1) our

proposed scheme does not work for mobile networks, since

node movement will break the optimal selection of coop-

erative relays; (2) we assume a simplified CC model where

fading effect is not considered; (3) in our proposed scheme,

each node needs to know it’s position information, which

requires certain devices (such as GPS) equipped or addi-

tional communication costs. We leave further improvement

and implementation of our proposed cooperative routing

methods in real networking systems as our next steps.
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