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Abstract To setup efficient wireless mesh networks, it is

fundamental to limit the overhead needed to localize a

mobile user. A promising approach is to rely on a rendez-

vous-based location system where the current location of a

mobile node is stored at specific nodes called locators.

Nevertheless, such a solution has a drawback, which hap-

pens when the locator is far from the source–destination

shortest path. This results in a triangular location problem

and consequently in increased overhead of signaling mes-

sages. One solution to prevent this problem would be to

place the locator as close as possible to the mobile node.

This requires however to predict the mobile node’s loca-

tion at all times. To obtain such information, we define a

mobility prediction model (an agenda) that, for each node,

specifies the mesh router that is likely to be the closest to the

mobile node at specific time periods. The location service

that we propose formalizes the integration of the agenda

with the management of location servers in a coherent and

self-organized fashion. To evaluate the performance of our

system compared to traditional approaches, we use two

real-life mobility datasets of Wi-Fi devices in the Dart-

mouth campus and Taxicabs in the bay area of San

Francisco. We show that our strategy significantly outper-

forms traditional solutions; we obtain gains ranging from 39

to 72% compared to the centralized scheme and more than

35% compared to a traditional rendezvous-based solution.

Keywords Mobility � Wireless mesh network �
Location management � Prediction agenda

1 Introduction

Wireless mesh networks (WMNs) offer the potential to

deploy ubiquitous wireless access at low cost for mobile

clients through a flexible wireless multi-hop backbone [1,

2]. Nevertheless, recent experimentations have shown that

multi-hop wireless infrastructures suffer from several

technical limitations that prevent its rapid adoption. For

instance, the wireless medium access protocol introduces

fluctuating transmission delays and the network perfor-

mance dramatically decreases with traffic load [3, 4]. On

top of that, node mobility, which has become an inherent

characteristic of wireless networks, introduces extra-over-

head in location management and forwarding services to

assure communication reliability. In order to envision

wider deployments of WMNs, new network services have

to be specifically designed to fit mobility constraints.

An efficient location service is fundamental to any

network that involves node mobility. By efficiency, we

mean that the system must be able to: (1) provide accurate

location information at anytime and (2) achieve its goals at

low control overhead. This latter point is particularly

important because of the scarce resources of wireless net-

works. In this paper, we focus on a WMN spanning a

metropolitan area containing a large number of routers

providing connectivity to a large number of regular mobile
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nodes. We address the problem of reducing the overhead

used to maintain up-to-date location information at location

servers (or locators).

In general, location services in wireless mesh networks

must be self-organizing, as nodes cannot rely on a prior

infrastructure. Besides the standard centralized approach,

an interesting way to provide scalable and distributed

location service is to rely on the concept of distributed hash

table (DHT) [5–7]. In such schemes, location updates

generated by mobile nodes (MNs) and location lookups

generated by corresponding nodes (CNs) must be for-

warded to a locator, which is determined according to an

hash function on the MN’s identifier. However, the location

of this locator can be potentially far from the nodes’

positions—is is known as the triangular location problem.

In our approach, we tackle the functionality of locator as

a mobile service. According to the mobility behavior of the

MN from a per-node view, we propose to place the location

functionality (and, consequently, the locators) at wireless

mesh routers (WMRs) that are likely to be close to (if not

at) the current position of the node. The goal is to limit the

effects of triangular location. Note that such an approach

requires the system to know the current location of each

MN, which seems contradictory because this is exactly the

goal of the location service. A possibility to solve this

chicken-and-egg problem is to rely on prediction of the

node’s mobility behavior to define the most appropriate

WMR that will play the role of locator. It has been shown

in the literature that users follow daily routines and that

mobility patterns have cyclic properties [8–11]. We rely on

such principles to propose a location service that benefits

from the periodic nature of mobility to push locators close

to mobile nodes.

Our proposal is structured in two parts: an agenda-based

prediction model and an agenda-based location service.

These components are complementary and run on top of a

traditional DHT-based location service. As explained in the

following, the idea is to benefit from periodicity whenever

possible.

The first contribution is the definition of an agenda-

based prediction model. Existing approaches are either

based on next association prediction from the node current

state [12] or rely on a typical mobility pattern from com-

bined mobility history [13]. Our prediction model, instead,

provides locations independently from the current state and

reproduces the multi-scale periodicity aspect of mobility

behaviors in the form of an agenda. A node may visit one

particular place every Monday and another place twice on

Tuesdays. Furthermore, locations are associated with well-

determined time slots in a day (which explains the

‘‘agenda-based’’ terminology). Hence, we establish a direct

correspondence between the visited location at time slot

t and the visited location at t ? period, where period is, in

our case, 1 week. A typical entry in the agenda is ‘‘Next

Monday, from 7 am to 9 am, node x will likely be located

around mesh router 256.’’

The second contribution is the design of an agenda-

based location service. It is composed of two levels of

indirection. The basic level uses a DHT to determine the

anchor router of a mobile node. Contrary to existing solu-

tions, the anchor does not store the current location of the

mobile node, but its agenda. Correspondent nodes first fetch

the agenda and use the enclosed information to determine

the locators of the node, which are the mesh routers the MN

is expected to get associated with. In the example of the

previous paragraph, the locator for the node during the

period ‘‘Monday, 7 am–9 am’’ is mesh router 256.

To validate our scheme, we analyze our proposal using

publicly available traces. In two companion papers [14,

15], we analyzed predictions robustness and discussed

some preliminary results using the Dartmouth campus

dataset [16], which show that over an observation period of

59 weeks, mobile nodes spend 80% of their time at a

maximum distance of one hop from their expected location

server. Furthermore, 81% of the location update messages

are constrained within this one-hop radius. This drastically

reduces the propagation areas and then the number of

operated transmissions when compared for instance with

centralized and DHT-based approaches. In this paper, we

make a step forward by integrating the agenda-based

location service and by performing a deeper analysis using

the Dartmouth campus dataset and another trace repre-

senting the mobility of taxi cabs. Our system leads to gains

in terms of reduction of signaling overhead ranging from

39 to 72% compared to the centralized scheme and more

than 35% compared to a traditional rendezvous-based

solution.

The remainder of this paper is organized as follows. In

Sect. 2, we detail the principles of traditional location

management approaches and investigate the different

means to reduce control overhead. In Sect. 3, we introduce

the basic idea that drives our approach as well as its

operating principles. We further detail our location man-

agement system through the creation of the agendas and

their integration into the global architecture. We present

the preliminary results obtained using the Dartmouth

dataset in Sect. 4. The performance of our proposal is

compared with other traditional approaches using both

Dartmouth and Taxicabs datasets in Sect. 5. In Sect. 6, we

discuss the related work and conclude this paper in Sect. 7.

2 Reducing location management overhead

In this paper, we consider infrastructure-based location

services, which involve three types of messages that are
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potential sources of overhead. Update messages are sent

by a MN to its locator to inform its current location.

Lookup messages are sent by the CNs willing to com-

municate with the MN, and reply messages sent by the

locator to the CNs as a response to the lookups. Note that

each lookup message generates a counterpart reply

(these messages are depicted in Fig. 1).

Compared to a cellular network, there are no hierarchy

between wireless routers, i.e., all routers serve the back-

bone and provide connectivity to MNs. A router can play

the role of locator for one or several nodes at any time and

for varying durations. Furthermore, we assume that each

association generates an update. In this context, we con-

sider the efficiency of a location service as based on the

number of transmissions operated between wireless routers

to ensure the service operation.

2.1 Existing infrastructure-based location approaches

We can cite at least four traditional (non exclusive) infra-

structure-based strategies to perform location management:

centralized, DHT-based, local-anchor, and hierarchical

approaches. Although not specifically designed for wireless

mesh networks, these approaches will serve as basis for our

comparisons later in this paper.

2.1.1 Centralized architecture

The centralized scheme is a widely used strategy. Wired-

based infrastructure networks use centralized and two-tier

strategies (HLR in GSM [17] and Mobile IP [18] in the

Internet) because of their simplicity of maintenance. At

each association, a node sends a position update to the

central locator. Lookups are also sent to the central point.

Note that this approach may suffer from successive long

update paths when mobile nodes are far from the locator.

2.1.2 DHT-based schemes

A DHT-based system relies on a set of servers (locators)

and a hash function. The locators participating in the sys-

tem share the set of values in the image of the hash

function. This function is applied on the permanent iden-

tifier of a node and the resulting value indicates the locator

that stores the node’s location information. Each time a

node changes of access point it must update its location

information at its corresponding locator. To retrieve some

node’s current location information, the CN applies the

hash function on the identifier of the node, which gives the

same locator. For further details on the functioning of

DHT-based location services, the reader is invited to refer

to the many papers in the literature [19–21].

2.1.3 Local-anchor strategies

In the local anchor strategy, local servers (specifically called

‘‘anchors’’) filter successive updates sent from the same

administered region to a central locator [22]. When a node

moves within a region, only one synchronization

message is generated (when the node enters the region) from

the local server to the locator. Such an approach drastically

reduces the number of updates sent beyond the concerned

region but does not contribute to reduce the load from the

lookup standpoint. Furthermore, updates and synchroniza-

tion messages may be generated up to the central locator if

the node re-associates after a disconnection.

2.1.4 Hierarchical strategies

In hierarchical systems [6, 7, 23, 24], locators are orga-

nized in a tree where each leaf manages location infor-

mation of all nodes inside a region of the network. When a

new node appears, its location information is recorded

along the branch, from the closest leaf to the root (the

default locator). Any update only affects the sub-tree under

the least common ancestor (LCA) along the old branch and

the new one. In this context, we call synchronization

messages the updates that are sent from the managing

locator to the LCA. Consequently, if a node moves in a

contiguous region, the transmission of signaling messages

is limited to a few links. In the same manner, location

lookups are transmitted until an intermediate server that

has the information is found. However, if one user has

cross-regions mobility, high macro-mobility, and/or has to

often disconnect from the network, updates may get fre-

quent access to higher level of the tree. Therefore, mobility

of nodes may lead to an erratic signaling behavior. Also, as

in the previous case, re-associations lead to unnecessary

updates and synchronization messages sent up to the

central locator.

2.2 Where to improve?

We address the problem of reducing the overhead gener-

ated for location management as a problem of locator

Mobile
user

Locator

Lookup

Reply

Lookup

ReplyCorrespondent
user 1

Correspondent
user 2

Update

Fig. 1 Messages involved in the location service
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placement. In the following, we investigate the general

conditions for optimizing such an operation.

Let us consider a network composed by a set of N nodes

evenly positioned in the network. Let Um!loc be the total

cost, in terms of number of hops (transmissions), of the

distribution of number of updates sent at different dis-

tances from the MNm to the locator. Synchronization

messages used in some location services are considered as

included in U. Assuming that the cost of sending a

lookup is the same than the cost of receiving a reply,

Li$loc is the total cost in terms of number of lookups

triggered and replies exchanged between CNi and the

locator. The total signaling cost Cm generated in the net-

work can then be written as:

Cm ¼ Um!loc þ
XN

i¼1
i 6¼m

Li$loc: ð1Þ

The total cost can be reduced by tuning either of the terms

of the right-hand side of the equation. Reducing the sumP
L is difficult to achieve because the system does not

know a priori where the correspondent nodes are. Hence,

an alternative solution would be for the system to minimize

U. There are two ways to achieve this goal, either by

forcing the MN to stay directly associated with its locator,

which is obviously not realistic as it prevents mobility, or

by pushing the locator close to the current location of the

MN. This second alternative is exactly what our proposal

is about.

3 Agenda-based location service

In this section, we explain how an agenda can be used as

the main support of a location service.

3.1 Overview

Two levels of services compose our location management

system:

1. Global service. This service determines the anchor of

a node, in a similar way to traditional DHT-based

solutions. The difference here is that the anchor does

not store the current location of a node; instead, it

returns the agenda of the node in question (see in the

following subsection how an agenda is created). As we

will see in the following, the agenda is available for a

reasonable amount of time and thus can be cached by

the corresponding node to prevent frequent access to

the global service.

2. Local service. Locators are points in the infrastructure

that effectively know at a given time where mobile

nodes are. They respond to lookup requests and inform

about the current position of mobile nodes. To

determine which of its locators is currently in charge

of storing its location, a mobile node refers to its

agenda. As a locator is chosen by a mobile node

because of its high probability of being close to it,

location updates remain localized. We explain in

details how the location service operates in Sect. 3.3.

3.2 Creating the agendas

The considered mobility model assumes the mobility of the

nodes as a combination of two components: (1) mobility

inside areas of interest and (2) mobility between areas of

interest. An area of interest is basically a region in the

network where a node remains a certain amount of time. It

can be for example a hotspot, a building, or a house. While

mobility between areas of interest is operated with the

desire of moving to a different destination, mobility within

areas of interest could be characterized by the desire of

visiting one or several sub-locations (e.g., different offices

or floors of a building). Furthermore, mobility within an

area of interest can be considered harmful as short move-

ments and ping-pong effects imply the generation of a large

number of location updates.

To limit the propagation of location updates, our

approach (1) investigates the areas of interest of a node and

when they are likely to be visited and (2) determines the

correct position in order to place a locator. The purpose of

an agenda of locators is to reflect the succession of visited

areas of interest by providing the location (recall, the

WMR a node is associated with) at different time slots. We

explain in the following how to create and manage agendas

of locators. A more detailed analysis is available in [14].

To reduce the frequency of access to the global service

and temporal stability of locator assignment, an agenda of

locators provides long-term predictions and is based on a

format that is not synchronized with the observed mobility

patterns. The operation of the algorithm considers the

global prediction period as a succession of time intervals

where, in each of them, the visited area of interest is

determined as the center of gravity of a cluster of WMRs.

Without loss of generality, the global prediction period

covers a window of 7 days, from the Monday through

Sunday, where each day is sliced in N time periods of equal

duration D. We consider N = 24 and D = 1 h. We will see

later in Sect. 4 that these values are pretty well adapted to

the context of human mobility. In the rest of this paper, we

will refer to this period of 7 days as a cycle of predictions.

One might consider that, with this specific slicing strategy,

the list of (day, hour) pairs a node provides can be

468 Wireless Netw (2011) 17:465–478
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represented as an ‘‘agenda’’ (see Fig. 2 for an illustration of

this structure).

For a particular time period, the choice of the most

appropriate WMR to play the role of locator is made

according to temporal and spatial aspects of the mobility of

the node. By observing its past and current mobility

behavior, during a time period, the predominant ‘‘place’’

(in terms of duration of association) and prevalent (through

past mobility history) is selected. A place can be one or a

group of nearby WMRs. If there is only one WMR, the

place is identified by the ID of the WMR. When more than

one WMR are candidates, we gather them into a single

cluster and use the most predominant WMR as the ID of

the location. We use a clustering algorithm based on the

roaming events as distance metric and so do not use any

geographic information (a complete description of the

clustering scheme is available in [25]). It is also possible,

however, to use other algorithms based on geographical

information [26, 27].

The management of mobility history is designed to be

reactive to changes in the node’s mobility behavior. The

mobility history is obtained by gathering the latest k agen-

das (k = 0 corresponds to the current observed week). To

define the retained areas of interest for a particular time

period, we consider two cases: (1) the duration of associ-

ations within an area is equal to D and (2) the duration of

association is shorter than D. If the duration is equal to D,

we suppose that the observed mobility behavior within the

time period will have a high probability to occur again in

the same time period of the following week. Thus, this area

is retained for the final prediction. If the duration is shorter

than D, the area that has been prevalent through the weeks

is retained for that time period. Among these areas is

considered the area that has had more occurrences in the

mobility history for the considered time period.

An agenda is also associated with an agenda counter to

track the updates and a period of validity. In this paper,

we consider that the period of validity is 1 week for all

the agendas and then, every week a new agenda is

generated.

The creation of the agenda is based on the observation

of the mobility patterns of the node. This approach raises

two important issues: (1) because of the lack of node’s

activity, the agenda might present some empty slots (as

shown in Fig. 2) and (2) the mobility of the node has to be

monitored for at least 1 week to generate the first agenda

(bootstrap issue). Considering the global service as a

backup system can solve both issues; when there is no

information about some time period, the anchor node

(obtained through the DHT-based service) plays the role of

locator. However, to minimize the access to the global

service, we chose to fill up empty slots with the locator

indicated in the previous slot. Hence, we do not consider

the existence of a backup system in this paper.

Now that all entities forming our location service have

been described and how agenda of locators are created and

managed, we explain in the next section how the service

operates according to the mobility of the locators.

3.3 Service operation: location updates

Whenever a node is present in the network, its current

position has to be registered at its active locator and a valid

agenda must be available through the global mapping

service. These are the requirements for the coherence of the

location system. At each time period, the active locator

may change and the agenda has to be renewed at each cycle

of predictions. In this way, each node must provide the

network with the necessary information to maintain this

coherent state at specific steps:

• At the beginning of each cycle. Agendas of locators are

valid until the end of the current cycle of predictions.

At the beginning of each cycle, the node has to generate

a new agenda taking into account its recent and past

mobility information. Once updated, it sends the new

agenda to the global mapping server where it can

always be fetched by CNs (arrow 0 in Fig. 3).

• At the beginning of each time period and at each

association. The MN sends a location update to the

locator in charge (arrows 1 and 2 in Fig. 3). In this

message, the node provides the network address of the

WMR it is associated with, as well as the corresponding

validity period. While location updates generated at

each association have a mobility tracking purpose, by

doing this at the beginning of each time period, MNs

indicate that they are still present in the network, as a

heartbeat system does. This is also useful for nodes that

remain static during several consecutive time periods.

It is important to underline here that, if prediction is

correct, most of the time updates are not sent, as the

WMR 74

0am

6am

12am

12pm

6pm

WMR 74
WMR 74 WMR 74 WMR 74

WMR 642

WMR 642

WMR 235
WMR 235WMR 235WMR 235

WMR 235
WMR 107 WMR 107

WMR 9WMR 9
WMR 9

WMR 439

WMR 235

WMR 9

WMR 235 WMR 107 WMR 235WMR 235 WMR 74

WMR 642WMR 142

WMR 74 WMR 142
WMR 74 WMR 74WMR 74

Fig. 2 Example of representation of an agenda of locators. Empty
slots represent periods during which the node does not present any

clear association pattern
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destination of the updates would be the WMR the mobile

node is associated with.

3.4 Service operation: lookups

Nodes follow the succession of locators provided in their

agendas to update their current position. To be able to

retrieve such information, a CN must first fetch a copy of

the agenda of the destination node from the global mapping

system. Two situations may occur:

• The destination node’s agenda is unknown. To obtain

the agenda of a MN, the CN sends an agenda-

request message to the WMR it is associated with,

providing the identifier of the destination node. The

WMR applies a hash function on the identifier of the

destination node to identify the mapping server in

charge (i.e., the anchor). Once determined, it forwards

this agenda request to the anchor. This latter returns a

copy of the agenda to the node if the agenda is valid for

the current cycle of predictions. If it is not valid, this

means the destination node is not yet associated in the

network. In this case, the server returns an agenda-

miss message.

• The CN already has a valid copy of the MN’s agenda.

The CN is then able to determine the current active

locator for the destination node. To obtain the current

position of the node, it sends a location request to this

locator (indicated in the agenda). The locator responds

with a location-response providing the current

position of the destination node. It replies with an

unreachable-node message if the MN has not

updated its current position.

We have described the complete architecture of our

location service, the entities, interactions, and operations.

In the following, we discuss the parameters that would

have an impact on the performance of our system.

3.5 Cost of the agenda-based system

Our global location service introduces a new signaling cost,

as we need to store and fetch agendas before being able to

use the enclosed information. However, the idea behind

this system is that the access to the global service is not

function of nodes mobility behavior.

With our local location service, we wish to reduce the

distances between the MNs and their assigned locators to

minimize the amount of transmissions of update messages.

Let Um!loc be the total cost of updates sent at different

distances between MNm and its assigned locator and Li$loc

be the total cost of lookups/replies exchanged at

different distances between CNi and the assigned locator of

MNm. Eq. 1 can be rewritten as:

C0m ¼ Um!loc þ Um!anch þ
XN

i¼1
i 6¼m

ðLi$loc þ Li$anchÞ; ð2Þ

where Um!anch is the cost for node MNm to send its agenda

to its anchor and Li$anch is the cost for node CNi to retrieve

this agenda (which include one query and one reply).

Through the local service, our purpose is to obtain

ðUm!loc þ Um!anchÞ as low as possible. To achieve this

goal, the predictions provided in the agendas are designed

to position locators as close as possible from the MN. An

agenda remains valid for a certain period, after which it

must be renewed at the corresponding anchor (synchroni-

zation messages). Hence, the cost Um!anch is directly

dependent of the frequency of generation of agendas. In

this paper, we consider that the agendas are generated once

a week. If MNs are highly mobile, the treatment of the

agendas will tend to be negligible. Nevertheless, our ser-

vice, for the updates management part, will be not efficient

if MNs are static. In this situation, the cost of transmitting

agendas to anchors becomes greater than treating the

updates. In the same way, if CNs initiate communications

with MNs only once a prediction period (1 week), the cost

of fetching agendas will be as important as treating lookup

messages. In the opposite case, the cost of fetching agendas

becomes negligible.

Assuming that nodes are mainly mobile and that CNs

initiate communications with MNs regularly, the main

parameter that will affect the performance of our system is

nodes mobility behavior. Hence, we focus our performance

analysis to the study of the impact of real mobility

behaviors on our prediction algorithm and on the overall

operation of our system.

A

t=1

t=2 t=3

t=4

L1

L2

Fig. 3 The location service operation. ‘‘A’’ stands for anchor and

[‘‘L1’’,‘‘L2’’] stand for locators 1 and 2, respectively. From time to

time (every cycle of predictions), the MN updates its agenda of

locators in the global mapping system (arrow 0). At each association

and time period, the MN registers its current position at its active

locator, which changes according to the node’s predicted mobility

pattern (arrow 1 during period 1, arrow 2 during period 2)
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4 Evaluation of the agenda accuracy

In this section, we evaluate our system according to the

Dartmouth dataset under two perspectives. First, we vali-

date our assumptions that agendas do provide an accurate

means to represent node mobility. We evaluate then the

locator placement and the cost of the update messages in

terms of number of hops.

We compare our approach with a flat DHT-based loca-

tion service. We assign to each node one global mapping

server according to a MD5 operation on its identifier. We

vary the number of servers participating in the DHT; we

refer to each configuration as a n-DHT system (with

n varying from 1 to 512 servers randomly placed

throughout the network). We run each setup 100 times.

Finally, we evaluate the accuracy of locator prediction

through both the duration of association that nodes have

spent at different distances from the locator position and

the path lengths of all location updates.

4.1 Setup

To evaluate the performances of our location service, we

need real mobility data traces from an environment where

we will be able to observe nodes mobility according to a

fixed infrastructure. Due to the lack of data traces focused

on nodes mobility behaviors in real WMNs, we chose to

extrapolate a WMN topology from a conventional IEEE

802.11 wireless network. The dataset we use represents

3 years (2001-04-11 to 2004-06-30) of collected informa-

tion about all wireless adapters connected to the wireless

access network of Dartmouth campus. The campus is

composed of 188 buildings covered by 566 official access-

points (APs) on 200 acres and about 5,500 students. From

this dataset, we chose a subset of 4,961 mobile nodes over

an observation period of 59 weeks (between the first

Monday of January 2003 to the last Sunday of February

2004).

We measure path lengths between position of the MNs

and their predicted locators. The infrastructure of the

wireless network of the Dartmouth campus is composed by

APs (that will represent our WMRs). To evaluate our

system in a wireless mesh network context, we virtually

interconnect the overall topology by wireless links between

the APs. The algorithm that we used to obtain a wireless

mesh topology from the known topology of the campus

network and from the roaming events of the MNs is based

on three steps:

• Interconnect APs with coordinates. We have the

coordinates of 506 APs out of the 590 visited. The

first step of the algorithm is then to interconnect these

506 APs on the basis of average radio coverage.

• Interconnect APs involved in short-term handoffs. The

second step is to attach to the obtained topology the

APs that do not have coordinates but that have been

involved in roaming events where the duration of

handoffs was less or equal to 1 s. In this step, 45 APs

have been included in the topology.

• Interconnect the remainder APs. In this step, we only

link the remainder APs that have been involved in

roaming events with the already obtained topology. The

interconnection is made on the basis of the smallest

duration of handoff and we consider this link as

obtained with the use of directional antennas.

With this algorithm, we obtained a wireless mesh

topology, which has a diameter of 19 hops.

4.2 Positioning locators

We show in the following that predictions shown in

agendas lead to shorter paths for location updates. We

evaluate how long nodes stay at different distances from

the active locator. We specifically analyze the duration of

the time nodes spend at different distances from the active

locator as well as from their anchor nodes (the one obtained

by a DHT in the global service). Figure 4 shows that nodes

remain, in average, 57% of their time directly associated

with their predicted locators and 23% of their time at only

one hop away from them. Cumulated, nodes remained 80%

of their time at a maximum of one hop away from their

expected positions. Concerning n-DHT systems, whatever

the number of servers of the system, the nodes were, in

average, 76% of their time between 3 and 7 hops from their

assigned mapping server which is high for a 19-hops net-

work diameter. One of the reasons for such a good result is

that nodes have prevalent places in the network such as

home locations (places where a node spends more than

50% of its time).

4.3 Cost of updates

Recall that correctly positioning locators does not neces-

sarily indicate that we succeed to reduce the cost of update

messages. Indeed, nodes might for instance be static at

specific places for long periods and have high micro-

mobility and/or undergo ping-pong effects in other places.

The first purpose of the following analysis is to evaluate if

unnecessary location updates are well handled by our

approach, i.e., if the path followed by location updates, if

any, remains short. Secondly, to evaluate the total cost of

update messages and then the gain compared to n-DHT

systems.

Figure 5 evaluates the average number of location

updates that have been generated and forwarded at
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different distances from the active locator. This figure is

similar to Fig. 4 but indicates the number of messages

generated instead of the time spent at some place. As in the

previous analysis, most of the location updates (&81%)

have been generated between 0 and 1 hop. Clearly, the path

length of location updates are not upper bounded. Note

however that we succeed to limit the path length of more

than 85% of the messages to a radius of 2 hops from the

assigned locator. With n-DHT approaches most of the

location updates have been generated between 3 and 7

hops, which is far from being negligible in a 19-hop net-

work diameter.

In n-DHT approaches, nodes are not constrained by the

time slicing. In our approach, at the beginning of each time

period, the nodes have to send location updates as a

heartbeat system, which explains why the number of

location updates generated is greater. Furthermore, at the

beginning of each cycle of prediction, nodes have to update

their agendas in their assigned anchors, which constitutes

the second part of the overhead.

This figure also comforts the fact that, with our system,

problematic location updates are well handled. Indeed, as

nodes spend most of the time associated to their active

locator, the high number of generated location updates at 0

and 1 hop indicates that they have had high micro-mobility

between the active locator and the neighboring WMRs.

To evaluate the total cost of location updates in terms of

number of transmissions operated between routers, the

Fig. 6 presents the CDF of the percentage of transmissions

operated according to the distance between the locator/

anchor and the MN. The percentages of each system are

computed according to the system that has operated the

greatest number of transmissions—here, the 512-DHT

system with an average number of 66,357,336 transmis-

sions. As in Fig. 5, n-DHT systems’ plots roughly

superpose with each other showing the same total number

of transmissions operated (there is a difference of 2.33%

between the centralized scheme and the 512-DHT scheme).

There is a wide gap between the total number of trans-

missions operated between our approach and n-DHT sys-

tems. With a number of transmissions of 21,695,504

44,661,833, our approach leads to a gain of 67%.

As a summary, in this particular topology and with the

nodes that we observed, we succeed to position locators

most of the time directly in places where mobile nodes are

likely to spend their time. With our approach, most of the

location updates generated have been contained to up to

one hop from the positions of the active locators.
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5 Evaluation of the global location service

In this section, we compare the performance of our

approach with traditional location services using two

mobility traces. We explicitly make the distinction between

the cost of updates generated by the nodes towards the

locators and the cost of synchronization messages gener-

ated by the location service to handle the location infor-

mation. We evaluate our system according to the

Dartmouth dataset and another real mobility scenario that

represent movement of taxis in the bay area of San Fran-

cisco, California, USA. The latter, referred as ‘‘Taxicabs

dataset’’ is composed by 542 nodes that have been GPS

tracked during an observation period of 1 month.

In the preceding section, we have evaluated our proposal

according to a mesh topology close to the network con-

figuration of the Dartmouth campus. In this section, we

compare our approach with hierarchical, local anchor,

DHT, and centralized schemes. These schemes have been

designed for cellular-like networks. Such type of networks

is organized in non-overlapping cells aggregated into

contiguous geographical regions called Registration Areas

(RA). In the taxicabs dataset, there is no natural notion of

WMN-type topology. We propose to generate new generic

mesh topologies for both Dartmouth and Taxicabs data-

sets.1 We choose a grid topology to avoid the presence of

dense topological areas. Mesh routers are uniformly posi-

tioned in the grid cells. To retrieve nodes mobility patterns

according to the generated topologies, we rely on the

geographic trajectories available in the Taxicabs dataset

and that we have estimated for the Dartmouth dataset.

We further describe below each approach that will be used

as a base for comparison with our agenda-based solution.

6 Topology

In a wireless mesh network two neighboring routers have

to be within radio range of each other. Rather than defining

a realistic radio range, we fix this range according to the

environment size in order to control the number of mesh

routers to create. We keep this number low to be able to run

graph algorithms in a reasonable amount of time.

The algorithm to generate the topology is simple and is

the same for both datasets. It first defines the environment

area according to the minimum (x, y) position and the

maximum one observed in the movement traces. In the

taxicabs dataset, we voluntarily discard movements that

happened more than 40 km away from San Francisco’s

downtown (which is our origin in the geographical plane)

so that we do not explode the number of mesh routers to

generate a grid topology for the taxicabs dataset. We then

define a radio range radius r and position a mesh router

every r meters in a grid fashion. For the Dartmouth dataset,

by setting r = 100 m, the result is an environment of

2, 688 9 1, 877 m for a total of 513 mesh routers. For the

taxicabs dataset, by setting r = 1,000 m, the result is an

environment of 71, 435 9 63, 353 m for a total of 4,608

mesh routers. Note that in both datasets, the middle points

of the topologies correspond to highly popular places (the

San Francisco’s financial center for the taxicabs dataset and

near the Baker library in the Dartmouth dataset).

For both datasets, each movement trace has been

rewritten so that geographical coordinates point now on the

identifier of the closest mesh router.

6.1 Approaches in comparison

We now detail how the different approaches will be com-

pared. We arbitrary define for all approaches that consider

regions of management, which are regions of up to 2 hops.

Approaches that introduce a random part are run 100 times

to obtain an average value. We compare the performance

of our agenda-based location system with the centralized

approach, a DHT-based system, the local anchor strategy,

and the hierarchical one.

In the centralized strategy (noted ‘‘Cent’’), a mesh router

is randomly chosen as the final location database for all

mobile nodes. In the DHT-based system, we define a set of

32 location servers and assign randomly to each mobile

node one of these servers as the node’s locator. One

location update generated is first forwarded to the closest

DHT server and finally forwarded to the assigned locator.

These two location strategies serve mainly as a basis of

comparison. They also help evaluating the performance of

a randomized management solution.

In the hierarchical solution (noted ‘‘Hier’’), the consid-

ered tree organization may have an impact on the perfor-

mance of the system (one managed area can cover only a

part of a highly popular place generating a ping-pong

effect). Therefore, we propose two different algorithms to

generate the tree: the first (noted ‘‘Fix’’) is based on a

hierarchical segmentation where the root of the tree is

positioned in the middle of the grid and the last leaves on

the borders (see Fig. 7a). The second is more a distributed

‘‘self-organized’’ algorithm (noted ‘‘Dis’’) where the root is

positioned randomly. From the root position, the second

level of the tree is selected by taking all possible mesh

routers at the border of the root’s managed area so that each

selected router manage an independent area of 0–2 hops.

The algorithm continues to generate regions as long as

there are non-managed mesh routers at least 3-hops away

from the closest region manager (see Fig. 7b).

1 We apply the same algorithm to both datasets for the sake of

fairness when comparing the strategies.
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For the local anchor strategy (noted ‘‘LA’’), we rely on a

static approach where, when the mobile node enters a

managed region, it is assigned to the anchor that manages

this RA. We use the same resulting regions segmentation

obtained for the hierarchical solution but without the

hierarchical organization. However, the final database is

positioned randomly.

6.2 Results

For the performance evaluation, we keep the distinction

between the costs of signaling messages generated for

position updates and for synchronization. We consider that

all messages (updates, agendas, synchronization) have the

same size. In our agenda-based approach, we consider

synchronization messages as the transmission of agendas

from mobile nodes to the assigned DHT servers. According

to the strategy, an update message does not always gen-

erate a synchronization message across the distributed

entities of the location architecture (the filtering in the

local anchor strategy for instance). Therefore, we analyze

separately the number of generated messages for both

operations (update, synchronization) and present each

percentage (the sum of percentages of updates and syn-

chronization makes 100%). Recall that we do not include

de-registration messages and signaling messages to con-

struct and maintain the architecture coherent, although this

could drastically increase the signaling overhead (the DHT

system for instance). Figure 8a shows the CDF of the

percentage of position updates generated (Fig. 8c for the

synchronization messages) according to the number of

transmissions that have been operated for their forwarding

in the Dartmouth dataset. Similarly, Fig. 8b and d show the

results for the taxicabs dataset. The performance of the

centralized strategy appears only in Fig. 8a, b, as there are

no synchronization messages introduced.

The CDFs show similar patterns for update messages in

both datasets. The closest region manager can be joined in

up to 2 hops in the hierarchical and local anchor strategies,

for both types of hierarchy and region partitioning (Dis and

Fix). Because there is a signaling message generated for

each received update in the hierarchical strategy, the

percentage is bounded to 50%. One can observe that,

compared to the centralized strategy, the DHT and our

agenda-based strategies have points in common. The loca-

tors in our agenda-based solution act like final databases

during a predefined period. Therefore, the CDFs are com-

parable, but the objective is to have a median path length as

close as possible to 0. In the Dartmouth dataset, we succeed

to limit more than 76% of messages to 2 hops for a gain of

almost 15 hops at some points compared to the centralized

strategy. However, the efficiency of predictions is not the

same in the taxicabs dataset. Although 90% of messages

have been contained in less than 20 hops, more than 50%

show path lengths greater than 4 hops. Nonetheless, com-

pared to the centralized strategy, we still have an important

gain of more than 20 hops for most of the messages.

There are far less similarities in the CDFs of synchro-

nization messages. Compared to the performance of the

DHT strategy, one can observe that messages generated

with the hierarchical strategy have required fewer trans-

missions in the taxicabs dataset than in the Dartmouth

dataset (shift to the left). The main reason for this is that

there are no disconnections in the taxicabs mobility. This

phenomenon has a high impact in the hierarchical strategy

as there is only one signaling message addressed to the root

database for each mobile node. In the local anchor strategy,

one can observe that most of messages require much more

transmissions than for the DHT strategy. Although less

than 30% of messages are generated with the fixed orga-

nization, they are mostly transmitted between 50 and 80

links, which increases considerably the total cost.

On the other hand, the DHT strategy and our agenda-

based solution present highly similar patterns. If the CDF

for the DHT strategy can be explained simply as the result

of a typical centralized scheme (and then a Gaussian pat-

tern in the probability density function), the curve obtained

with our agenda-based strategy is the result of a control of

the number of times agendas are sent each prediction

period. The number of generated messages with our solu-

tion is basically the result of the number of observed weeks

multiplied by the number of nodes active each week.

(a) Centralized Model. (b) Dynamic Model.

Fig. 7 a Model of pre-

determined regions partition:

the root is in the middle of the

environment. b Model of

regions partition with the self-

organized algorithm: the root

position is chosen randomly

474 Wireless Netw (2011) 17:465–478

123



Although we do not limit the path lengths, being able to

control their number is an important asset.

We now quantify the costs of all strategies. Because the

number of operated transmissions is different in all

approaches, we use the centralized approach as a basis and

quantify the difference in percentage of operated trans-

missions for the other approaches in Fig. 8e for the Dart-

mouth dataset and in Fig. 8f for the taxicabs dataset.

Surprisingly, the centralized strategy is not the worst

approach in both datasets. It has comparable or even better

performance than the local anchor and hierarchical strate-

gies. One can understand that the DHT scheme has in

average the same shift in performance (around -10%)

because of a possible indirection. In the Dartmouth dataset,

because of the recorded disconnections, the local anchor

strategy suffers from the region partitioning as it imposes

an indirection to the region manager. In the taxicabs

dataset, the high mobility generates the same behavior

where the local anchor strategy needs to continuously

communicate with the root database. However, we now see

clearly that regions partitioning has a strong impact on the

performance. With fixed partitions, all regions have almost

the same size which somewhat helps to reduce successive

handoff between regions.

Globally, the hierarchical strategy finds a real gain when

mobile nodes do not disconnect, as using LCA (least

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  5  10  15  20  25  30  35  40  45Pe
rc

en
ta

ge
 o

f 
ge

ne
ra

te
d 

m
es

sa
ge

s 
(%

)
Number of operated transmissions

DHT
LA-Dis
LA-Fix

Hier-Dis
Hier-Fix
Agenda

Cent.

(a) Position updates, Dartmouth
dataset.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  20  40  60  80  100  120

Pe
rc

en
ta

ge
 o

f 
ge

ne
ra

te
d 

m
es

sa
ge

s 
(%

)

Number of operated transmissions

DHT
LA-Dis
LA-Fix

Hier-Dis
Hier-Fix
Agenda

Cent.

(b) Position updates, Taxicabs dataset.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  5  10  15  20  25  30  35  40  45Pe
rc

en
ta

ge
 o

f 
ge

ne
ra

te
d 

m
es

sa
ge

s 
(%

)

Number of operated transmissions

DHT
LA-Dis
LA-Fix

Hier-Dis
Hier-Fix
Agenda

(c) Synchronization messages, Dart-
mouth dataset.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  20  40  60  80  100  120  140Pe
rc

en
ta

ge
 o

f 
ge

ne
ra

te
d 

m
es

sa
ge

s 
(%

)

Number of operated transmissions

DHT
LA-Dis
LA-Fix

Hier-Dis
Hier-Fix
Agenda

(d) Synchronization messages, Taxicabs
dataset.

-30

-20

-10

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

G
ai

n 
of

 o
pe

ra
te

d 
tr

an
sm

is
si

on
s 

(%
)

D
H

T

L
A

-D
is

L
A

-F
ix

H
ie

r-
D

is

H
ie

r-
Fi

x

A
ge

nd
a

(e) Gain compared to the centralized ap-
proach, Dartmouth dataset.

-40

-30

-20

-10

 0

 10

 20

 30

 40

 50

 60

 70

G
ai

n 
of

 o
pe

ra
te

d 
tr

an
sm

is
si

on
s 

(%
)

D
H

T

L
A

-D
is

L
A

-F
ix

H
ie

r-
D

is

H
ie

r-
Fi

x

A
ge

nd
a

(f) Gain compared to the centralized ap-
proach, Taxicabs dataset.

Fig. 8 Performance of location

strategies in the Dartmouth and

Taxicabs dataset. a and b CDFs

of the percentage of position

updates according to the number

of operated transmissions. c and

d CDFs of the percentage of

synchronization messages

according to the number of

operated transmissions. e and

f Gain in percentage of the total

number of operated

transmissions compared to the

centralized approach

Wireless Netw (2011) 17:465–478 475

123



common ancestor) allows reducing path lengths. One can

however note that the performance of the hierarchical

strategy depends on several parameters over which the

network may not have control: (1) the regions partitioning

that, in a self-organized network, may not be as efficient as

the fixed segmentation and (2) disconnections. In an IEEE

802.11 wireless mesh network, we may assume that, because

of energy consumption, nodes may need to disconnect reg-

ularly. According to these parameters, we can observe that

our agenda-based system provides important gain in both

datasets (compared to the best hierarchical results), while

being compatible with a self-organized network. The

agenda-based strategy is only dependent on the number of

active nodes and on the periodicity of mobility patterns.

7 Related work

Location management has been a prolific research area in

recent literature on wireless networking. The works that are

the closest to ours have been specifically developed in the

context of cellular networks and personal communication

services (PCS). These works address location management

as a tradeoff between location updates and location lookups

(paging) that have to be optimized. These techniques can be

divided into several categories: distance-based, time-based,

location-based, movement-based, and state-based schemes

that generally use current state of the nodes to decide whe-

ther or not to trigger location updates. Note that, in these

networks, paging costs less than in our case because of the

wired backbone. A comprehensive survey of these schemes

has been issued by Rahaman et al. [28]. In such a context,

profile-based schemes use mobility history to decide in

which cases nodes have to send location updates. Our

location service is based on the modeling of each node

mobility behavior to provide long-term predictions. There-

fore, our system can be classified as a profile-based scheme.

In the general functioning of profile-based schemes

[29–32], the network provides a list of cells that have to be

paged when a node has to be localized. Tabbane proposes a

profiling operated by the network and shared with the

node’s subscriber identity module (SIM card) [29]. In this

scheme, independently of the period of time [ti, tj), the

system can define a list of areas where a node is likely to be

located. The list of areas is decreasingly ordered by the

probabilities of being in the different areas (according to

the mobility history). Until a node is in one of these areas,

it does not update its current location. When the network

needs to locate a destination node, each area (within the

list) is sequentially queried. Chuon et al. compute the

prevalence of the daily visited cells and establish an indi-

vidual profile graph (IPG) [31]. The resulting graph is

composed by vertices (cells) whose normalized probability

of being visited within a window of N days is greater than a

specified value (comprised between 0 and 1). Furthermore,

the vertices in the IPG are classified by decreasing order

of probability of being visited. Finally, the localization

is performed by paging each anchor present in the IPG

following the same decreasing order of probability.

In IEEE 802.11 wireless networks, Ghosh et al. intro-

duce the notion of ‘‘sociological hubs’’ to define places of

interests where mobility patterns represent encounters

between nodes [33]. For each node, the authors compose a

set of profiles corresponding to the set of displacements the

node has already performed. To be able to make predic-

tions, however, the system needs to monitor the firsts

associations of a node to determine which profile it is cur-

rently following. The essential difference with our approach

is that, in our system, we retrieve mobility patterns at a

macro level, with a WMR granularity and through the

notion of prevalence of places. Furthermore, we define a

direct correspondence between one observed pattern and

the pattern the node will follow one period after. Therefore,

we do not monitor the current mobility of the node to

retrieve which mobility profile it is currently following.

Cayirci and Akyildiz propose the creation of a UMP

(User Mobility Profile), where each ‘‘entry’’ (node) defines

a cell and an expected entry time [34]. A UMP generated by

the mobile node represents its mobility along several days

and is limited in number of entries (for instance 100

entries). When a mobile node detects that it does not follow

the UMP it has previously registered in the network, it must

update it with a new UMP that better reflects its current

mobility. Then, the node has to continuously verify if it

actually follows the pattern it has registered. Lee and Hou

propose to model node mobility in such a way to be able to

predict where, when, and for how long nodes will be at a

particular state [12]. The analysis they performed from a

real dataset (the same that we use in this paper) showed

that there is a strong correlation from weeks to weeks that

confirms our observations. Nevertheless, in opposition to

our work, the next state of a node is strictly related to its

current state. Wu et al. mine mobility (on a per node basis)

from long-term mobility history [13]. The authors infer the

time-varying probability that one node will visit each par-

ticular place. With the resulting vector \time, region[ of

mobility, the network knows which place has to be paged in

function of the time. In our work, we take a different

approach starting from the time space. We obtain a prede-

fined maximum agenda size, while Wu et al. have no con-

trol on the number of retained location that have a higher

probability to be visited according to the mobility history

(unbounded solution).

Finally, we share the same vision of representing

mobility through agendas of mobility as proposed by Zhen

et al. [35] and Srinivasan et al. [36]. The fundamental
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differences are that Zhen et al. model mobility according to

social influence available in the NHTS (the National

Household Travel Survey) survey data, which does not take

individuality into account. Similarly, Srinivasan et al. use

exclusively school timetables to model contacts between

the nodes, which suffer from the same drawbacks.

8 Conclusions

In this paper, we designed and evaluated through real

mobility scenarios analysis an agenda-based location ser-

vice. The goal was to reduce the cost of location manage-

ment by optimizing the position of the locator between the

MN and potential CNs. To reduce triangular location and

contain the propagation of highly frequent location updates,

we propose to position the locator close to the current

position of the MN. We rely on the cyclic, long-term nature

of user mobility often demonstrated in the literature and

define an agenda-based mobility modeling to provide a list

of WMRs to play the role of locator for the mobile nodes.

More specifically, our mobility-modeling algorithm

returns a list of pairs (Time_slot, Locator) that

follows a particular time slicing. In this paper, we defined a

period of predictions of 1 week where each day is sliced in

time periods of 1 h. For each time period, considered

independently, we select as locator the WMR that corre-

sponds to the center of gravity of the observed mobility. For

a time period Time_slot, the location information of the

mobile node is managed by the identified Locator. The

result is then a structure of fixed size that we refer to as an

‘‘agenda of locators.’’ The originality of this approach over

existing solutions is that agendas provide an absolute pre-

diction model, i.e., it does not rely on the previous state of a

node. Furthermore, agendas inherently help the location

service distribute the load throughout the network, both

in space and time. The dissemination of the agendas is

supported by a global DHT-based mapping system.

Our analyses using publicly available traces collected in

the Dartmouth campus showed that our location service is

efficient (nodes stayed 80% of their time at one hop radius

from the expected locator) and that the room of improve-

ments is considerable: 81% of the location updates con-

tained to a one hop radius and the proportion of forwarded

location updates decreased by more than a third. Compared

to a centralized/DHT system, our approach reduces by 67%

the number of transmissions operated.

Several issues have to be handled before envisioning a

real deployment. The first is certainly the problem of secu-

rity. It is crucial to prevent malicious modifications of the

provided agendas or identity usurpation. From this aspect, a

simple solution relying on a public/private key system could

be applied. Further work has to be done to understand the

impact of such scheme on the performance of our location

service. The second problem is without a doubt the privacy

issue. If it can be acknowledged that providing to anyone the

current position of a node does not affect its privacy (as it is

done nowadays), ones may take more caution when it is to

provide a one-week long positions prediction.

Besides those side issues, our approach remains very

promising. We are currently investigating how to combine

our agenda-based location service with an adaptive routing

strategy to reduce even more the cost of location lookups.
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