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Abstract
Drought, as a phenomenon that causes significant damage to agriculture and water 
resources, has increased across the globe due to climate change. Hence, scientists are 
attracted to developing drought prediction models for mitigation strategies. Different 
drought indices (DIs) have been proposed for drought monitoring during the past few dec-
ades, most of which are probabilistic, highly stochastic, and non-linear. The present study 
inspected the capability of various machine learning (ML) models, including artificial neu-
ral network (ANN) and support vector regression (SVR) as original predictive models and 
optimized by two selected algorithms, namely, particle swarm optimization (SVR-PSO) 
and response surface method (SVR-RSM) to predict the meteorological drought indices 
of standardized precipitation index (SPI), percentage of normal precipitation (PN), effec-
tive drought index (EDI), and modified China-Z index (MCZI) on a monthly time scale. A 
novel model named SVR-RMS is introduced by using two calibrating processes given from 
RSM with two inputs and the SVR by predicted data handled with RSM given from the 
first calibrating procedure. For evaluating the models, different meteorological input vari-
ables in the period 1981–2020 were considered from 11 synoptic stations in arid and semi-
arid climates of Iran, which frequently experience droughts. The SPI showed the highest 
and lowest correlation with MCZI (0.71) and EDI (0.34), respectively. The results of test-
ing dataset (2011–2020) indicated that the SVR-RSM produced superior abilities for both 
accuracy and tendency compared to other models, while the SVR-PSO model is better than 
the ANN and SVR. The worst results of drought prediction were obtained for EDI. How-
ever, all models provided the acceptable EDI prediction in the high-temperature station of 
Ahvaz in the south of the country. Application of SVR-RSM as a novel hybrid model can 
be suggested for predicting the DIs on a short time scale in arid and semi-arid areas.

Keywords Machine learning models · Drought indices · Hybrid model · Drought 
prediction · SVR-RSM
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1 Introduction

Drought incidents have become very frequent globally and have significant impacts on water 
resources availability, environmental health, agricultural production, and, consequently, the 
socio-economic of a region (Dai 2011; Yaseen et al. 2021). Based on Wilhite and Glantz 
(1985) classification, drought can have four categories of meteorological drought, agricul-
tural drought, hydrological drought, and socio-economic drought (Wilhite and Glantz 1985; 
Nguyen-Huy et al. 2021).

Meteorological droughts, as the initiator of other drought forms, occur due to the nega-
tive departure of precipitation from the average precipitation for a particular period of time 
(Yaseen et al. 2021). Meteorological drought frequency is indicated by precipitation vari-
ability rather than the average precipitation of a region; thus, it may occur in any climate 
depending on the significant fluctuation of precipitation on the deficit aspect (Yaseen et al. 
2021). For drought monitoring, a wide variety of drought indices (DIs) have been defined 
(Ahmed et al. 2019; Alamgir et al. 2015). However, they are often region-specific, and their 
applicability to a wide range of climatic conditions is restricted due to intrinsic complexity 
of drought (Wable et al. 2019). It is critical to determine an appropriate drought index for a 
given location, to prepare for drought-related problems. Numerous comparative studies on 
DIs are evaluated in various locations (Adisa et al. 2021; Mashari Eshghabad et al. 2014). 
However, the findings of different research are contentious. Many scientists, particularly 
in water resources management, suggest investigating the drought status through multiple 
indices. Decisions should not be made based on only one index due to the complexity of 
the drought phenomena (Eslamian et al. 2017).

The ability of drought forecasting in advance by a number of months or a few seasons 
is critical to mitigating the negative consequences of droughts (Dastorani and Afkhami 
2011). Several forecasting techniques have been introduced to predict droughts, including 
Multiple Linear Regression (MLR), Markov Chain, and Autoregression Integrated Moving 
Average (ARIMA) (Fung et  al. 2020). Predicting droughts using conventional statistical 
methods is challenging because the scale of some indices, such as standardized precipita-
tion index (SPI), is not linear (Yaseen et al. 2021). Recently, machine learning (ML) algo-
rithms have demonstrated outstanding advances in modeling DIs and meteorology (Malik 
et al. 2020a; Pérez-Alarcón et al. 2022; Pham et al. 2019).

Various ML models have been developed for modeling DIs including artificial neu-
ral network (ANN) basis multi-layer perceptron (Belayneh et  al. 2016b; Deo and Şahin 
2015a), extreme learning machine (ELM) (Deo and Şahin 2015b), support vector regres-
sion (SVR) (Belayneh et al. 2016b; Das et al. 2020), adaptive neuro-fuzzy inference system 
(ANFIS) (Ali et al. 2018), random forest (RF) (Park et al. 2016), M5 Tree (M5T) (Ali et al. 
2018; Naderianfar et al. 2017), least-square support vector regression (LSSVR) (Deo et al. 
2017), extremely randomized tree (ERT) (Rhee and Im 2017), multivariate adaptive regres-
sion spline (MARS) (Deo et al. 2017), wavelet preprocessing integrated ML models (Das 
et  al. 2020) and nature-inspired hybrid ML models (Nabipour et  al. 2020). The models’ 
main challenge is applying a general non-linear relation that can be used for various cli-
mates and has high flexibility for non-linear relations with different inputs. However, it is 
difficult to introduce a perfect model with the lowest error and appropriate predictions with 
the highest accuracy and tendency for all climates. Abilities for both accuracy and ten-
dency are directly dependent on the modeling structure in the training phase. Besides, there 
is a possibility of inaccuracy in the model development when setting up the variables of the 
model’s structure are inappropriate (Yaseen et al. 2021). On the other hand, each location 
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acts differently according to the weather stochastics and historical features (Yaseen et al. 
2021). The modelling approach with two calibrating processes can be provided the flexibil-
ity for highly non-linear relations for various climate stations. Therefore, optimization of 
ML models based on approaches, such as particle swarm optimization (PSO) and response 
surface method (RSM) can reduce the errors of predicted results of DIs.

This study aims to investigate the abilities of different machine learning models for 
meteorological DIs predictions of different geographical regions in Iran, which has suffered 
from several drought incidents in recent decades. Four different versions of machine learn-
ing models, including ANN, SVR, SVR-PSO, and SVR-RSM as a novel hybrid model, 
were evaluated in predicting precipitation-based drought indices of SPI, percentage of nor-
mal precipitation (PN), effective drought index (EDI), and modified China-Z index (MCZI) 
at a monthly time-scale. The historical data between 1981 and 2020 was used to develop 
and validate the models.

2  Materials and Methods

2.1  Case Study

Iran has extensive climatic diversity; however, most of its area has arid and semi-arid 
climates. Due to the deficit or variation of rainfall, these regions frequently experience 
drought events that influence the country’s environment and public health. This research 
selected 11 stations of these climates with the longest records, spread out countrywide. The 
locations of stations are shown in Fig. 1.

Fig. 1  The locations of the studied meteorological stations
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The climate type of different stations was found based on de Martonne aridity index 
 (IDM). This index was calculated based on precipitation and temperature data for the period 
1981–2020 using the following equation (Shahabfar and Eitzinger 2013):

where  IDM = the de Martonne aridity index, P = annual mean precipitation (mm) and 
T = mean annual air temperature (oC). Therefore, meteorological stations of Ahvaz, Bandar-
Abbas, Isfahan, Kerman, Semnan, and Zahedan are located in arid climate ( IDM < 10 ) and 
other stations, including Hamedan, Mashhad, Sanandaj, Shiraz, and Zahedan, were in 
semi-arid climate areas ( 10 ≤ IDM < 20).

2.2  Data

The meteorological data for 1981–2020 was obtained from Iran Meteorological Organiza-
tion (IRIMO). These data as climatic input variables of modeling include monthly rain-
fall, and the monthly average of wind speed, temperature, relative humidity, and sunshine 
hours. The statistics of climatic parameters on the monthly scale at different study stations 
are presented in Appendix Table 5. Also, Fig. 2 depicts the flowchart of the modeling pro-
cess in this study.

2.3  Drought Indices

2.3.1  SPI

The standardized precipitation index (SPI) is used for defining and monitoring drought and 
was first developed by McKee et al. (1993). It is based on the cumulative probability of 
precipitation data and can assign a numerical value to provide the ground for comparison 
of various climatic regions. The advantages of SPI are simplicity, application of accessible 
rainfall data, statistically robust, and calculability for multiple time scales (Keyantash and 
Dracup 2002).

The long-term precipitation data is fitted to a gamma distribution determined to fit the 
precipitation distribution properly (Dayal et  al. 2016). The fitting of gamma distribution 
with parameters �  and � , was done using maximum likelihood estimation (Dayal et  al. 
2016).

Then it transformed to a normal distribution so that the average SPI for an area and 
certain period of time is zero (McKee et al. 1993). This converted probability is the SPI, 
mostly ranges between -2.0 and + 2.0, with extremes values outside this range occurring 
5% of the time (Edwards and Mckee 1997). The complete mathematical procedure is avail-
able in the works of Jain et al. (2015); McKee et al. (1993); Edwards and Mckee (1997).

2.3.2  PN

The percentage of normal precipitation (PN) is one of the simplest indices applied for assess-
ing the drought in an area. It is particularly effective when used for a specific location or 

(1)IDM =
P

T + 10
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season. This index can be calculated for different time scales through the following equation 
(Boustani and Ulke 2020; Mahmoudi et al. 2019):

In this equation: Xi = precipitation amount in a given series (month, season, year) and 
X = the amount of normal precipitation (mean of long-term, at least 30 years) (Boustani 
and Ulke 2020). This index is always positive and theoretically unrestricted (Mashari 
Eshghabad et al. 2014) (Table 1).

(2)PN =
Xi

X
× 100

Fig. 2  Schematic flowchart illustrating the methodology of the study
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2.3.3  EDI

The effective drought index (EDI) was first developed by Byun and Wilhite (1999) for 
monitoring the severity and duration of drought periods. The EDI is defined based on the 
effective precipitation concept, which is determined using a time-dependent reduction 
function of daily or monthly rainfall and needs a minimum of 30-years of data to compute 
the average effective precipitation. The EDI is calculated as a function of the precipita-
tion amount needed to return to normal (PRN). Where PRN is determined using the devia-
tion of monthly effective precipitation from the mean for every month (Jain et  al. 2015; 
Mahmoudi et al. 2019).

To compute the EDI, firstly the effective precipitation for the current month (EPj) is 
calculated (Eq. (3)):

where Pi is the precipitation ‘m-1’ months before the present month and N denotes the 
duration of preceding period. Calculating the standard deviation and mean values of EP 
for each month, time series of EP values is converted to deviations from the mean (DEP). 
Then the PRNj values and EDI are calculated using the following equations:

where STD (PRN) is the standard deviation of PRN values of the corresponding month.

2.3.4  MCZI

The China-Z index (CZI) index was first widely applied by the National Meteorological Center 
of China in 1995. It is based on the cube root transformation of Wilson-Hilferty with the 
assumption that the rainfall data fit the Pearson Type III distribution (Kendall and Stuart 1977). 
In order to decrease the variation in the data set, the modified China-Z index (MCZI) was 
developed by Wu et al. (2001), wherein, the calculation is similar to CZI except that, instead of 
the mean, we use the median in the statistical formulation of the index. The MCZI’s amount in 
the  jth month for the  ith period can be calculated as following (Sridhara et al. 2021):

(3)EPj =
∑N

m=1

[(∑m

i=1
Pi

)
∕m

]

(4)DEPj = EPj − EPj

(5)PRNj =
DEPj

∑N

i=1

�
1

i

�

(6)EDI =
PRN

STD(PRN)

(7)MCZI =
6

Csi

(
Csi

2
�j + 1

) 1

3

−
6

Csi

+
Csi

6

(8)Csi =

∑n

j=1

�
Xj −Me

�3
n ∗ �3
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which  i =  time scale of interest and j = the current month, �j = standard variable, Me = 
median value of all rainfall over time, Cs = time zones present the coefficient of skewness 
coefficient for rainfall data, Xj = the amount of rainfall that has become normal dispersion 
over time and n = sum of time zones (Boustani and Ulke 2020).

The DIs have a defined range of values to show the severity of a droughts. Table 1 presents 
the severity range of different meteorological indices evaluated in this study (Mahmoudi et al. 
2019; Mashari Eshghabad et al. 2014; Sridhara et al. 2021). Also, the statistics of calculated 
DIs on the monthly scale for various stations are shown in Appendix Table 6.

2.4  Machine Learning Models

2.4.1  ANN Models

The ANN model applied in this study has a feed-forward Multi-Layer Perceptron (MLP) 
architecture trained using the Levenberg–Marquardt (LM) backpropagation algorithm. MLPs 
have been adopted extensively in hydrologic prediction or forecasting because of their simplic-
ity (Piri et al. 2009).

MLPs involve a set of layers (nodes), including an input layer, one or more hidden layers, 
and an output layer (Kim and Valdés 2003):

where m = number of hidden neurons, N = number of samples, xi =  ith input of variables 
at time step t;  wji  = weight which connects the  ith and  jth neurons in the input layer and in 
the hidden layer, respectively; bj = bias for the  jth hidden neuron; �j = activation function of 
the hidden neuron; wj = weight that connects the  jth and  kth neurons in the hidden layer and 
in the output layer, respectively; b = bias for the  kth output neuron; � = activation function 
of the output neuron; and ŷ is the predicted the  kth output at time step t (Kim and Valdés 
2003).

Figure  3 depicts an ANN model’s architecture, with the signals transmitting layer 
by layer in a forward direction through the network (Dikshit et  al. 2020). More detailed 

(9)�j =
Xj −Me

�

(10)ŷ =

[
m∑
j=1

wj.

(
N∑
i=1

wjixi + bj

)
+ b

]

Table 1  The range of different 
studied drought indices

Drought Index range

SPI EDI MCZI PN%

Extreme wet ≥ 2 ≥ 2.5

Very wet 1.5 to 1.99 1.5 to 2.49
Moderate wet 1.0 to 1.49 0.7 to 1.49 > 0 ≥ 110

Normal -0.99 to 0.99 -0.69 to 0.69 -0.99 to 0 80 to 110
Moderate dry -1.49 to -1.0 -1.49 to -0.7 -1.49 to -1.0 55 to 80
Severe dry -1.99 to -1.5 -2.49 to -1.5 -1.99 to -1.5 40 to 55
Extreme dry ≤ −2 ≤ −2.5 ≤ −2 < 40
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information on ANN architectures is provided by Paulraj and Sivanandam (2009); Khan 
et al. (2020); Khan (2018); Das et al. (2020).

In this study, the ANN model applied to predict the drought indices was created with 
MATLAB (R.2014b). Different activation functions of linear, logistic and sigmoid were 
evaluated and the sigmoid ( y = 1

1+e−x
 ) and linear functions were chosen as the activation 

functions of the hidden and output layers, respectively. The LM backpropagation algorithm 
was used to train the model because of its efficiency and reduced calculation time in train-
ing models (Adamowski and Chan 2011). A perceptron multi-layer ANN model has been 
used which has six inputs and a network with a hidden layer with nine nodes. The optimal 
number of input neurons was 20 which was found using trial and error, with the number 
of neurons that showed the lowest root mean square error (RMSE) value in the training set 
being selected.

2.4.2  SVR Model

Support vector regression (SVR), introduced by Vapnik (1995), is available to solve predic-
tion problems and is a regression aspect version of a support vector machine (SVM). This 
model has been used successfully in various fields, including regression and forecasting 
issues of hydrology.

Unlike ANN, which employs the empirical risk minimization code, SVR uses the struc-
tural risk minimization code from statistical learning theory (Belayneh et al. 2014). Further-
more, ANN seeks to reduce training error, but the SVR aims to minimize generalization error 
(Dikshit et al. 2020).

Using different kernel function types, such as ‘linear’, ‘poly’, ‘rbf’, and ‘sigmoid’, SVR has 
previously been used to model both short-term and long-term droughts (Belayneh et al. 2014). 

Fig. 3  The schematic of artificial neural network (ANN) architecture
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In this study, the kernel type of ‘rbf’ was applied as it has proven efficient presented in below 
equation (Dikshit et al. 2020).

where xi, xj, i = 1, 2,..n, x ∊ Rk are inputs that by mapping the input data form original space 
into a higher dimensional feature space provide a nonlinear relation.

On the other hand, the model is influenced by three different parameters: gamma ( � ) as the 
active function scale parameter, positive constant (C), and epsilon ( � ) as the insensitive factor 
(Belayneh et al. 2016a). The first parameter is a constant and manages the model’s complex-
ity, the second parameter is a positive constant representing capacity control, and the third 
parameter reflects the loss function, which defines the regression vector without all of the 
input data (Kisi and Cimen 2011). The parameter selection in this study was according to the 
trial-and-error technique, and the combination that produced the least root mean square error 
(RMSE) score was used. A detailed description of the theory and formulation of SVR can be 
found in Panahi et al. (2020), Vapnik (1995), Gunn (1998). In this study, the codes were writ-
ten in MATLAB software version 2014b to implement predictive models. After standardizing 
the data, to reduce the range of data changes, the optimal values of the model characteristics, 
including C = 50,000, ε = 0.1 , � = 1 × e−7 were determined by the network optimization algo-
rithm and the Gaussian kernel function was selected.

2.4.3  Hybrid SVR Models

The parameters of the SVR model must be carefully defined to achieve a successful imple-
mentation of the model and obtain acceptable accuracy. In general, the SVR model’s satis-
factory performance relies on the correct selection of parameters, which can be regarded as 
an optimization problem and require identifying the global optimal approach to get the best 
performance possible so far. The association of the SVR model with the selected algorithms 
(PSO and RSM) can create SVR-PSO and SVR-RSM hybrid models. Figure 4 depicts the 
flowcharts of the proposed SVR hybrid models.

Kennedy and Eberhart (1995) developed PSO, which is one of the most widely used swarm 
intelligent algorithms for solving optimization problems. It enthused its basic idea from the 
movement of bird flocks in nature. The algorithm has been effectively applied in solving a 
variety of issues, such as engineering, feature selections, data clustering, optimization, and 
short-term load prediction (Deng et al. 2019). In each iteration of model, particles try to find 
the best position. The position ( X) and velocity ( V ) of particles are updated mathematically 
according to the following equations:

where Vnew = the new velocity of a particle, Xpbest = the best position of the particle, 
gbest = the best global position from various particles in each iteration, w  = the coefficient 
of inertia, r1 and r2 = random coefficients, C1 and C2 = acceleration coefficients and  Xnew 
= the new position of the next iteration. More details about PSO can be found in Mirjalili 
et al. (2020), Kennedy and Eberhart (1995) and Malik et al. (2020b).

(11)Φ(xi, xj) = exp(−∥ xi, xj ∥2∕2�2)

(12)Vnew = wVold + r1C1

(
Xpbest − X

)
+ r2C2

(
Xgbest − X

)

(13)Xnew = Xold + Vnew
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2.4.4  SVR‑RSM Model

The reliable model with high-capacity and low-computational burden for applying DIs is 
the main issue for developing the hybrid SVR models. Keshtegar et al. (2016) showed that 
using a model with two regression processes provided accurate predictions for the com-
plex problem with highly non-linear effects. The advanced hybrid ML model provided by 
SVR and RSM named SVR- RSM, where we applied two regression procedures, can be 
provided an accurate prediction with high performances in the training model. It should be 
noted that introducing the SVR-RSM for predictions of DIs has not been investigated by 
searching the open literature; thus, this model was developed for the prediction of concrete 
shear wall capacity (Keshtegar et al. 2021), pan evaporation (Keshtegar et al. 2016), and 
development length of reinforcing bar in concrete beams (Keshtegar and Yaseen 2021). 
Consequently, the SVR-RSM model is introduced as a novel model for predicting the DIs. 
The hidden layer of SVR-RSM was computed based on the RSM, which is applied for 
inputs of SVR. The RSM determines the data handled points in the hidden layer of the 
hybrid SVR-RSM model. Therefore, the flexibility of the predicted SVR model, which the 

Fig. 4  Schematic flowchart of modeling process of SVR-PSO algorithm
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input database provided by RSM calibrates, is increased to obtain a non-linear relation. 
Two calibration processes applied in SVR-RSM is introduced as below steps:

Step 1 RSM is applied for the first calibration of the handled database in the hidden layer 
using two input variables.

 (i) Give two individual input variables as xi, xj.
 (ii) Calibrate the RSM based on the training data set (O) using two variables by the fol-

lowing relation:

In which,�ij represents the predicted database for the data-handling node, which is cali-
brated using two input variables as xi, xj.a0− a5 are weights which are determined for every 
prior as below:

where

In this data provided by RSM with weights of a0− a5 , the cross-linear correlation of 
input variables of xiandxj is considered by term xixj , and PT relates the transfer of vector P.

Step 2 SVR model applied as the second calibration trained based on calibrated database 
in the first step by RSM.

In the hybrid SVR—RSM model, the predicted data is used to transfer inputs with a 
non-linear map by polynomial function with the cross term. But the mapping data by RSM 
as inputs are predicted based on a relation using Kernel functions in SVR. The database 
in the hidden layer provided by RSM has dimensions similar to DIs. By applying the SVR 
model, the non-linear effect of the model is considered by the Kernel function applied in 
SVR with Gaussian relation. It means we have a highly non-linear relation for this problem.

2.5  Train and Test

For the development of prediction models (i.e., SVR, SVR-PSO, SVR-RSM, and ANN), 
all input data were split into two sets: 75% (1981–2010) for the training of models and 25% 
(2011–2020) for testing (Chen et al. 2020; Baptista et al. 2013; Özkaya et al. 2021).

The model performance analysis was done using the testing dataset to provide an unbi-
ased estimation of the model performance. The initial parameters data set for SVR, SVR-
PSO, and SVR-RSM model training and testing are provided in Table 2.

(14)�ij = a0 + a1xi + a2xj+a3x
2

i
+ a4x

2

j
+ a5xixj

(15)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

a0
a1
a2
a3
a4
a5

⎫
⎪⎪⎪⎬⎪⎪⎪⎭

= [PTP]−1[PTO]

(16)P =
{
1, xi, xj, , x

2

i
, x2

j
, xixj

}
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2.6  Measuring Prediction Accuracy

The performance accuracy of predicted models was investigated using different statistical 
performance indicators and by graphical assessment (i.e., time-series plot, scatter plot, and 
Taylor diagram). These statistical indicators express the level of certainty of the models 
and were given by the equations in Table 3 (Keshtegar et al. 2016; Nash and Sutcliffe 1970; 
Willmott 1981; Harmel and Smith 2007).

In Eqs. (17)–(21), DIo = the observed value, DIp = the predicted value, N = the number 
of data points, DIo =

1

N

∑N

i=1
DIo and DIp =

1

N

∑N

i=1
DIp (Table 3).

The  R2 indicates the degree of the linear correlation between the predicted and observed 
data (Das et  al. 2020). The RMSE shows the average difference between predicted and 
observed data. The lower RMSE value of a model indicates a better performance.

The NSE ( −∞ ≤ NSE ≤ 1 ) is calculated using the relationship between the predicted 
and observed mean deviations (Nash and Sutcliffe 1970). It can demonstrate the correlation 
between the predicted and observed data and this indicator is more useful for assessing the 

Table 2  The initial parameters of SVR, SVR-PSO, and SVR-RSM models applied in the study

Model Parameter Value

SVR SVR parameters C = 50,000, ε = 0.5, � = 1 × e−7, σ = 2

Kernel function Gaussian
SVR-PSO Number of particles 20

Maximum number of iterations 40
Inertia weight 2
Max and Min inertia weight [0.1, 1]

Random coefficients [0.2, 2]

Acceleration coefficients 0.85
Kernel function Gaussian

SVR-RSM SVR parameters C = 3,000, ε = 0.01, � = 1 × e−8, σ = 1.75

Kernel function Gaussian

Table 3  Statistical performance indicators used in the study

Statistical indicator Equation Number

Coefficient of determination  (R2)
R2 =

⎛
⎜⎜⎝

∑N

i=1

��
DIo−DI0

�
.

�
DIp−DIp

��
�∑N

i=1

�
DIo−DI0

�2

.
∑N

i=1

�
DIp−DIp

�2

⎞
⎟⎟⎠

2 (17)

Root mean square error (RMSE)
RMSE =

��∑N

i=1(DIo−DIp)
2

N

� (18)

Nash Sutcliffe model efficiency coefficient 
(NSE) NSE = 1 −

∑N

i=1(DIo−DIp)
2

∑N

i=1

�
DIo−DIo

�2

(19)

Willmott’s index of agreement (WI)
WI = 1 −

∑N

i=1(DIo−DIp)
2

∑N

i=1

����DIp−DIo
���+

���DIo−DIo
���
�2

(20)

Confidence index (CI) CI = WI × NSE (21)



695Advanced Machine Learning Model for Prediction of Drought Indices…

1 3

goodness-of-fit of a model compared to  R2. It is because  R2 is insensitive to proportional 
differences between model simulation and observations (Keshtegar et al. 2016).

For the non-linear models, NSE can be negative. The NSE value close to 1 is more 
satisfactory, and a negative NSE shows an unacceptable model performance (Singh et al. 
2005; Moriasi et al. 2007). NSE alone, like RMSE, is not a sufficient indicator (Jain and 
Sudheer 2008). Together with RMSE, they produce a set of model selection criteria that 
balance each other’s limitations (Zhong and Dutta 2015).

Willmott’s Index of agreement (WI) is a descriptive index that can be used to make a 
cross-comparison between different models ( 0 ≤ WI ≤ 1 ). WI = 0 shows null agreement 
(no correlation) and WI = 1 indicates total agreement (perfect fit). While  R2 is highly sen-
sitive to extreme values, the factor WI can be used to solve this problem using Eq. (20). 
(Harmel and Smith 2007). Compared to  R2, WI is also better suited for model assessment 
because it was created to be a measure of the degree to which a model’s predictions are 
error-free rather than a measure of correlation (Keshtegar et al. 2016).

To find the best predicted indices, the confidence index (CI) was used, which was calcu-
lated based on multiplying the Nash Sutcliffe model efficiency coefficient (Eq. (19)) by the 
Willmott’s Index of agreement (Eq. (20)). The CI = 0 indicates null confidence and CI = 1 
shows total confidence.

3  Results

The mean SPI over 40 years for different meteorological stations is shown in Fig. 5. Results 
showed the higher average SPI values during the low rainfall period of June to September 
(summer season) for different stations.

The mean 40-year results of the Pearson coefficient correlation  (R2) between the 
monthly DIs of all studied stations are illustrated in Table  4. The highest correlation 

Fig. 5  The mean SPI over 40 years for different meteorological stations
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between indices was found between SPI and MCZI in different stations, which was more 
than 0.55 with an average value of 0.71. The stations of Kerman and Sanandaj showed the 
lowest  R2 among all stations between SPI and MCZI. Also, Table 4 reveals a good correla-
tion between SPI and PN indices (0.59) for different stations; however, a poor correlation 
was observed in Ahvaz station (0.31). Among different indices, PN and EDI showed the 
lowest correlation coefficient, with the value of 0.22 as the average for all stations. The 
range of correlation between these two indices was 0.08 (in Ahvaz) to 0.30 (in Semnan). 
Similarly, the correlation variation between MCZI and EDI for all stations was low in the 
range of 0.21 (in Ahvaz) to 0.40 in Zahedan.

In general, a strong correlation between different DIs was recorded in Tabriz, Semnan, 
and Zahedan, with the average values of 0.56, 0.51, and 0.51, respectively, and a poor cor-
relation was obtained for Ahvaz, Bandar-Abbas, and Hamedan with the average values of 
0.33, 0.40 and 0.41 (Table  4). It corresponds with the monthly average SPI time series 
extracted from the 40-year data of different stations, which indicated that the stations of 
Ahvaz, Zahedan, and Bandar-Abbas showed the highest values of 1.67, 1.32, and 1.11, 
respectively, and the stations of Tabriz, Mashhad and Semnan showed the lowest values of 
0.03, 0.08 and 0.12, respectively (Table 4).

The graphical assessment among different predictive models in terms of performance 
for testing dataset (2011–2020) is presented in the Heatmap diagrams in Fig. 6. In a 4 × 4 

Table 4  The correlation coefficient  (R2) between the monthly drought indices of all studied stations over 
40 years

Isfahan Ahvaz Bandar-Abbas

DIs SPI PN EDI MCZI SPI PN EDI MCZI SPI PN EDI MCZI

SPI 1.00 1.00 1.00
PN 0.53 1.00 0.31 1.00 0.51 1.00
EDI 0.35 0.22 1.00 0.26 0.08 1.00 0.30 0.16 1.00
MCZI 0.76 0.54 0.32 1.00 0.70 0.42 0.21 1.00 0.74 0.44 0.27 1.00

Kerman Mashhad Semnam

SPI 1.00 1.00 1.00
PN 0.60 1.00 0.73 1.00 0.73 1.00
EDI 0.32 0.23 1.00 0.37 0.30 1.00 0.38 0.30 1.00
MCZI 0.55 0.57 0.24 1.00 0.69 0.60 0.28 1.00 0.70 0.66 0.30 1.00

Shiraz Tabriz Zahedan

SPI 1.00 1.00 1.00
PN 0.59 1.00 0.84 1.00 0.51 1.00
EDI 0.33 0.24 1.00 0.34 0.29 1.00 0.35 0.29 1.00
MCZI 0.70 0.55 0.27 1.00 0.85 0.76 0.29 1.00 0.88 0.64 0.40 1.00

Hamedan Sanandaj Average of all stations

SPI 1.00 1.00 1.00
PN 0.57 1.00 0.61 1.00 0.59 1.00
EDI 0.35 0.19 1.00 0.37 0.15 1.00 0.34 0.22 1.00
MCZI 0.63 0.50 0.25 1.00 0.59 0.52 0.27 1.00 0.71 0.56 0.28 1.00
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matrix, the dark blue color indicates the worst statistical performance, while the yellow 
color shows the best performance in the figure. The results are obtained based on the aver-
age values of different stations for the sake of brevity. The SVR-RSM showed the best per-
formance for all DIs based on statistical indices. Besides, the maximum number of dark red 
cells (the worst predictive model) was demonstrated by the SVR model. The SVR-PSO and 
ANN showed similar results for various DIs; however, for PN, the ANN showed the worst 
performance among all DIs.

Taylor diagram is another graphical presentation applied to evaluate the employed mod-
els (Fig. 7). The results of Taylor diagrams for testing data showed good consistency with 
the calculated performance indices. Figure 7 shows that for the average value of EDI of 
different stations, the lowest agreement exists between the SVR (yellow circle) with other 
models. This model provided the lowest correlations (0.45) and the highest variation (1.5). 
Similarly, SVR showed the worst results for SPI and MCZI prediction; however, ANN 
showed the lowest agreement with other models for the PN index. Among different mod-
els, ANN had the lowest variation for predicting various DIs, followed by hybrid models 
and ANN. Results showed among all DIs, the highest  R2 of different models was obtained 

Fig. 6  The Heatmap diagrams of comparison of different drought indices and predictive models for testing 
dataset (2011–2020)
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for indices of PN (0.97), SPI (0.92), and MCZI (0.92), and the lowest  R2 was found for EDI 
(0.64). However, the highest RMSE was found for PN, and the lowest RMSE was observed 
for MCZI among all IDs. Overall, SVR-RSM had the closest distance to observed data 
(gray point), indicating the lowest RMSE and highest correlation for this model and, there-
fore, its superiority compared to other predictive models; RSM-PSO and ANN follow it.

Figure 8 shows the zoning map of the selected stations based on the mean RMSE val-
ues of IDs for various models during the selected statistical period. The red and blue color 
shows the highest and lowest RMSE values, respectively. Results showed the highest accu-
racy of EDI, SPI, PN, and MCZI, were obtained in Ahvaz, Tabriz, Mashhad, and Zahedan 
stations, respectively, and the worst results were found in Zahedan, Ahvaz, Ahvaz, and 
Hamedan, respectively. While the minimum values of RMSE for PN, SPI, and MCZI indi-
ces were in the semi-arid climate stations, the minimum one for EDI was obtained in an 

Fig. 7  Taylor diagram of the average value of observed and predicted drought indices for different stations 
by ANN, SVR, SVR-PSO, and SVR-RSM models
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Fig. 8  The zoning map of the selected stations based on the mean RMSE values of IDs for various models 
during test period (2011–2020)
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Fig. 8  (continued)
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arid climate station of Ahvaz. The maximum values of RMSE were obtained in an arid sta-
tion for PN and EDI and in a semi-arid environment for SPI and MCZI.

Based on the results, SVR-RSM provided the best results among different models. 
Therefore, the linear correlation between observed and predicted SPI values at all sta-
tions was evaluated using scatter plots (Fig. 9). All predicted points in different stations 
are aligned to the perfect line (45° line), which indicates an acceptable performance of 

Fig. 9  Results of scatter plot for correlation between the predictive and observed average value of SPI index 
in different stations for testing dataset (2011–2020)
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the SVR-RSM model. The results revealed that the prediction of SPI using the SVR-RSM 
model has a strong correlation for all stations (more than 0.97).

4  Discussion

Drought is a part of any climate’s nature, occurring in various regions occasionally. The 
meteorological drought over a 40-year period is monitored and predicted in this study for 
the diverse climates of Iran. Powerful tools to monitor drought play a vital role in miti-
gating this phenomenon. Drought indices are key determinants of drought monitoring 
and modeling as they simplify the complex interrelationships among climate and climate-
related parameters.

According to statistical analysis before modeling, a strong correlation was observed 
between SPI and MCZI in all stations with different climates and a poor correlation was 
found between SPI and EDI, especially in the station of Ahvaz (Table 4). The correlation 
between SPI and MCZI was obtained 109.5% more than that between SPI and EDI and 
19.4% more than that between SPI and PN. The results are in agreement with Shahabfar and 
Eitzinger (2013), which compared the correlation between six meteorological drought indi-
ces of SPI, MCZI, CZI, PN, Z-score, and the aridity index of E. de Martonne (I) for various 
time scales in different climates of Iran from 1950 to 2005. Among all evaluated indices, 
the strongest relationship was reported between SPI and MCZI, particularly in rainy periods 
in Coastal wet regions. They indicated the degree of the relationships is related to the sea-
son and the climatic region. In the current research, our results showed a higher correlation 
within DIs in stations with lower monthly SPI and drier conditions according to Fig. 5 and 
the SPI ranges of Table 1.

Four different machine learning basis predictions named ANN, SVR, SVR-PSO, and 
SVR-RSM were compared in the current work. These models are used to connect multi-
inputs and output responses. Predictive models’ structure and modeling processes signifi-
cantly affected DIs’ accuracy and tendency.

Based on the results, SVR showed the least accuracy in DIs prediction, followed by the 
ANN model. The ANN model has three main layers as well as the SVR model as input, 
hidden, and output layers. In the ANN model, the active function as sigmoid relation trans-
fers the nodes in the previous layer into the current layer. The weights and biases applied in 
the multi-linear function are used to connect the nodes of the current layer to the previous 
layer. The hidden layer nodes are manually given to provide the ANN model’s non-linear 
relation. This ANN model is trained by Levenberg–Marquardt backpropagation, produced 
by an optimization method for providing the ANN model.

Consequently, the training procedure, the active function to provide the non-linear rela-
tion, the number of the hidden nodes in the hidden layer, and the number of hidden layers 
are the main parameters of the ANN models, and these factors and procedures are the main 
gapes in modeling relation of ANN models. In SVR models, the hidden nodes are com-
puted based on the Kernel function; thus, input nodes as n-element are transferred to the 
m-nodes that m is commonly related to the number of training data points. The centers of 
the kernel function are given based on the input variables in the training phase. The shape 
parameter of the kernel function is manually assigned to provide the smooth property of 
the Kernel prediction. The connection between predicted data using the Kernel function 
and output response is needed to apply several parameters of the SVR model named as 
C and ε using Lagrangian multiplier optimization. The kernel basis regression based on 
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several model parameters is used in SVR, while ANN is structured by the multiple-linear 
function with transferring active function.

Our study showed a lower performance of SVR in predicting drought indices compared 
to the ANN algorithm. According to a study conducted by Dikshit et  al. (2020) in New 
South Wales, Australia, ANN is better than SVR in determining temporal trends of drought 
on a regional scale. They reported better prediction results for both models at longer time 
scales. However, the results of previous studies on the relative performance of both mod-
els are controversial. For example, Lima et al. (2013) investigated precipitation forecasting 
and found SVR has better predictions when the mean absolute error (MAE) is regarded as 
the performance metric, and ANN performs better when the mean squared error (MSE) 
is viewed as the performance metric. Similarly, Chevalier et al. (2011) reported that both 
algorithms have comparable performance when the training dataset is larger in size. How-
ever, in our study, the number of data for different levels of training and testing during 
monthly simulation scenarios of DIs prediction over the 40-year study period was 480 for 
each input parameter.

Determining the Kernel function and the associated model parameters are the main 
challenges in the SVR modeling approach. It is done using a trial-and-error method, which 
increases the processing time due to increased dataset size. The number of trials to opti-
mize the model will increase with higher uncertainty among model parameters. About the 
ANN, more accurate models can be developed by adjusting the number of neurons in the 
hidden layer. Besides, in the current study, the monthly time scale was considered for mod-
els; however, according to Dikshit et al. (2020), longer-time scales would better predict the 
DIs compared to shorter time scales. It might be due to the significant correlation between 
climate indices and drought at longer time periods.

Our study showed the performance of SVR model would improve after it was revealed 
in hybrid form. Different statistical parameters in the Taylor and heat map graphs indicated 
the superiority of the SVR-RSM followed by the SVR-PSO model. The optimization meth-
ods are applied to find the optimum condition of the modeling SVR parameters.

In the current work, the PSO and RSM are used as optimization approaches to tune the 
SVR model parameters. The modeling procedure of hybrid SVR-PSO is a time-consuming 
model due to the random search of parameters. Thus an efficient modeling approach is devel-
oped based on two modeling procedures as RSM combined with SVR. The input variables of 
SVR are determined by the RSM in the first calibrating procedure. The inputs of SVR are cal-
ibrated based on two individual inputs of the basic variables then the model of SVR is trained 
using calibrating data obtained by 2-input. The parameters of SVR models in SVR-RSM are 
manually given while these parameters are searched by optimization approach in SVR-PSO. 
The basic variables are directly used in the ANN and SVR-PSO, while the SVR-RSM model 
is trained based on the calibrated input variables by RSM. However, in SVR-RSM, the best 
parameters of SVR are the main challenge for the contribution of this model, and the effec-
tive regressed data points given by the RSM are a challenge for providing an accurate model.

The results of the zoning map showed acceptable drought modeling for both arid and 
semi-arid environments in the studied area. However, the results are inconsistent for differ-
ent drought indices. EDI showed the more accurate prediction for Ahvaz station, probably 
due to the high temperature in this arid location.

The scatter plot of SPI prediction using SVR-RSM as the model with the highest accu-
racy was evaluated for different stations. The SPI index was chosen for the comparison 
of stations due to its confirmed reliability. Besides, this index has been applied in numer-
ous studies to investigate drought variability, despite its recent introduction (Yaseen et al. 
2021). Mahmoudi et al. (2019) reported the SPI and EDI indices as the first and second 
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best drought monitoring indices in Iran based on evaluating different drought indices of 
41 synoptic stations over a period of 28 years (1985–2013). Similarly, Morid et al. (2006) 
indicated that SPI and EDI outperform five other studied DIs in their research to design a 
drought monitoring system for Tehran province in Iran using 32 years of data. Results of 
the scatter plot showed a high  R2 for predicting SPI using the SVR-RSM model in all sta-
tions, indicating its capability to predict SPI drought in different climates. Based on the 
results, the SVR-RSM was identified as a more suitable, robust, and reliable model than the 
other evaluated models for monthly drought forecasting in the studied area.

Therefore, machine learning methods can be applied as a preliminary step to predict 
droughts on a regional scale, which could prove to be useful for policymakers. Future 
research should look at more development in hybrid models, which could provide greater 
insights into drought prediction and its characteristics, especially in arid areas with severe 
consequences of drought incidents.

5  Conclusions

The prediction of the drought indices is a vital factor in water management, especially in 
the regions such as Iran with large dry areas. The accurate prediction of DIs using the 
machine learning approaches is a gap for the best management. In the current work, using 
meteorological data as input variables, four modeling methods named ANN and SVR as 
original predictive models and two hybrid approaches named SVR-PSO and SVR-RSM 
were inspected for predicting precipitation-based DIs of SPI, PN, EDI, and MCZI. The 
hybrid SVR models were coupled with the optimization approach of PSO, which is used 
to find the best hyper parameters of SVR, and were combined by RSM with two regression 
approaches for providing the data handling by RSM in the first regression step, and the 
SVR predicted models in second regression calibrated by data provided by RSM. Eleven 
synoptic stations throughout Iran were selected for evaluating the models using soft com-
puting approaches calibrated by the advanced intelligence models. Based on this research, 
the following conclusions can be drawn:

The SPI showed the highest correlation with MCZI and the lowest correlation with 
EDI. Higher correlation between IDs was observed in the locations with a lower average of 
monthly SPI values and drier conditions according to the SPI ranges.

The metrological inputs were the effective parameters for the prediction of DI obtained 
from the results of four models.

The hybrid model named SVR-RSM was the best model among others for all predicted 
data of the studied locations. The results showed the high accuracy of this model for both 
arid and semi-arid environments according to visual inspection and statistical performance 
criteria.

Based on the results, the worst predicted index was obtained as EDI. However, EDI 
showed the acceptable prediction with accurate results for one location (Ahvaz) due to hav-
ing the high temperature in this station. Therefore, it can be extracted that the temperature 
may significantly affect EDI in dry regions.

The RSM with SVR algorithm is highly recommended as a non-linear model to pro-
vide a novel hybrid model for the prediction of monthly SPI as a reliable DI on a 
regional scale in arid and semi-arid areas of Iran. The deep learning models are the 
flexible approach for prediction of the nonlinear events, thus these models can be com-
pared for predicting the drought indices in future.
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Appendix

Table 5  Statistics of input monthly climatic parameters at study stations.

Station/dataset Statistical
  Factors*

Input climatic parameters

Tavg
(°C)

Windavg
(m/s)

RHavg (%) SSHNavg
(hr)

Rainsum
(mm)

Ahvaz
Entire
(1981–2020)

XMIN 9.50 1.68 15.28 0.00 0.00
XMAX 40.28 10.27 84.54 12.71 223.11
XAVG 26.07 5.56 42.34 8.26 18.64
XSTD 9.42 1.31 18.46 2.39 30.25
XSKW -0.09 0.46 0.48 -0.51 2.34
XKUR -1.47 0.11 -1.03 0.57 7.03

Bandar-Abbas
Entire
(1981–2020)

XMIN 14.79 3.48 39.19 0.00 0.00
XMAX 35.61 9.52 79.48 11.78 213.81
XAVG 26.85 6.47 64.57 6.35 14.46
XSTD 6.05 0.94 6.50 3.94 33.71
XSKW -0.26 0.08 -0.72 -0.84 3.35
XKUR -1.41 0.39 1.18 -0.99 12.13

Hamedan
Entire
(1981–2020)

XMIN -12.43 0.42 18.49 0.00 0.00
XMAX 27.70 11.84 87.45 12.75 196.11
XAVG 11.93 6.05 51.37 5.97 26.35
XSTD 9.69 2.02 17.35 4.28 28.82
XSKW -0.13 0.01 0.11 -0.25 1.49
XKUR -1.11 -0.04 -1.12 -1.32 3.28

Isfahan
Entire
(1981–2020)

XMIN -1.47 1.26 13.05 0.00 0.00
XMAX 32.23 13.30 78.74 13.12 94.41
XAVG 16.92 5.76 35.81 8.88 10.53
XSTD 9.34 1.80 14.58 2.40 14.94
XSKW -0.04 0.80 0.53 -1.10 1.88
XKUR -1.39 1.68 -0.60 2.38 4.18

Kerman
Entire
(1981–2020)

XMIN 1.35 3.10 7.26 0.00 0.00
XMAX 30.37 14.10 69.81 12.47 108.41
XAVG 16.82 8.24 31.95 8.94 11.00
XSTD 8.35 2.04 13.96 2.08 17.30
XSKW -0.05 0.01 0.56 -0.85 2.15
XKUR -1.40 -0.45 -0.54 1.53 5.35

Mashhad
Entire
(1981–2020)

XMIN -7.29 1.52 16.97 0.00 0.00
XMAX 31.12 9.68 82.86 12.88 129.62
XAVG 15.09 5.96 51.33 6.00 21.25
XSTD 9.20 1.58 18.07 4.30 25.33
XSKW -0.04 -0.10 -0.14 -0.12 1.53
XKUR -1.32 -0.65 -1.18 -1.25 2.25
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Table 5  (continued)

Station/dataset Statistical
  Factors*

Input climatic parameters

Tavg
(°C)

Windavg
(m/s)

RHavg (%) SSHNavg
(hr)

Rainsum
(mm)

Sanandaj
Entire
(1981–2020) XMIN -7.65 1.29 17.78 0.00 0.00

XMAX 30.06 9.48 82.81 12.98 204.81

XAVG 14.11 5.80 47.75 5.99 34.70

XSTD 9.73 1.45 17.61 4.28 38.20

XSKW 0.02 -0.21 -0.05 -0.22 1.16

XKUR -1.25 0.22 -1.38 -1.28 1.03
Semnan
Entire
(1981–2020)

XMIN -2.61 0.65 13.80 0.00 0.00
XMAX 34.78 10.26 76.87 12.55 87.95
XAVG 18.26 4.79 38.90 6.15 11.73
XSTD 10.04 2.00 15.17 4.20 14.83
XSKW -0.07 0.37 0.55 -0.45 1.84
XKUR -1.41 -0.46 -0.80 -1.26 4.13

Shiraz
Entire
(1981–2020)

XMIN 2.86 2.97 13.14 0.00 0.00
XMAX 32.43 11.29 73.69 12.41 305.22
XAVG 18.67 5.99 38.25 6.81 26.46
XSTD 8.75 1.40 15.66 4.33 43.30
XSKW -0.01 0.43 0.43 -0.70 2.42
XKUR -1.46 0.33 -1.02 -1.08 7.72

Tabriz
Entire
(1981–2020)

XMIN -8.44 2.94 25.11 0.00 0.00
XMAX 30.29 11.74 84.86 12.43 128.43
XAVG 12.78 7.26 51.93 7.62 21.83
XSTD 10.03 1.85 14.69 2.79 21.68
XSKW -0.08 -0.04 0.10 -0.16 1.47
XKUR -1.29 -0.83 -1.20 -0.86 2.78

Zahedan
Entire
(1981–2020)

XMIN 2.05 4.63 9.57 1.02 0.00
XMAX 31.58 13.97 70.28 12.39 85.35
XAVG 19.15 8.00 30.57 9.04 6.42
XSTD 8.00 1.63 13.59 1.76 11.81
XSKW -0.13 1.10 0.70 -0.82 2.75
XKUR -1.37 1.58 -0.30 1.34 9.35

* XMIN,  XMAX,  XAVG,  XSTD,  XSKW, and  XKUR indicate the minimum, maximum, average, standard deviation, 
skewness, and kurtosis of input monthly climatic parameters.  Tavg,  Windavg,  RHavg,  SSHNavg, and  Rainavg 
are the average of temperature, wind speed, relative humidity, sunshine hours, and rainfall
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Table 6  Statistics of observed 
monthly drought indices at study 
stations.

Station/dataset Statistical
  Factors*

Observed drought indices

SPI PN EDI MCZI

Ahvaz
Entire
(1981–2020)

XMIN -2.80 0.00 -2.09 -1.49
XMAX 3.00 3692.31 3.63 2.70
XAVG 0.49 97.54 0.03 0.55
XSTD 1.02 287.10 0.97 0.75
XSKW -0.63 7.97 0.27 -0.49
XKUR -0.19 77.29 0.20 0.82

Bandar-Abbas
Entire
(1981–2020)

XMIN -1.96 0.00 -1.32 -1.23
XMAX 3.10 3655.28 3.08 2.70
XAVG 0.39 100.00 0.06 0.65
XSTD 0.79 346.96 0.99 0.70
XSKW -0.29 7.61 0.98 -0.57
XKUR 0.81 64.97 0.23 1.35

Hamedan
Entire
(1981–2020)

XMIN -3.59 0.00 -1.89 -3.05
XMAX 2.92 2236.82 3.87 2.63
XAVG 0.15 100.00 0.03 0.17
XSTD 0.91 169.28 0.95 0.94
XSKW -0.45 6.89 0.55 -0.04
XKUR 1.24 68.61 0.30 -0.63

Isfahan
Entire
(1981–2020)

XMIN -1.96 0.00 -1.96 -1.39
XMAX 2.59 3067.80 2.84 2.68
XAVG 0.29 100.00 0.02 0.45
XSTD 0.86 210.87 0.96 0.78
XSKW -0.40 7.82 0.32 -0.15
XKUR 0.07 91.07 -0.42 0.00

Kerman
Entire
(1981–2020)

XMIN -2.87 0.00 -1.93 -1.51
XMAX 2.42 1825.63 3.60 2.62
XAVG 0.32 100.00 0.07 0.21
XSTD 0.81 199.26 0.99 0.91
XSKW -0.42 4.57 0.79 0.03
XKUR 0.54 27.49 0.59 -0.72

Mashhad
Entire
(1981–2020)

XMIN -3.42 0.00 -1.83 -1.63
XMAX 2.58 1042.05 2.88 2.45
XAVG 0.08 100.00 0.05 0.45
XSTD 0.93 133.04 0.93 0.80
XSKW -0.22 3.15 0.37 -0.37
XKUR 0.54 14.17 -0.11 0.15
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Table 6  (continued) Station/dataset Statistical
  Factors*

Observed drought indices

SPI PN EDI MCZI

Sanandaj
Entire
(1981–2020) XMIN -3.20 0.00 -1.72 -2.32

XMAX 2.41 1150.92 2.72 2.49

XAVG 0.16 100.00 0.06 0.30

XSTD 0.91 151.09 0.95 0.90

XSKW -0.53 4.01 0.44 -0.27

XKUR 1.18 21.17 -0.38 -0.53
Semnan
Entire
(1981–2020)

XMIN -3.24 0.00 -1.80 -1.60
XMAX 3.01 1479.67 3.12 2.74
XAVG 0.12 100.00 0.02 0.20
XSTD 0.90 156.14 0.95 0.89
XSKW -0.22 4.46 0.87 0.08
XKUR 1.05 29.06 0.71 -0.34

Shiraz
Entire
(1981–2020)

XMIN -2.79 0.00 -1.86 -1.45
XMAX 2.50 1980.63 3.27 2.58
XAVG 0.27 100.00 0.03 0.42
XSTD 0.85 206.80 0.94 0.82
XSKW -0.48 5.07 0.59 -0.26
XKUR 0.64 33.66 0.27 0.02

Tabriz
Entire
(1981–2020)

XMIN -3.94 0.00 -4.17 -3.56
XMAX 2.64 589.43 3.37 2.46
XAVG 0.03 100.00 0.00 0.37
XSTD 0.97 96.92 1.03 0.88
XSKW -0.35 1.74 0.24 -0.56
XKUR 0.51 3.99 0.50 1.51

Zahedan
Entire
(1981–2020)

XMIN -1.96 0.00 -2.00 -0.89
XMAX 2.79 3048.00 3.34 2.68
XAVG 0.39 100.00 0.01 0.74
XSTD 0.82 276.06 0.99 0.55
XSKW -0.22 4.46 0.87 0.08
XKUR 1.05 29.06 0.71 -0.34

* XMIN,  XMAX,  XAVG,  XSTD,  XSKW, and  XKUR indicate the minimum, 
maximum, average, standard deviation, skewness, and kurtosis of 
observed monthly drought indices
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