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Abstract
One of the critical issues in surface water resources management is the optimal operation 
of dam reservoirs. In recent decades, meta-heuristics algorithms have gained attention as 
a powerful tool for finding the optimal program for the dam reservoir operation. Increas-
ing demand due to population growth and lack of precipitation for reasons such as climate 
change has caused uncertainties in the affecting parameters on the planning of reservoirs, 
which invalidates the operational plans of these reservoirs. In this study, a novel optimiza-
tion algorithm with the combination of genetic algorithm (GA) and multi-verse optimizer 
(MVO) called multi-verse genetic algorithm (MVGA) has been developed to solve the opti-
mal dam reservoir operation issue under influence of the joint uncertainties of inflow, evap-
oration and demand. After validating the performance of MVGA by solving several bench-
mark functions, MVGA was used to find the optimal operation program of the Amirkabir 
Dam reservoir in 132 months, in both deterministic and probabilistic states. Minimizing 
the deficit between downstream demand and release from the reservoir during the opera-
tion period was considered as the objective function. Also, the limitations of the reser-
voir continuity equation, storage volume, and reservoir release equation were applied to the 
objective function. For modeling the effect of uncertainty, Monte Carlo simulation (MCS) 
is coupled to MVGA. The results of model implementations showed that the MVGA-MCS 
model with the best value of the objective function equal to 26 in the 1st rank and MVGA, 
MVO, and GA, with 15%, 34%, and 46% increase in the value of the objective function 
compared to the MVGA-MCS stood in the second to fourth ranks, respectively. Also, the 
results of the resiliency, and vulnerability indices of the reservoir operation showed that 
MVGA-MCS and MVGA models have better performance than other models.
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Abbreviations
RBDO	� Reliability-based design optimization
GA	� Genetic algorithm
PSO	� Particle swarm optimization
MVO	� Multi-verse optimizer
SWAT​	� Soil and water assessment tool
NSGA-II	� Non-dominated sorting genetic algorithm (Type 2)
MCS	� Monte Carlo simulation
Pf	� Probability of failure
D	� Demand
R	� Release
PDF	� Probability density function
LSF	� Limit state function

1  Introduction

Development of societies, ever-growing population and the result which is increasing 
demand for water in one hand, and the shortage of its resources shows the importance 
of efficient water resources management. A considerable portion of the water used by 
the countries is provided from surface reservoirs and dams. Therefore, it’s crucial to find 
the optimal reservoir operation policies, to efficiently manage the distribution and reduce 
losses (Dahmani and Yebdri 2020). The use of various optimization methods of opera-
tion is one of the efficient approaches used so far. However, over time, novel and efficient 
methods are introduced to address the shortcomings of previous ones. The first studies 
on the optimal operation of reservoirs used linear programming methods, then dynamic 
planning and stochastic dynamic programming were used (Loucks 1968; Arunkumar and 
Jothiprakash 2012; Stedinger et al. 1984). Even though these methods grant optimal utili-
zation policy, but it also has some limitations, like linear consideration and discretization 
of the problem. Also, as the number of variables increases, the computation time increases 
significantly (Ohadi and Jafari-Asl 2021; Rad et al. 2022). To overcome these shortcom-
ings, researchers, inspired by the behavior of animals, humans, and natural phenomena, 
proposed a new method called meta-heuristic algorithms (Mirjalili et al. 2017; Jafari-Asl 
et al. 2021a). These methods are not dependent on the type of problem in terms of linearity 
and nonlinearity and do not need discretization. Those have good speed and accuracy com-
pared to other available methods. The meta-heuristics methods have different types. The 
reason behind this diversity can be considered as improving the accuracy and increasing 
the speed of achieving the optimal solution (MiarNaeimi et al. 2021). So far, various meta-
heuristics methods, such as simulated annealing (SA; Teegavarapu and Simonovic 2002; 
Mantawy et al. 2001), honey-bee mating optimization (HBMO; Afshar et al. 2007; Bozorg 
Haddad et al. 2008), particle swarm optimization (PSO; Ghimire and Reddy 2013; Reddy 
and Nagesh Kumar 2007), have been successfully used in reservoir operation management.

Anand et al. (2018) proposed a new simulation–optimization model based on the soil 
and water assessment tool (SWAT) and GA to determine the optimal operation policies 
for a two-reservoir system in the Ganges River Basin, India. In their study, the reducing of 
the monthly water deficit and the increasing the hydropower generation were considered as 
objective functions. Niu et al. (2018) developed a new optimization model for optimizing 
the operation program of water releasing of reservoirs. The parallel multi-objective particle 
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swarm optimization (PMOPSO) was used, which is an enhanced version of multi-objective 
PSO.

Srinivasan and Kumar (2018) introduced an efficient simulation–optimization model to 
find the optimal program of reservoir operation. In their study, the non-dominated sorting 
genetic algorithm (NSGA-II) was used. Feng et  al. (2018) Proposed a new model based 
on a parallel multi-objective genetic algorithm (PMOGA) for the ecological operation 
of hydropower generation. The results showed this parallel approach and the population 
decomposition strategy led to the increase of the convergence speed and algorithm accu-
racy in finding the optimal solution.

Inadequate operation of dam reservoirs will waste valuable water resources. It’s also 
noteworthy that the construction of dams has many environmental effects. Considering the 
environmental aspects and costs of dam construction, it is clear that the efficient operation 
of reservoirs is necessary. But reservoir operation is a nonlinear and complex optimization 
problem, so it is not appropriate to use any optimization method to solve it. Meta-heuristic 
methods have often been successfully used to solve the problem of optimal reservoir opera-
tion, but one of the weaknesses of such methods is finding the approximate solution which 
is close to the global optimal solution, but they cannot find the global solution. A review 
of the literature of studies shows that the most of those researches focused on modifying 
and combining the meta-heuristics algorithms to achieve the desired solution and suitable 
operation policies for reservoir management.

It is noteworthy that uncertainty is an integral part of all systems that can invalidate 
deterministic optimization results. But in most studies, this issue is not taken into account. 
(Muronda et al. 2021; Rad et al. 2022; Kasiviswanathan et al. 2021; Jafari-Asl et al. 2021b; 
Bozorg-Haddad et al. 2021; Thomas et al. 2021) have carried studies on reservoir opera-
tion optimization by considering the uncertainty of parameters. However, the research 
on the influence of uncertainties on reservoir exploitation policy requires further studies. 
Therefore, the contribution of the present study are as follows:

1.	 Improving the MVO algorithm performance using GA to find the optimal solution and 
evaluating the performance of the hybrid algorithm in determining the optimal operation 
policy of the Amirkabir Dam reservoir.

2.	 Presenting a reliability-based design optimization (RBDO) approach to consider the 
uncertainty of the effective parameters in the issue of reservoir operation using Monte 
Carlo.

The remainder of the current paper is organized as follows: Sect. 2 describes the meth-
odology. Section 3 shows the results of proposed simulation–optimization model. Section 4 
presents the findings, contributions, and future work.

2 � Materials and Methods

2.1 � Optimization Techniques

2.1.1 � Multi‑verse Optimization Algorithm (MVO)

According to the Big Bang theory, the universe was created based on a big bang. Multi-verse 
is one of the new theories introduced by physicists. This theory believed that there is more 
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than one big bang and that each big bang creates a universe. This theory holds that there are 
other worlds besides the world in which we live. Mirjalili et al. (2016) introduced MVO to 
solve optimization problems based on the three concepts of white holes, black holes, and 
wormholes in multi-world theory. Like many other population-based algorithms, MVO per-
forms the search process in two stages: exploration and exploitation. The concepts of white 
holes and black holes are used to explore the search space, and wormholes are used to exploit 
search spaces. The MVO assumes that every solution is a universe and every variable of this 
solution is an object within this universe. In addition, an inflation rate is set for each solution, 
which is proportional to the value of the objective function.

In the process of optimization, the following rules apply to the universes of this algorithm 
(Mirjalili et al. 2017):

–	 Higher inflation means it is more likely to have white holes
–	 Higher inflation means it is less likely to have black holes.
–	 Universes with higher inflation rates tend to send objects through white holes.
–	 Universes with lower inflation rates tend to receive more objects through black holes.
–	 Objects from all over the universe can be transported to the best universe by the random 

motion of wormholes, regardless of inflation.

The MVO begins the optimization process by creating a series of random universe. In each 
iteration, objects in high-inflation universe tend to move towards low-inflation universe. This 
transfer from one universe to another takes place through a black or white hole. At the same 
time, each universe randomly sends its objects towards the best world through wormholes. 
This process continues until the termination conditions of the algorithm are fulfilled. The 
MVO is mathematically modeled as follow (Hosseini et al. 2021):

Assume that:

where d is the number of variables and n is the number of universes:

where xj
i
 indicates the jth variable of ith universe, Ui denotes the ith universe, NI(Ui) is nor-

malized inflation rate of the ith universe, r1 is a random number between 0 and 1, and xj
k
 

shows the jth variable of kth universe selected by a roulette wheel selection mechanism.
To provide domestic change for each universe and to have a high probability of inflation 

using wormholes, we assume that wormhole tunnels always exist between any of the universes 
and the best universe ever created. This mechanism is shown in Eq. (3).
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where Xj is the jth variable of best universe formed so far, TDR is a coefficient, WEP is 
another coefficient, lbj is the lower bound of jth variable, ubj shows the upper bound of jth 
variable, x j

i
 is the jth variable of ith universe, and r2, r3, r4 are random numbers in [0, 1]. 

The formula of both coefficients are as follows:

where min is the minimum probability of a wormhole is suggested as 0.2, max is the maxi-
mum of a wormhole (1 in this paper), l represents the current iteration, and L indicates the 
maximum iterations.

where p is the exploitation accuracy over the iterations (6 in this paper). The higher p, the 
faster and more accurate local search.

2.1.2 � Genetic Algorithm (GA)

GA is an efficient technique to solve a variety of optimization problems inspired by genetic 
science. Genetics deals with how biological information is inherited and transmitted from one 
generation to the next among living things (Mai et al. 2020). According to genetics, the main 
factor in transferring biological information in living organisms are chromosomes and genes. 
In the process of generational transfer, superior stronger genes and chromosomes remain, and 
weaker genes get destroyed. In the implementation process of GA, first, an initial population 
of individuals is randomly generated without considering any specific criterion. For all zero-
generation chromosomes, the fit-value is determined by the objective function; Then, with dif-
ferent mechanisms defined for the selection operator, a portion of the initial population will be 
selected as the parent and the others as the mutation candidates. These selected individuals will 
then be cut and mutated. Then, the competency of the solutions obtained for these individuals is 
compared with that of the initial population (zero generation) in terms of the fit-value (Seghier 
et al. 2021a, b). The population with the most numbers will be selected as the initial population 
for the next stage of the algorithm. Each step of the iteration of the algorithm creates a new gen-
eration that will move towards evolution according to the modifications made to it.

2.1.3 � Hybrid Multi‑verse‑genetic Algorithm (HMVGA)

The proposed HMVGA consists of two parts: the first part uses MVO to generate the initial 
position of each universe and evaluate the fitness of objective function; the second part 
utilizes the GA operators (e.g., crossover and mutation) for converting the generated initial 
position to chromosome and improved their efficiency. In other words, in the first step, the 
initial position of each universe is generated, and then a copy of these initial solutions is 
created and inserted into the GA. The GA converts the initial solutions and their objec-
tive function values to chromosomes and genes, respectively. After that, the GA operators 
are applied to them, and the objective function value is calculated for each of them. Then 
the chromosomes are returned to the MVO and become universes again. Finally, the uni-
verses are sorted based on their fitness, thus completing the first iteration. These steps will 
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continue until the termination conditions are satisfied. The pseudo-codes of the proposed 
MVGA is presented in Algorithm 1.

Algorithm 1. The pseudo-codes of the MVGA
1: Initialization 
Creation of random Universes U
Initialization of WEP, TDR, and Best Universe
time = 0
2: Sorting of Universes and Normalization of the fitness values of the Universes
SUs = Sorted Universes and NIr = Normalization of the inflation rate of the Universes
BHI = Black hole Index and WHI = white hole index
3: Process of Iteration 
while time < Max_Iters
The fitness values of all the Universes Um, m = 1, 2, 3, …, n are evaluated.
for each universe Um
Update WEP and TDR BHI= m;
Convert the universes to the chromosomes;
End for
Selection 
Crossover 
Mutation
for each object n
ran1 = random value between 0 and 1;
if ran1< WEP 
ran3 = random value between 0 and 1; 
ran4 = random value between 0 and 1;
if ran3<0.5
U(m, n) = Best Universe (n) + TDR * ((Ur(n)- Lr(n)) * ran4 + Lr(n ));
Else
U(m, n) = Best Universe (n) —TDR * ((Ur(n)-Lr(n )) * ran4 + Lr(n ));
end if
end if 
end for
end for 
time = time+1 
end while 
4: Stop Output the values of Best Universe and NIr(Best Universe)

2.2 � Reliability Analysis Method

For probabilistic modeling of systems and considering the effect of the uncertainty 
parameter on resistance (R) and the load (L), it is necessary to define one or more limit 
state functions (LSF). If X = [x

1
, x

2
,… , xn] the parameter vector has uncertainty, the 

limit state function of the system is defined as follows (Jafari-Asl et al. 2021c, d):

The limit state function modeling estimates three states for the system:

If g(x) = 0, the system is in between working and failed. Based on this, the failure 
probability of system is estimated as follows:

(6)g(x) = R − L

(7)
{

g(x) < 0 The system is fail

g(x) > 0 The system is safe
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where f
X

(

x
1
, x

2
,… , xn

)

 is the joint probability density function (PDF) of X.
Due to the complexity of the integral and the difficulty of a direct solution, in recent 

decades, researchers have proposed various solving methods. MCS is one of the most accu-
rate methods available, which is utilized in this study.

2.2.1 � Monte Carlo Simulation (MCS)

The basis of Monte Carlo Simulation methods for estimation of the probability of failure 
is the production of random samples in accordance with the joint probability density func-
tion of the random variables, where the response of the system is calculated for each set 
of random variables generated. In this method, random samples are produced based on 
the statistical distribution functions of the various random variables and then the LSF is 
assessed based on each set of samples, and the probability of system failure is calculated by 
dividing the number of states g(X) ≤ 0 by the total number of sample sets (Eq. (9) and (10)) 
(Jafari-Asl et al. 2021c).

where, N is the total number of simulations, I
(

X
1
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2
,… ,Xn

)

 is a function defined by:

2.3 � Proposed Method

In the present study, a new optimization algorithm as a combination of MVO and GA was 
developed for optimal dam reservoir operation under uncertainties. For this purpose, the 
data of the study repository was initially inserted into Easy-Fit software, and the statistical 
distribution type of variables was determined. The MVGA was then combined with the 
MCS to provide an optimal schedule for operating the reservoirs in the event of parameter 
uncertainties. The general flowchart of the method is shown in Fig. 1:

2.4 � Case Study of Benchmark Functions

Before using the new algorithm to solve the reservoir operation problem, we used six 
benchmark functions that have already been used in several types of research to evaluate 
the performance of the new algorithm in comparison with GA and MVO. Table 1 shows 
the benchmark functions and their characteristics (MiarNaeimi et  al. 2018; Safaeian 
Hamzehkolaei and MiarNaeimi 2021).

2.5 � Case Study of Karaj Reservoir

Amir Kabir reservoir is located near the Karaj River in the north of Karaj (Iran) along the 
longitude of 51° 30′ 58’’ and latitude of 35o 58′ 45’’. The elevation is 1297 m above sea 
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level. This reservoir is one of the most important resources for agricultural usage in Karaj 
and supplying drinking water for both Tehran and Karaj. Karaj reservoir basin area is about 
864 km2, and its average annual yield is about 415 MCM. Figure 2 displays the location of 
Karaj reservoir.

The study period of the present study starts from March 2007 to February 2018 
(132  months). Monthly data included are rainfall, entrance flowrate to reservoir, evapo-
ration rate, seepage, overflow, drinking and agricultural demands. Table  2 indicates the 
demand values of drinking water of Tehran and Karaj as well as the amount of agricultural 
demand in Karaj.

Fig. 1   Flowchart of MVGA-MCS
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2.6 � Reservoir Optimization Model

2.6.1 � Objective function

In the present study which emphasize to optimize the operation of the Amir Kabir reser-
voir, the objective function was defined as summation of the square difference between 

Fig. 2   The location of the study area in Iran

Table 2   Monthly requirements 
for the study area (Mm3)

Month Karaj Agricultural Karaj 
Drinking

Tehran 
Drinks

Total

January 0.63 19.26 27.20 47.09
February 00.00 16.00 24.12 40.18
March 1.49 19.95 25.77 47.21
April 1.64 18.28 27.49 47.41
May 2.20 17.40 28.58 48.18
June 14.96 14.43 30.36 59.75
July 28.69 18.09 31.43 78.21
August 40.75 16.40 31.26 88.41
September 47.49 16.75 30.91 95.15
October 55.17 8.76 38.75 92.68
November 24.76 16.32 27.72 68.80
December 9.03 18.16 26.41 53.60
Total 226.81 199.80 340.00 766.67
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the agricultural demands and the release ( Dt − Rt ) (Dahmani and Yebdri 2020):

The purpose is minimizing. For its normalization, the difference between agricultural 
demands and the release were divided to the maximum demand (Dmax). In this equation, 
NT is the total period, Dt represents the rate of demand in the period t, Rt denotes the 
release rate, and Dmax shows the maximum absolute need in the total periods.

2.6.2 � Problem Constraints

Constraints are one of the critical elements in optimization problems that define the 
range of possible solutions in these problems. Continuity equation is the most important 
constraints in this optimization problem, which is determined based on Eq. (12).

In this equation, the volume of storage at the beginning of the period is St and the 
volume at the end of the period is St+1.Also, the volume change during the period is 
computed ΔSt , which is considered as Eq. (13).

where It is the input to the reservoir at time t, Pt denotes the amount of rainfall on the sur-
face of the reservoir, O

1t represents the output of the reservoir, which includes the output 
to agriculture and drinking water, Et is evaporation rate from the surface of reservoir water, 
Pet indicates the overflow rate from the reservoir.

The release rate in each period should not be less or more than a specific limit. In 
other words, as shown in Eqs. (14) and (15), the release at each interval (Ri) must be 
between the minimum (Rmin) and maximum release rate (Rmax). Meanwhile, the volume 
of the reservoir at each period (Si) must be between the minimum (Smin) and the maxi-
mum volume of the reservoir (Smax).

Also, the resiliency, and vulnerability indices used by Bozorg-Haddad et al. (2021) 
are considered to evaluate the performance of developed models compared with 
together. The resiliency of the reservoir is defined by the time a system takes to recover 
from the failure state to normal state. The resiliency index can be expressed as:

In which, γ represents the resiliency index, f is number of the states, and fs is the total 
number of failures occurring during the entire operation period. The vulnerability denotes 
to the extent of possible reservoir failures and can be expressed as:

(11)F =

NT
∑

t=1

(

Dt − Rt

Dmax

)2

(12)St + ΔSt = St+1

(13)ΔSt = It + Pt − O
1t − Et − O

2t − Pet

(14)Rmin ≤ Ri ≤ Rmax

(15)Smin ≤ Si ≤ Smax

(16)� =
fs

f
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where Mf  represents the largest failure observed in a continuous series of failures.

3 � Results and Discussion

3.1 � Mathematical Functions

MVGA was compared with GA, and MVO by minimizing four benchmark functions. 
Finding the best values ​​of the setting parameters of algorithms has a significant effect on 
convergence and finding the optimal solution. These parameters are generally defined by 
sensitivity analysis. To solve the benchmark problems, the values ​​of these parameters are 
determined based on the reference articles. Also, the maximum number of iterations and 
the initial population of the algorithms were considered to be 500 and 30 (Table 3). In the 
optimization process, the WEP parameter increases linearly from 0.2 to 1, and the TDR 
parameter decreases linearly from 1 to 0.

Twenty runs were applied for each function provided in Table 4 to examine the effec-
tiveness of MVGA. According to Table 4, the average of 20 MVGA performances is the 
lowest compared to GA and MVO for the six benchmark functions. Concerning the best 
solution obtained, MVGA was able to find the minimum value in all six benchmark func-
tions. The Wilcoxon rank-sum test was performed to show the solution accuracy found 
by MVGA and their non-randomness. This test is non-parametric and statistical, used to 
evaluate the similarity of two dependent samples. In this test, if the p-value for each algo-
rithm is more than 0.005, it indicates random answers. Since the result of the algorithm 
that has the best answer, cannot be compared with itself, the probability value of P for the 
best algorithm is shown with N / A (Not Applicable) (Miarnaeimi et al. 2018). As evident, 
MVGA has been able to overcome the shortcomings of both the MVO and GA algorithms. 
Also, according to Fig. 3, MVGA has good convergence in all six benchmark functions; 
This indicates high speed and accuracy in achieving optimal solution.

(17)Mf = MaxNT
(Dt − Rt)

Dt

Table 3   Parameter settings of 
counterparts

Algorithm Parameter Value

MVO WEP 0.2
TDR 1
P 6

GA Selection mechanism Roulette wheel
Cross over 0.9
Mutation 0.2

MVGA WEP 0.2
TDR 1
P 6
Selection mechanism Roulette wheel
Cross over 0.9
Mutation 0.2
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3.2 � Case of Amir Kabir Reservoir

3.2.1 � Deterministic Approach

After evaluating the performance of MVGA to solve the benchmark problems, the setting 
parameters of Table 3 were used to solve the optimization reservoir operation issue. The deci-
sion variable of reservoir operation is finding the optimal monthly release rate from the reser-
voir. The during of operation in this study is 132 months for Amir Kabir reservoir, so MVGA 
in this system has 132 decision variables. The problem was solved using MVGA, MVO, and 
GA over 11-year time series, based on the available information. The solutions obtained from 
the ten implementations of the three algorithms MVGA, GA, and MVO are shown in Table 5. 
In terms of average optimal responses, MVGA, MVO, and GA models are in the first to third 
ranks, respectively, with values of 35.88, 227.76, and 448.87. In terms of coefficient of varia-
tion of optimal response, MVGA with 0.10 has the lowest value among the models, and MVO 
and GA models with 0.70 and 1.16 are in the following ranks, respectively.

The convergence curve for the studied algorithms in finding the optimal operation model 
of the Amir Kabir reservoir is shown in Fig. 4. MVGA’s high capability in solving large 
and complex problems has been proved in benchmarks. Figure 4 also shows that MVGA 
converges faster than the GA and MVO in solving the complex problem of reservoir opera-
tion and is closer to the global optimum. The resiliency values and vulnerability indices for 
the models developed are also available in Table 6. In terms of resiliency, MVGA with a 
value of 0.536 has the highest value among the models, and MVO and GA are in the fol-
lowing ranks with a decrease of 6.7 and 14.4% compared to MVGA, respectively. In terms 
of vulnerability, MVGA with 0.55 has the lowest value, and MVO and GA with 8.4 and 
33% increases compared to MVGA are in the following ranks, respectively.

3.2.2 � Reliability‑based Design Optimization (RBDO) Approach

To solve the RBDO issue of reservoir operation, the definite constraints of the problem 
are considered LSF in such a way that by violating any constraint, at any time, the optimal 

Table 4   MVGA, GA, and MVO statistical results of 20 runs for benchmark functions

Optimizer UFs

F1 F2 F3 F4 F5 F6

MVGA Average 0.000118 0.000111 4.15E-93 2.81E-05 0.010087 3.93E-81
Best 3.34E-06 3.46E-06 0 2.04E-09 0.000139 0
SD 0.000171 0.000106 1.83E-92 3.54E-05 0.011363 1.76E-80
p N/A N/A N/A N/A N/A N/A

MVO Average 0.01415 0.000982 1.52E-74 4.15E-06 19.07761 2.52E-60
Best 4.60E-07 7.70E-06 5.07E-109 3.46E-07 0.000117 3.28E-65
SD 0.016581 0.00077 6.81E-74 5.16E-06 11.29639 1.11E-59
p 4.89E-15 2.19E-14 5.83E-04 1.83E-04 1.83E-04 1.14E-14

GA Average 0.064449 0.001059 7.35E-62 7.22E-06 23.01317 3.29E-50
Best 5.42E-08 0.00014 2.11E-98 4.81E-08 21.63959 2.17E-59
SD 0.288213 0.001758 3.29E-61 7.97E-06 0.763738 9.79E-50
p 5.01E-15 1.99E-14 1.83E-04 2.02E-04 1.88E-04 1.11E-14
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program fails. Demand, inflow, and evaporation are considered uncertain parameters. For 
this purpose, the statistical distribution of variables is first determined using EasyFit soft-
ware by using the available databases (Fig. 5). Table 7 represents the statistical distribu-
tion of the variables and shows that evaporation and demand have the generalized extreme 
value (GEV) distribution and Inflow has a lognormal (LN) distribution. Based on Table 8 
databases, 1,000,000 sample series are generated for each variable (Fig. 6). The MVGA 
adjustment parameters are selected according to Sect. 3.2.1 and only the population num-
ber and maximum iteration rate are determined according to the sensitivity analysis in this 
step as 80 and 2500. The probabilistic model developed based on MVGA and MCS was 
implemented ten times.

Fig. 3   Comparison of convergence curves of MVGA, MVO and GA for benchmark functions
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The results of ten random run are presented in Table  8. The coefficient of variation 
resulting from random performances for MVGA-MCS equals 0. 0920. The values of the 
best and worst solutions are 26.0154 and 35.4957 respectively. Therefore, the difference 
between the minimum and maximum solutions is less than 8.4803, which is very small. In 

Table 5   Ten random results for 
MVGA, MVO and GA

Run MVGA MVO GA

1 31.88086 35.65754 463.3672
2 36.94894 297.1612 188.5877
3 32.86533 36.88232 424.3897
4 37.49592 124.14 250.0041
5 36.26876 347.2706 1950.06
6 42.85017 512.7412 327.5183
7 32.3621 112.623 65.84555
8 30.95687 51.62295 245.5264
9 38.79276 401.6627 534.7092
10 38.47715 357.9333 38.69611
Best 30.95687 35.65754 38.69611
Worst 38.47715 512.7412 1950.06
Average 35.88989 227.7695 448.8704
Standard deviation 3.59737 166.0892 523.4566
Variation coefficient 0.100234 0.729199 1.166164

Fig. 4   Convergence curves of MVGA, MVO and GA Amir Kabir reservoir
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Table 6   Results of resiliency and 
vulnerability indices for the Amir 
Kabir reservoir

Method Resiliency Vulnerability

MVGA 0.536 0.55
MVO 0.458 0.64
GA 0.403 0.70

Fig. 5   Monthly inflow, evaporation, and downstream demand of Amir Kabir reservoir (March 2007 to Feb-
ruary 2018)

Table 7   The statistical 
characterization of parameters

* Generalized Extreme Value

Parameter Distribution Mean Standard Deviation

Evaporation GEV 0.5072 0.4056
Demand GEV 22.9083 1.1369
Inflow Log-Normal 37.5708 39.4453
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Table 8   Ten results of MVGA-
MCS

Run MVGA-MCS

1 27.5278
2 29.6041
3 35.4957
4 29.9917
5 26.0154
6 29.3038
7 30.8442
8 28.1748
9 27.9809
10 26.7067
Best 26.0154
Worst 35.4957
Average 29.1645
Standard deviation 2.6837
Coefficient of variation 0.0920

c) Inflow (MCM)

a) Evaporation (mm) b) Demand (MCM)

Fig. 6   Histograms of the uncertain variables used to develop the RBDO model
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Fig. 7   minimum, maximum, and average solutions of MVGA-MCS for Amir Kabir reservoir

Fig. 8   Released water volume
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Fig. 7, the convergence curve of the objective function of the Amir Kabir reservoir opera-
tion model was plotted using the RBDO approach by the MVGA-MCS model. As evident, 
the RBDO approach was able to converge 2500 times.

The resiliency and vulnerability values for the solution obtained from the RBDO 
approach are 0.61 and 0.53, respectively, which shows that utilizing the RBDO 
approach to solve the problem of dam reservoirs operation was able to provide a robust 
release schedule. Also, considering the uncertainty of the parameters, the probability 
of failure of the optimal operation program is equal to 0.006% in this case. In the case 
of definite operation, all three algorithms have been able to minimize the objective 
function, but in case of uncertainty in the parameters of demand, inflow, and evapora-
tion, it may violate the constraints, which leads to failure. The failure probability of the 
operation plan provided by the definite models MVGA, MVO, and GA in the presence 
of uncertainties is 77%, 75%, and 71%, respectively. Figures 8 and 9 show the monthly 
release and reservoir storage of Amir Kabir Dam based on deterministic approaches 
of MVGA, MVO, and GA models and RBDO approach. The optimal release of all 
developed models was almost in the same range, and for storage of the reservoir, all 
models observed the maximum and minimum range. In general, the findings of this 
study indicate that the use of MVGA to solve the problem of optimal reservoir opera-
tion has a very suitable performance. It is also clear that using the RBDO approach for 
this purpose leads to an optimal operation plan with higher reliability and resiliency 
and lower vulnerability.

4 � Conclusion

In the present study, the performance of MVO was evaluated alone and in combination with 
GA in optimizing the problem of dam reservoir operation in both deterministic and probabil-
istic states. The study area is Amir Kabir Dam, located in the center of Iran on the Aji Chay 
River. The during of operation includes 132 months. For performance evaluation of the devel-
oped algorithm, first, six benchmark functions were solved. The results of 20 performances 

Fig. 9   Storage volume evolution
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for benchmark functions showed that MVGA has higher convergence and accuracy than both 
GA and MVO. Considering the problem of optimal dam reservoir operation, minimizing the 
deficit between downstream demand and release from reservoir during the operation period 
was considered the objective function, Monthly release volume from the reservoir as decision 
variables and reservoir continuity, reservoir storage volume, and release volume as constraints. 
In this phase, the results proved the superiority of MVGA over GA and MVO in terms of con-
vergence, target function value, reversibility, and vulnerability. Then, by determining the sta-
tistical distribution of inflow, demand, and evaporation variables, a probabilistic model based 
on MCS and MVGA was developed to solve the problem of reservoir operation under condi-
tions of uncertainty in the parameters. The results also indicate the success of the new hybrid 
algorithm developed at this phase in finding the optimal solution and determining a robust and 
reliable program for dam reservoir operation. The value of the resiliency index 61% which is 
the highest value and vulnerability index 51% was obtained among the MVGA-MCS, MVGA, 
MVO, and GA models. According to the optimal performance of the algorithm presented in 
this study, it is suggested to utilize MVGA and a surrogate reliability method for solving relia-
bility-based multi-objective optimization of reservoir operation problem. The performance of 
this algorithm needs to be evaluated by solving multi-objective problems.
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